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1 Introduction

One of the major controversies in present-day HPSG is whether the information about a word’s
argument structure should also be available on this word’s phrasal projections. Some works assume
that ARG-ST is present on words only; this is the claim of, e.g., Pollard and Sag (1994), Miller and
Sag (1997), Abeillé et al. (1998), and Bouma et al. (1999). The reason for this assumption is that
it leads to more restrictive grammars: with this restriction, words cannot select their arguments on
the basis of the argument structure of these arguments’ heads (e.g., there seems to be no language
in which a verb selects exactly VPs with an NP[dat] argument). On the other hand, various other
works assume the presence of the complete information about a word’s argument structure on
this word’s phrasal projections. This is the stance of, e.g., Grover (1995) (to formulate a fully
nonconfigurational binding theory), Frank (1994) (to deal with verb second in German), Frank and
Reyle (1995) (to account for the interactions between scope and word order in German), Calcagno
and Pollard (1997) and Abeillé and Godard (2000, n.9) (to analyze French causatives), Baxter
(1999) (in an account of purpose infinitives in English), and Meurers (1999) (to deal with case
assignment in German verb clusters).

Works assuming ARG-ST on phrases do not usually argue extensively for maintaining this as-
sumption, i.e., they show that having ARG-ST on phrases makes the respective analysis possible or
easier, without extensively arguing that giving up this assumption makes the analysis impossible.

The general aim of this paper is to show that, whether ARG-ST is present on phrases or not and,
if it is present, what are the condition on this presence, is ultimately an empirical issue, one that
perhaps should be resolved differently for different languages.*

To this end, I will examine two rather unusual constructions in Polish, not successfully analyzed
in formal linguistics so far, and argue that they do call for the presence of ARG-ST on phrases.
However, this is not taken as evidence that all Polish phrases must bear the ARG-ST of their heads;
on the contrary, | show that these two constructions share a rather special property, i.e., they involve

* For useful comments and discussions on topics closely related to this paper | am grateful to Peter Culicover, Tibor
Kiss, Carl Pollard, Ivan Sag, Gert Webelhuth and the Synners at the OSU Linguistics Department, as well as the audi-
ences of the HPSG-2000 conference, the Formal Approaches to Slavic Linguistics 2000 Meeting, and the University
of North Carolina Linguistics Colloguium.

1 These issues are touched upon in Abeillé and Godard 2000, n. 9, where it is suggested that ARG-ST should be present
on words and a small subset of phrases, namely, lite phrases.
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semantically vacuous words, in a sense made precise below. | provide an analysis which ties the
presence of ARG-ST on phrases to the semantic emptiness of these phrases’ heads. Because of the
rarity of such constructions, the resulting grammar is not less restrictive than, say, a grammar which
allows a verb to subcategorize for a lexical argument (and, hence, have access to this argument’s
ARG-ST), a possibility often taken advantage of in HPSG analyses of complex predicates in various
languages.

2 Raising across Prepositions

Consider the raising constructions in (1)—(2).2

(1) Uwazatem go [za szczerego / za studenta].
| considered him,.. as sincere,.. / as student,,.

‘I considered him to be sincere / to be a student.’

(2) Miatem go [za szczerego / za studenta].
| had him,. as sincere,.. /as student,,.

‘I took him to be sincere / to be a student.’

The verbs uwaza¢ and miec in (1)—(2) are raising verbs: the subject of the predicative argument of
za (i.e., the subject of szczerego / studenta in (1)—(2)) must be structure-shared with the object of
the verb (i.e., with go in (1)-(2)).

At first sight constructions like these do not seem to be particularly problematic: they could be
analyzed as involving raising of the subject of the AP/NP predicate (szczerego / studenta in (1)—(2))
to the subject position of the preposition za, and then to the object position of the verb (uwazatem
/ miatem). On this analysis, za would be a 2-argument raising preposition, as in (3), and uwazac /
mie€ would be rather straightforward raising verbs with lexical entries as in (4).

(3) Incorrect (schematic) lexical entry for za:

[ word ]
PHON za
HEAD|PFORM za
PRD +
CAT
SYNSEM|LOC ARG-ST ([0],| suBJ ([0)) )
CONT
i CONT |

2 These constructions are analyzed in greater detail in Przepiorkowski 2000a. It has long been noted that they are
raising constructions, e.g., Tajsner 1990.
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(4) Incorrect (schematic) lexical entry for uwazac / miec:

[ word
PHON uwazac / miec

PFORM za
CAT|ARG-ST (NP, [0, PP| suBJ (@) |)
CONT
SYNSEM|LOC ,
consider
CONT | CONSIDERER
SOA-ARG

These lexical entries would lead to the structure of (1) as in Figure 1 below.

*S
phrase
PHON uwazatem go za studenta
SuBJ ()
COMPS ()
\% NP *PP
word phrase phrase
PHON uwazatem PHON go PHON za studenta
2 3
SUBJ () SUBJ () SuBJ (2))
ComPs ([2], [3]) COMPS () COMPY/ ()
| /\
N

word

PHON go word phrase

SuBJ () PHON za PHON studenta

COMPS () suBJ (12) PRD +
COMPS SUBJ ([2))

COMPS

word
PHON studenta

PRD +
SuBJ (2))
COMPS ()

Figure 1: Not the structure of (1)

However, it turns out that this analysis cannot be maintained for reasons to do with binding. In Pol-
ish, as in many other languages, anaphors may be bound only by subjects (Reinders-Machowska,
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1991; Marciniak, 1999). This is illustrated in (5), where the object jej cannot be a binder of the
anaphor sobie.

(5) Mdowitem jej; o sobie,; samej /o niej; samej.
| talked her about Self  Emphy,,, / about her Emphy.,,

‘| talked to her about herself.’

On the other hand, in case of 2-argument (predicative) prepositions, such apparent binding by
object is possible:

(6)  Nie mozna przeciez potozyt ksigzki; na sobie.; samej  / na niejs; same;j.
not may but lay booky.,, on Self  Emphy,,,, / on her  Emphy.,,

‘But it is impossible to lay a book on itself.’

Of course, this binding by object in (6) is only apparent: this sentence is acceptable simply because
the anaphor is bound by the unrealized subject of the 2-argument preposition, which is co-indexed
with (in fact, raised to) the object of the verb. Similar binding differences between between 1-
argument prepositions and 2-argument prepositions in English are discussed in Wechsler 1997.

Now, given this difference between 1-argument prepositions and 2-argument prepositions, za as
used in (1) clearly patterns with 1-argument prepositions, such as o in (5).

(7)  (Nie pomylitem sig,) uwazatem go; za siebie,; samego / za niego;
| wasn’t confused,  considered;s; sg.masc hiMg.. as Self Emph,,..c / as him
samego.

Emphmasc

‘(1 wasn’t confused,) I really considered him as himself.’

Despite pragmatic weirdness of (7), the coindexation between go and the pronoun niego is inter-
pretable, while the coindexation between go and the anaphor siebie is completely uninterpretable.

This means that the preposition za in (1)—(2) is really a 1-argument preposition, as shown in (8).

(8)  Correct (schematic) lexical entry for za:

word

PHON za
HEAD|PFORM za
PRD +
CAT
SYNSEM|LOC ARG-ST (| SuBJ ([0)) |)
CONT

CONT
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But if this is so, then the phrase PP[za] is a fully saturated phrase, with no information about the
raised subject ([0]) of the predicate available in its synsem. This, in turn, means that there is no way
of specifying lexical entries of verbs such as uwaza¢ and mie€ in (1)—(2) that would make them
raising verbs; such lexical entries would have no access to the argument of the preposition.3

This is the first example of an environment in which an item needs access to (already realized)
arguments of its arguments: verbs such as uwaza¢ and mie¢ need to be able to look at the pred-
icative argument of its PP[za] argument, even though that predicative argument is absent from the
VALENCE (SuBJor coMPs) features of that PP[za]. The most straightforward way of dealing with
such environments is to allow the ARG-ST of the preposition za to percolate to the PP[za]; once
this is allowed, raising verbs uwaza¢ and miet (and other similar verbs) may have lexical entries
as in (9), which lead to structures as in Figure 2.

(9)  Correct (schematic) lexical entry for uwazac / miec:

[ word
PHON uwazac / miet

PFORM za
CAT|ARG-ST (NP, [0, PP SUBJ
| < o ARG-ST { (@ ) )
CONT
SYNSEM|LOC
consider
CONT | CONSIDERER [1]
SOA-ARG

More on (Im)Possible Alternatives

We noted above that za as used in (1)—(2) is a 1-argument preposition, and we cited data involving
binding as supporting this conjecture. In fact, there is another argument against the analysis of za as
a 2-argument preposition: assuming, that 1-argument prepositions are ‘case-marking’ prepositions
and 2-argument prepositions are predicative prepositions, such an analysis would predict that the
za is a predicative preposition, i.e., that the PP[za] is a predicative phrase.

It is, however, relatively clear that PP[za] cannot be a predicative phrase: if it were, it should be
able to occur in environments which allow any predicative phrases, such as complements of copula
or exclamatives. (10) shows that this prediction is false:

(10) Janek jestszczery [/ prezydentem /w domu... / *za szczerego.
John,,,, is sincere,,,, / president;,, /athome... / as sincere

‘John is sincere / the president / at home. .. / *as sincere.’

3 In fact, technically, lexical entries having access to arguments of their arguments could be posited in RSRL (Richter
et al., 1999; Richter, 2000), but such entries would introduce as much non-restrictiveness as ARG-ST on phrases, and
— additionally — they would involve relations and in this sense would be more complex than the entries proposed
below.
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S

phrase
PHON uwazatem go za studenta
SUBJ ()
COMPS ()
\% NP PP
word phrase phrase
PHON uwazatem PHON QO PHON za studenta
SuBJ () SUBJ () SuBJ ()
coMmPs (2], [3)) COMPS () COMPS ()
[ll /\
word P NP
PHON @O word phrase
suBJ () PHON za PHON studenta
comPs () SuBJ () PRD +
comPs ([4]) suBJ ([2])

COMPS

word
PHON studenta

PRD +
suBJ (12))
COMPS ()

Figure 2: The structure of (1)

The copula jest in (10) could perhaps impose an idiosyncratic constraint to the effect that its com-
plement cannot be marked with za, but such a constraint would violate the otherwise overwhelming
generalization that the copula may combine with any predicative complement and, moreover, it is
not clear that such a constraint could be imposed in case of (11), where there is no overt copula
and no obvious reason to posit a phonologically empty one.

(11) Janek szczery! [/Watesa prezydentem! /Krokodyl w klatce! / Obiad o dziesigtej! / *Janek

John sincere,,,,, / Watgsa president;,, /crocodile incage /dinner at ten / John
za szczerego! (Tez pomyst!)
as sincere also idea

‘John (being) sincere! / Walgsa (as) the president! / A crocodile in a cage! / Dinner at 10!
*John as sincere!  (What an idea!)
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Another obvious but only apparent alternative to the account involving ARG-ST on phrases would
be to say that za in (1)—(2) is not a preposition at all, but rather a marker (cf. Pollard and Sag, 1987,
p.65). Since the AP/NP combining with za is a predicative phrase, according to this analysis, the
PP[za] is really a predicative AP/NP[MARKING za].

An immediate problem faced by this account would be the same as the second problem with the “za
as a 2-argument preposition” approach: if za is just a marker, then AP/NP[MARKING za] phrases
are predicative and should be able to appear in predicative positions such as those in (10)—(11).

An even more serious problem is that markers are not supposed to be able to assign case, while
in (1)—(2) za clearly assigns the accusative to the predicative AP/NP. Why clearly? One possible
alternative would be that the accusative case on the AP/NP is the result of case agreement with
the object of the verb. However, this alternative is not available for a number of reasons discussed
in Przepiorkowski 2000a. One such reason is that various processes which trigger the change of
case on the object should also trigger a similar case shift on the presumably agreeing predicative
AP/NP. As examples (12), involving the genitive of negation, and (13), involving passivization,
show, this prediction is false.

(12) Nieuwazatem jej  zaszczerg [*szczerej /studentke /*studentki.
not | considered her,., as sincere,.. / sincere,, / student,../ student,,,

‘I didn’t consider her to be sincere / to be a student.’

(13) Ona jestuwazana za studentke / *studentka /zdolng /*zdolna.
she,, is considered as student,.. / student,,,, / gifted,../ gifted,,,

‘She is considered (as) a student / gifted.’

Example (12) falsifies also another putative analysis regarding the accusative case of the predicative
AP/NP, namely, the analysis treating this accusative case as received directly from the governing
verb. If szczerg / studentke were assigned the case directly by the verb (or by general case assign-
ment principles, as in Przepidrkowski 1999), then they should be able to occur in the genitive case
when the verb is negated, contrary to (12).

Thus, in summary, no analysis of examples such as (1)-(2) seems available that would not require
the presence of the ARG-ST of the preposition za on the maximal projection of that preposition.

3 Predicative Modification of Numeral Phrases

Another argument for the presence of ARG-ST on at least some phrases in Polish concerns case
agreement with numeral phrases.*

In Polish, as in many other languages, predicative adjectives usually agree in case (and also in
number and gender, but this will not concern us here) with the NP they are predicated of, e.g.,

4 The issue of predicative case agreement in Polish is considered in much greater empirical and theoretical detail
in Przepiorkowski 1999. An attempt at an explanation of the quirky behavior of numeral phrases considered here is
made in Przepidrkowski 2000b.
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(14)—(16);> in (14) both the subject NP and the predicative AP are nominative, while in (15) the
object NP and the predicate are both accusative.

(14) Janek jest mity.
John,,,,, IS NICE,0m,

‘John is nice.

(15) Pamigtam gmego.
| remember him,.. nice,..

‘I remember him as nice.’

However, in the case of predication of a class of quantifier / numeral phrases, the predicate may
agree either with the accusative numeral head or with the genitive NP:

(16) [Kimwane z  ziemi].
a few .. trees ., Wass,q, sg neur t0rMg..  from earth

‘A few trees were uprooted.’

(17) [Kilka drzew] byto [wyrwanychz  ziemi].
a few .. treesy., Wass,q, sg neut 10Myey, from earth

‘A few trees were uprooted.’

I assume here that, in Polish, Numeral Phrases (NumPs) in subject position are accusative (Szober,
1928, 1953; Schenker, 1971; Franks, 1995; Przepiorkowski, 1996, 1999) and that they are headed
by the numeral (Saloni, 1976; Saloni and Swidzifski, 1985; Przepidrkowski, 1996, 1999). On these
assumptions, (16) is expected, but (17), where the predicate agrees with the genitive dependent of
the numeral, is surprising.®

| also adopt the standard HPSG assumptions regarding the copula as a raising verb (cf. (18)),
and predicative case agreement as a local phenomenon, i.e., essentially, as agreement between the
predicate and its subject:’

5 I ignore here so-called ‘instrumental of predication’; cf. Pisarkowa 1965, Przepidrkowski 1999.

6 It should be noted that one of (16)—(17) is surprising regardless of our assumptions: whether the numeral is ac-
cusative or nominative, as sometimes claimed, the predicate agrees either with the numeral or with the genitive NP.
Moreover, if the noun were assumed to be the head of “numeral phrases” in (16)—(17), then case agreement with the
numeral in (16) would be unexpected.

7 See Przepidrkowski (1999) on locality and non-configurationality of case marking.
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(18) The predicative copula by¢ (schematic and simplified):
word
PHON by¢
suBJ ()
SYNSEM|LOC|CAT|VAL

COMPS

PRD +
suBJ () )

(19) Case agreement (simplified):

category
PRD +
CASE

HEAD [
VAL |SUBJ <[HEAD|CASE }>

On these assumptions, in (16), the accusative predicative phrase wyrwanych z ziemi agrees with
the accusative numeral drzew in the sense that it agrees with its (predicate’s) SUBJECT element,
i.e., it agrees with the synsem of the NumP kilka drzew.

Now, the problem that examples like (17) pose is: how can the predicate agree with the genitive
NP drzew if the synsem of the NumP kilka drzew does not contain anything genitive? Note that
kilka drzew is a fully saturated phrase, i.e., the NP[gen] drzew has been ‘cancelled’ from VALENCE
features.

Again, the synsem of the NumP does not contain anything genitive unless the numeral’s ARG-ST
percolates to the NumP — in such a case, the synsem of the genitive NP drzew is present within
the synsem of the NumP kilka drzew, namely, in its ARG-ST:

(20) synsem of the NumP kilka drzew:

synsem
synsem
SUBJ () VS. VAL [SUBJ U ]
...|CAT | VAL comps () ...|cAT COMPS ()
ARG-ST (NP[CASE gen])

If ARG-ST is present on the NumP, then predicative agreement with that NumP could be defined
as either agreement with the NumP’s CASE or agreement with CASE of NumP’s argument. Such
an analysis may be ugly, but it correctly deals with the data and, after all, Slavic numeral / quan-
tifier phrases are well known to be ugly and idiosyncratic in many (Corbett, 1978; Franks, 1994;
Przepiorkowski, 1999), so it is possible that no elegant analysis for such data is available at all.

See Appendix A for a sketch of an analysis of such constructions.

(Im)Possible Alternatives

Of course, the strength of the argument above rests on the strength of the assumptions it makes and
on the unavailability of alternative accounts for (14)—(17).
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The assumption that agreement between the modifier (whether attributive or predicative) and the
phrase it modifies happens within the modifier, i.e., that it is a relationship between the modifier’s
own morphosyntactic features and those of its argument (selected via VALENCE or MOD) is well-
entrenched in HPSG. An alternative would require positing global constraints powerful enough
to look into the constituent structure of the subject of the copula (to get hold of the genitive NP);
this would violate the overwhelming generalization that case assignment and case agreement is a
strictly local phenomenon.

Moreover, there does not seem to be any alternative account of (14)—(17) available. Various such
putative alternatives are considered below.

Genitive of Predication One putative alternative would be to say that the genitive on the predi-
cate in (17) is not the result of agreement at all, but rather a ‘non-agreeing’ option very much like
the ‘instrumental of predication’ in Slavic. According to such an analysis, the predicate may either
agree with the phrase it modifies or occur in the genitive.

This analysis makes a blatantly wrong prediction that examples such as (21)-(22) below, to be
compared with (14)—(15) above, should be grammatical.

(21) *Janek jest mitego.
John,,,,, is  nicey,,

‘John is nice.

(22) *Pamigtam jg mitej.
| remember her . nice,

‘I remember her as nice.’

A refinement of this alternative, namely, that such a ‘genitive of predication’ be restricted to nu-
meral subjects would not work either: in colloguial Polish, the paucal numerals dwa ‘two’ to cztery
“four’, which have all the syntactic properties of numerals (e.g., triggering the 3rd singular neu-
tral “‘default’ agreement features on the verb) but combine with the agreeing (i.e., accusative) NP
argument, do not occur with a genitive predicate:

(23) %(Te) cztery tygodnie byto mordercze /*morderczych.
these,.. four, . weeks,.. was murderous,../ murderous,,

‘“These four weeks were murderous.’

NumPs as NumP/NP Ambiguous Assume that there is a structural ambiguity of numeral
phrases: they could be headed either by the accusative numeral, in which case they would oc-
cur with accusative predicates, as in (16), or by the genitive noun, in which case they would occur
with genitive predicates, as in (17).

However, since attributive adjectives modifying NumPs show the same case optionality as pred-
icative adjectives, this analysis would make the following prediction: when such an NumP/NP is
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modified both by an attributive adjective and by a predicative adjective, these adjectives should be
either both accusative (in case the NumP/NP is headed by the numeral) or both genitive (in case it
is headed by the noun). This prediction is false; see (24) from Kopcifska (1997).

(24) a. Leniwe siedem kotdéw byto Spigcych.
lazy,.. seven,. cats,., was sleepy,,
‘Seven lazy cats were sleepy.’

b.  Leniwych siedem kotdw byto Spigce.
lazy,.,  seven,. catSy., was sleepy ..
‘Seven lazy cats were sleepy.’

NumPs as NumP+NP Appositions Another possibility would be to treat numeral phrases as
NumP + NP appositions. However, this possibility is immediately refuted by the fact that, in
Polish, appositions agree in case, while the numeral does not agree in case with the genitive NP.

NumPs as Bi-Headed Another, rather far-fetched hypothesis would be that NumPs are simul-
taneously headed by the quantifier and by the noun. The NumP would then be, in some sense,
accusative and genitive at the same time, and agreeing APs could pick any of these values for
the purpose of case agreement. This would account not only for our initial data (1)—(2), but also
for (24), problematic for the previous alternative.

A technical problem that this analysis faces is that it is not clear how bi-headedness could be
formalized in such a way that both heads contribute their case values. Previous analyses of bi-
headedness assume that different heads of a construction contribute different sets of features or,
when two heads do attempt to contribute values of the same feature, only one of them wins and the
other one is suppressed.

There is also an empirical problem, namely: if such bi-headed NumPs were accusative and genitive
at the same time, they should be able to occur in both accusative and genitive environments. This
prediction is false: NumPs headed by accusative quantifiers cannot occur in genitive environments.

(25) Batemsie tych kilku  drzew /*kilka drzew.
feared RM these,,, a few,,,, trees,., / afew, trees,,

‘I was afraid of (these) several trees.’

Thus, again, no alternative to an analysis assuming the presence of ARG-ST on (some) phrases
seems available.

4 ARG-ST on Phrases with Semantically Vacuous Heads

One conclusion that could be drawn from the previous considerations is that ARG-ST should be
present on all phrases, for example, as a HEAD feature. This is a position adopted in Przepidrkowski
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1999, as well as in most of the works assuming ARG-ST on phrases cited in 81, with the notable
exception of Abeillé and Godard (2000).

However, as noted by many HPSG practitioners, the unconstrained presence of ARG-ST on phrases
would go against those locality considerations which led to the introduction of the attribute
SYNSEM (Pollard and Sag, 1994, p.23), so it is desirable to constrain the presence of ARG-ST
on phrases to those very few cases where this presence is really necessary. The most elegant such
constraint would be based on a single underlying property common for all constructions which
require ARG-ST on phrases.®

The question that should be answered here is, thus: How to uniformly characterize prepositional
phrases of 82 and numeral phrases of §3?

A tentative proposal that | would like to adduce here is this: only ARG-ST of semantically vacuous
heads ‘percolates’ to phrases (in Polish).®

(26) ARG-ST on Phrases (Polish):

The value of the ARG-ST on a headed phrase is structure-shared with the value of ARG-ST
of its head daughter if the head daughter is semantically vacuous, and it is the empty list
otherwise.

(27) A sign is semantically vacuous iff its CONT value is structure-shared with that of one of its
arguments. (Pollard and Yoo, 1998; Przepiorkowski, 1997, 1998)

Note that the class of semantically vacuous words is very limited. Typical examples of seman-
tically vacuous words mentioned in the HPSG literature are: non-predicative (‘case-assigning’)
prepositions (Pollard and Sag, 1994, pp. 255, 3471ff.), predicative copula (Pollard and Sag, 1994,
p. 147), and English to and the auxiliary be (Pollard and Yoo, 1998).

Since za is a non-predicative preposition, the presence of its ARG-ST on its projections is predicted
by (26). What about numeral phrases, though? Can they be classified as semantically vacuous
(from a technical point of view)? If so, should they be so analyzed (from an empirical point of
view)?

Can Numerals be Semantically Vacuous? According to the analysis of quantification in
Przepiorkowski (1997, 1998) (which builds on Pollard and Yoo (1998) and Manning et al. (1999)),
quantifiers are introduced as values of the attribute NEw-Qs'° (appropriate for word) and collected

8 For Abeillé and Godard (2000) such an underlying property is liteness. Another possible restriction has been pro-
posed by Ivan Sag (p.c.), who notes that, cross-linguistically, arguments that must be visible outside the immediate
phrases in which they are realized are usually subjects, so — instead of making the whole ARG-ST available on phrases
— it should suffice to make the subjects available, perhaps by requiring that suBJbe a HEAD feature, as in some earlier
HPSG work. This proposal cannot be directly applied to the data considered above because, in cases of long raising
across a preposition, the complement of a preposition must be visible at the PP. While this proposal might be modified
in terms of the first argument on ARG-ST instead of the subject, the solution proposed below is more restrictive than
such a modification and thus should be preferred.

9 See Appendix B for an RSRL formalization of (26)—(27).

10 This proposal was incorporated into the analysis of Manning et al. (1999).
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into the QSTORE value via general principles. If so, technically, it is plausible to analyze quantifier
words as introducing the quant value only in NEW-Qs and sharing (the rest of) their CONTENT
value with that of their NP argument, as in (28).

word

PHON pigt

CONT [0

CAT|ARG-ST ([CONT [0]])

NEW-Qs {5(0)}

(28)

ss|Loc

Should Numerals Share Their CONTENT Value with That of Their Argument? There is evi-
dence that, in Polish, the numeral and its NP argument share at least INDEX values. Consider the
binding examples (29)—(30) below.

(29) [Pieciu facetéw] zobaczyto  [siebie samych] w lustrze.
five,ce QUYS e SAW sy o9 neur SEIF EMPN,; 105c IN mirror

‘Five guys saw themselves in a mirror.’

(30) [Piec kobiet] zobaczyto [siebie same] w lustrze.
five,.c women ., SaWs,g g newr Self  Emphy,; f.,,, in mirror

‘Five women saw themselves in a mirror.’

The argument rests on the assumption that, in Polish, Numeral Phrases are really headed by the
numeral. Since binding involves co-indexation, the index of the NumP in (29)—(30) is the same
as the index of the anaphor siebie. The index of the anaphor siebie in (29) is masculine plural, as
evidenced by the morphology of the emphatic modifier of the anaphor, samych.*! This means that
the index of the NumP and, hence, the index of the numeral pigciu in (29) is masculine plural. But
also the index of the NP argument of the numeral, i.e., that of the NP facetow is masculine plural,
as is clear on the basis of both morphology and reference, so the numeral and the NP seem to have
the same index values.

By the same reasoning, the index of the numeral pigt in (30) is feminine plural, the same as the
index of the NP kobiet.

Since the index of the numeral and that of its NP argument systematically co-vary, | assume that
the numeral and the NP actually agree in index, i.e., that they share their INDEX values. Note that
this argument implies in particular that the CONTENT value of numerals must be nom-obj and not
quant, supporting the structure (28) above.

Now, since 1) the CONTENT of the numeral and of its NP argument are both nom-obj and 2) they
have the same INDEX value, and 3) the numeral does not introduce any meaning apart from the
quantificational force captured in NEW-QS, it makes sense to postulate that the numeral and the
NP actually share their CONTENT values, i.e., that numerals in fact are semantically vacuous in the
sense of (27) above.

1 The anaphor itself does not overtly inflect for number or gender.
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5 Summary

In this paper, | endeavored to make linguistic contributions of two kinds. On the theory-internal
side, I argued that the issue whether ARG-ST or any such attribute should be present at the level
of possibly saturated phrases, in addition to its presence on words, is not an “all or nothing”
issue. Although I showed that there are some environments in Polish which do seem to require
the presence of ARG-ST on phrases, | also linked this presence to the common feature of such
environments, namely, to their semantic vacuity. Although no formal proof can be given that
this is the only possible analysis, | tried to proceed carefully by examining a variety of possible
alternatives and showing that all of them fail in one way or another.

Since semantically vacuous environments are extremely rare, the resulting grammar is not less
restrictive than, say, a grammar which allows a verb to subcategorize for a lexical argument (and,
hence, have access to this argument’s ARG-ST), a possibility often taken advantage of in HPSG
analyses of complex predicates in various languages.

On the empirical side, | looked at two rarely considered and ill-understood constructions in Polish,
namely, at “long raising” across a preposition, and at case agreement with predicative phrases.
Neither of these constructions had been successfully analyzed so far: previous analyses of raising
constructions such as (1)—(2) wrongly assume that the argument of za agrees in case with the object
of the raising verb (e.g., Bailyn and Citko 1999; see Przepiorkowski 2000a for extensive discus-
sion), while previous analyses of case agreement in Polish fail to account for (or even notice) the
optionality of such case agreement with predicative phrases (e.g., Franks 1994, 1995). Although
the analyses proposed here may be perceived as less than satisfactory on the aesthetical side, they
constitute the first formal and uniform account of these phenomena.

Appendices

A Predicative Case Agreement with Quantifier Phrases

Full analysis is given in Przepiorkowski (1999, 2000b). The analysis encodes the observation that
case agreement between a phrase XP and its modifier YP normally means the identity of XP’s and
YP’s cASE values, but — in case XP is a numeral phrase — it might also mean the identity of
CASE values of YP and XP’s first argument.

In Przepidrkowski (2000b), | extensively argue for linking this case agreement optionality when
NumPs are involved to the fact that quantifiers share indices with their NP arguments. On this
basis, | propose the following case agreement principles (assuming RSRL as the underlying logic,
but not adopting the RSRL notation here):

(31) Attributive case agreement:

head

CASE — case-agreenent (@, [)
MOD|LOC [ CAT|HEAD|CASE @}
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(32) Predicative case agreement:

category
CASE
PRD +

HEAD [
SUBJ <[ LOC [ CAT|HEAD|CASE @H)

— case-agreenent (@, [(2)

(33) Definition of case agreement:
@= [CAT\HEAD]CASE } V

case- agreenent ([case, [2local) « CASE ]>

)

INDEX

CAT|ARG-ST
,Jommes |

CONT|INDEX

Note that these principles preserve the overwhelming generalization that case marking is a local
(and possibly non-configurational) phenomenon.

B ARG-ST on Phrases — RSRL Formalization

Technically, | assume the presence of the list(synsem)-valued ARG-ST attribute on all category
objects, and formalize (26)—(27) within RSRL (Richter et al., 1999; Richter, 2000) as follows:

(34) Va|[z ~:HEAD-DTR —
[[sem enpty(x) — :SSLOC CAT ARG-ST A~ 2SS LOC CAT ARG-ST]
A [~sem enpty(x) — :SSLOC CAT ARG-ST ~ elist] | |

(35) semenpty(x) Ra
Jy 3z |
y A~ 1SS LOC CAT ARG-ST
A menber ( z, y)
A zLOC CONT & 2:SS LOC CONT |

(See Richter et al. (1999) or Richter (2000) for the definition of memnber , as used in (35).)
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