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Abstract 
In this study we show that constituency is of limited importance for 

a proper treatment of the interaction between the linear position of a 
wa-marked nominal in a Japanese sentence and possible domains of 
contrastive focus, and that constraints concerning contrastive focus 
should be represented in terms of linear order and not constituency.  
Linearisation HPSG, where linear order is independent from 
constituency, provides a good basis for an analysis.  Some constraints 
are provided in terms of order domains, and it is shown that these 
constraints can deal with the phenomena in question, and that the 
cases problematic for the constituency-based analyses can also be 
accounted for by our analysis. 

1 Introduction 

The most widely adopted view of word order within the framework of HPSG is 
that a set of linear precedence (LP) rules state the possible permutations of 
constituent in a local tree (see, e.g., Pollard and Sag 1987, 1994).∗  In such a 
framework, there are at least two possible analyses of a relatively flexible word 
order of Japanese illustrated by (1), which has been often called ‘scrambling’. 

(1) a. Taroo-ga kesa tukue-ni  hana-o  oita 
  Taro-NOM  this morning  desk-LOC flower-ACC  put 
  ‘Taro put the flower on the desk this morning’ 

 b. Kesa  tukue-ni  Taroo-ga hana-o  oita 
 this morning  desk-LOC  Taro-NOM  flower-ACC put 

First, we might assume a flat structure like (2) in which a lexical verbal head and 
all of its dependents form a single constituent.1 
 
 
 
 

                                                   
∗ I would like to thank Bob Borsley for his valuable comments and discussions. Thanks are 
due to participants at HPSG 2004 for their feedback and discussions.  I am also grateful to 
Doug Arnold and three anonymous reviewers for HPSG 2004 for their comments on 
earlier versions of this paper.  Any shortcomings are my responsibility.  I gratefully 
acknowledge the generous financial assistance from the Department of Language and 
Linguistics, University of Essex, which enabled me to take part in HPSG 2004.   
1 There have been alternative ways proposed to build a flat structure in HPSG.  See 
Alexopoulou and Kolliakou (2002), Borsley (1989, 1995) and Pollard (1994) for 
examples. 
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(2) S 

 

 NP  Adv  NP  NP  V 

 

 Taroo-ga  kesa  tukue-ni  hana-o  oita 

Then, the general LP rule (3) can alone give an account for the word order 
variation in (1). 

(3) [ ] ≤  HEAD[LEX +] 

This LP rule states that a lexical head follows any sister.  Conforming to this rule, 
the lexical head daughter oita ‘put’  follows all its sisters both in (1a) and (1b).  No 
further rules are needed to predict the word order variation as in (1).  Second, we 
might assume a binary branching structure like the following. 

(4)    S 
 
 NP VP 
  
 Adv VP 
 
 NP VP 
  
 NP V 
   
 Taroo-ga  kesa  tukue-ni hana-o  oita 

A binary branching constituent structure has been advanced for German clauses in 
HPSG (see, e.g., Kathol 2000 and Müller 2002), so it might be quite reasonable to 
assume it for Japanese clauses as well.  There are several possible ways to 
represent the relatively free constituent order in binary branching: to assume a set, 
rather than a list, of valence information (Gunji 1986; Hinrichs and Nakazawa 
1989; Pollard 1996; also see Müller 2004b); to relax the requirement that elements 
should be removed from the list in order of their obliqueness (as suggested, but 
rejected, by Müller 2004a); to assume a lexical rule that licenses alternative orders 
for SUBCAT lists (Uszkoreit 1986).2  Finally, we might assume a view in which 
linear order is independent to a considerable extent from constituency and is 
analysed in terms of a separate level of ‘order domains’ (Pollard  et al. 1993; 
Reape 1994; Kathol 2000).  In this approach, the order variation of a sentence 
would be represented in the DOM(AIN) list, no matter which constituent structure 
it has. 

                                                   
2 See Müller (2004a) for the details and problems of these approaches. 
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(5) 








oitao-hanani-tukuekesaga-Taroo  , , , ,DOM

...DTRS  

In this study these three approaches will be compared, and we shall argue 
that the connection between the linear position of a wa-marked nominal in a 
sentence and possible domains of contrastive focus provides support for the third, 
order domain approach.  Some constraints will be provided in terms of order 
domains, and we will show that they can deal with the phenomena in question, and 
that the cases problematic for the constituency-based analyses can be accounted 
for by our analysis. 

The organisation of this study is as follows.  In section 2 we shall survey the 
basic data, and see that the phenomena in question seem to be similar to those 
accounted for in terms of focus projection.  In section 3 we shall compare the flat 
structure analysis and binary branching structure analysis introduced above, and 
argue that neither of them is satisfactory.  Section 4 will present an alternative 
analysis in terms of order domains.  Section 5 is the conclusion. 

2 Particle wa and an extension of contrastive focus 

The particle wa indicates that some material containing it carries a ‘contrastive 
focus’  interpretation.3  In (6) the object sakana ‘fish’  is marked with wa and it has 
a contrastive focus reading.  Here and throughout, a domain of contrastive focus is 
marked with braces.  Thus, the sentence implies that Taro ate fish but he did not 
eat anything else.   

(6) Taroo-wa  {sakana-wa}  tabeta 
 Taro-TOP  fish-CF  ate  
 ‘Taro ate fish (but ate nothing else).’  

As (7) shows, the domain of contrastive focus can be extended beyond the 
element marked with wa (Noda 1996; see Choi 1999 for analogous data in 
Korean). 

(7) Taroo-wa  {sakana-wa  tabeta} 
 Taro-TOP  fish-CF  ate  
 ‘Taro ate fish (but did nothing else).’  

In (7) sakaana-wa tabeta ‘ate fish’ , and not just sakaana-wa, carries a contrastive 

                                                   
3 As illustrated by the examples below, the same particle functions as a topic marker as 
well, but this aspect of -wa is irrelevant to the main subject.  In the rest of this paper, the 
topic marker is grossed as TOP and the contrastive focus marker as CF. 
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focus interpretation, and the sentence implies that Taro ate fish but did not do 
anything else, such as playing tennis.  If there is some other element between the 
wa-marked nominal and the verb, it can be in the focus domain. 

(8) a. Taroo-wa  {hana-wa  tukue-ni  oita} 
 Taro-TOP   flower-CF   desk-LOC  put   
 ‘Taro put the flowers on the desk (but did nothing else).’  

 b. Taroo-wa  {sakana-wa  resutoran-de tabeta} 
 Taro-TOP   fish-CF   restaurant-LOC ate  
 ‘Taro ate fish at the restaurant (but did nothing else).’  

In (8) there is another complement tukue-ni ‘on the desk’  (a) and an adjunct 
resutoran-de ‘at the restaurant’  (b) between the wa-marked complement and the 
verb, and they can be included in the focus domain, as the translation shows.   

The most plausible way to analyse the extension of contrastive focus would 
be to take it as an instance of ‘focus projection’ .  In languages such as English and 
German, focus can be extended beyond the element that carries pitch accent.  
Focus projection, which has been a dominant approach to this phenomenon, 
argues that in each local tree a focus-background structure for the mother is 
computed from the focus-background structure of the daughter constituents (see, 
e.g., Jackendoff 1972 and Selkirk 1995).  Recent HPSG analyses are along the 
same lines (Engdahl and Vallduví 1996; Alexopoulou and Kolliakou 2002; De 
Kuthy 2002; De Kuthy and Meurers 2003).  In De Kuthy and Meurers’ s (2003) 
system, for example, if a daughter with the focus projection potential (FPP plus) is 
focused, the mother can be in the focus.4  The broad contrastive focus as in (7) and 
(8) might seem to be accounted for in an analogous way by assuming either binary 
branching or a flat structure: the constituent is given contrastive focus if one of its 
non-head daughters (e.g., sakana ‘fish’  in (7)) is marked with contrastive wa.5   

In the next section, we shall look at how the binary branching and the flat 
structure analysis deal with the phenomena in question, and point out that neither 
of them is satisfactory. 

3 Constituency-based analyses 

This section will compare the possible constituency-based approaches to order 
variation, i.e., a flat structure analysis and binary branching structure analysis. 

                                                   
4 The FPP feature is assumed for synsem objects so that verbs can lexically mark which of 
their arguments can project focus.  See De Kuthy and Meurers (2003) for details. 
5 It is assumed here that the topic is combined with the rest of the sentence as a filler, along 
the same lines as the English topicalisation (Pollard and Sag 1994). 
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3.1 Flat structure 

The position of a wa-marked nominal and its interaction with possible domains of 
contrastive focus pose a problem for the flat structure analysis. 

(9) a. [S  Taroo-ga tukue-ni  hana-wa  oita] ( -to kiita) 
    Taro-NOM  desk-LOC flower-CF  put that  heard 
   ‘(I hear that) Taro put the flower on the desk.’  

 b. [S  hana-wa  Taroo-ga tukue-ni  oita] ( -to  kiita) 
   flower-CF Taro-NOM desk-LOC  put  that  heard 
  ‘(I hear that) Taro put the flower on the desk.’  

The sentences in (9) each contain a wa-marked nominal.  It is immediately 
preceding the verb in (9a), but is in the initial position of the S in (9b).  If we adopt 
the approach to focus projection discussed above along with a flat structure, these 
sentences should have the same possible focus domains: the wa-marked nominal 
and its mother S.  The fact is, however, that (9a) does not have an S focus 
interpretation while (9b) does.  The interpretation of the latter is illustrated by 
(10).  

(10) [S1 hana-wa  Taroo-ga  tukue-ni  oita] -ga 
  flower-CF  Taro-NOM  desk-LOC  put -but 
 [S2  hon-wa  Jiroo-ga  tana-ni  narabeta] ( -to  kiita) 
  book-CF  Jiro-NOM  shelf-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In (10) the S in (9b) (marked as S1) is connected with another clause (S2) with a 
disjunctive conjunction -ga ‘but’  so that S1 is in the contrastive relation with S2; 
both clauses have a wa-marked element in its initial position, and they have all 
different elements.  Thus, it would be possible to say that the whole of S1 (and S2) 
carries contrastive focus.  Now let us look at (11), where (9a) is contrasted with 
another sentence.   

(11) # [S1 Taroo-ga tukue-ni  hana-wa  oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  Jiroo-ga  tana-ni  hon-wa narabeta]  ( -to  kiita) 
 Jiro-NOM  shelf-LOC book-CF  set    that  heard 
   ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In (11) the S in (9a) is contrasted with another S, and is intended to have a 
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sentential contrastive focus.  The infelicity of (11) (marked by #) suggests that 
(9a) does not have a S focus interpretation, and gives evidence that the wa-marked 
NP in the middle of the S cannot extend contrastive focus to the whole S.   

A construction such as the following provides another problem for the flat 
structure analysis.6 

(12)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida} ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that heard 
   ‘Taro wears a red jacket, but hates trousers of the same colour.’  

The structure for the first clause of (12) is (13). 

(13) S 
 
 NP NP V 
  
  A N  
 
 Taroo-ga  akai uwagi-wa kiru  

In (12) it is impossible to regard the adjective as a part of the focus domain; the 
modifiers of the noun in these clauses, akai ‘red’  and onazi iro-no ‘of the same 
colour’ , both refer to a red colour, and there is no sense in contrasting the same 
colour.  Hence they should be excluded from the focus domain: only the V and a 
part of the NP carry contrastive focus.  If we assumed (13), however, the possible 
focus domains that could be represented would be N, NP and S only, and we could 
not analyse a case like (12). 

3.2 Binary branching structure 

In the last subsection, we saw that we could not deal with the extension of focus in 
(9a).  The following fact suggests that what carries a contrastive focus in (9a) is 
just part of the S.   

(14) [S1 Taroo-ga tukue-ni  hana-wa  oita]  -ga  
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  hon-wa narabe-nak-atta] ( -to  kiita) 
  book-CF  set-NEG-PAST that  heard 

   ‘(I hear that) Taro put the flower on the desk, but he didn’ t set the 

                                                   
6 I would like to thank Shûichi Yatabe for bringing this type of construction to my 
attention. 
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books there.’  

As is well known, it is allowed in Japanese to leave unexpressed the element 
which refers to who or what has been already introduced in discourse.  (14) is such 
a sentence.  As indicated by the translation, it is intend that the second S has a 
subject, a time and place adverbial coreferential to those of the first S.  Since there 
is no sense in contrasting the coreferential things, therefore, it is possible to say 
that what are really contrasted in (14) are the remaining parts of the Ss, namely 
hana-wa oita ‘put the flowers’  in S1 and hon-wa narabe-nak-atta ‘didn’ t set the 
books’  in S2.  Thus, the contrastive focus domain of (9a) is the part marked with 
braces in (15). 

(15)  [S  Taroo-ga tukue-ni  { hana-wa  oita }] ( -to  kiita) 
    Taro-NOM  desk-LOC  flower-CF  put   that  heard 

The infelicity of (11), where (9a) is contrasted with another S, is due to the fact 
that only a part of the S carries contrastive focus in the context where the whole S 
focus is intended.  Therefore, we need an alternative analysis which can capture 
the fact that the wa-marked element in (9a) does not extend its focus to the whole 
S and its contrastive focus domain is just part of the S, as marked in (15).   

One might argue that a binary branching approach would be such an 
alternative.  We could assume the following binary branching structure for (9a). 

 (16)   S 
 
 NP VP 
  
 NP VP 
 
 NP V 
   
 Taroo-ga  tukue-ni hana-wa  oita 

The contrastive focus domain of (9a), shown in (15), corresponds to the lower VP 
in (16).  The broad contrastive focus can be dealt with on the basis of the 
traditional conception of focus projection introduced in the last section: the lower 
VP in (16) is given contrastive focus since its non-head daughter (i.e., hana 
‘flower’ ) is marked with wa.   

However, an example like the following poses a problem for this analysis. 

(17)   [S1 Taroo-ga hana-wa  tukue-ni oita ] -ga 
    Taro-NOM  flower-CF  desk-LOC  put  -but    

   [S2 hon-wa yuka-ni oita ] ( to  kiita) 
    book-CF  floor-LOC put that  heard  
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 ‘(I hear that) Taro put the flower on the desk, but the books on the 
floor’  

The binary branching structure for the S1 of (17) would be something like (18). 

(18) S 
 
 NP VP 
  
 NP VP 
 
 NP V 
  
 Taroo-ga   hana-wa tukue-ni oita 

As the translation indicates, sentence (17) is intended to carry an interpretation 
where Taro’ s putting the flower on the desk and his putting the books on the floor 
is compared.  Therefore, the contrastive focus domain might seem to correspond 
to the upper VP in (18).  Note, however, that both S1 and S2 include the same verb 
oita ‘put’ .  There is no sense in contrasting the same element, so the verb should 
be excluded from the domain of contrastive focus.  Therefore, what are really 
contrasted in (17) are the remaining parts of the Ss, which are marked by the 
braces in (19).   

(19)  [S  Taroo-ga { hana-wa  tukue-ni }  oita ] -ga  
 Taro-NOM  flower-CF desk-LOC  put  -but  
 [S  { hon-wa yuka-ni } oita ] ( -to  kiita) 
 book-CF  floor-LOC put    that  heard 

Such a domain cannot be represented with a binary branching structure in (18). 
One might argue that these cases would be accounted for with binary 

branching if we assumed an analogue of verb movement.7,8  A verb movement 
analysis of (19) would have the representation in (20), where it is assumed that a 
SUBCAT list of the verbal trace contains the verb and its all arguments (Müller 
2004b; Netter 1992, 1998).   

 
 
 
 
 

                                                   
7 Some HPSG researches have assumed such a mechanism in order to describe the finite 
verb position in German (Frank 1994; Jacobs 1986; Kiss and Wesche 1991; Meurers 2000; 
Müller 2004b; Müller and Kasper 2000; Netter 1992, 1998). 
8 This possibility was pointed out to me by Bob Borsley. 
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 (20) S[SUBCAT < >] 
 
 
 VP[SUBCAT <[1]>]  [1]V 
 
 [2]NP VP[SUBCAT <[1],[2]>]  
  
 [3]NP VP[SUBCAT <[1],[2],[3]>] 
 
  [4]NP V[SUBCAT <[1],[2],[3],[4]>] 
  
 Taroo-ga   hana-wa tukue-ni  __ oita 

This structure would allow contrastive focus to extend from hana-wa to the VP 
dominating hana-wa and tukue-ni, which corresponds to the domain marked with 
the braces in (19).  Example (12), however, is problematic for this approach as 
well.  It is repeated in (21) 

(21)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida}  ( to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 

colour.’  

A binary branching structure for this would be (22). 

(22) S 
 

 VP V 
 
 NP VP 
 
 NP V 
  
 A N  
 
 Taroo-ga akai uwagi-wa __ kiru  

Recall that the adjective should be excluded from the focus domain of (21).  If we 
assumed constituent structure (22), it would still be impossible to represent the 
contrastive focus domain marked in (21) since the possible focus domains would 
be N and NP, uwagi-wa and akai uwagi-wa. 

3.3 Summary 

In this section we have seen that none of the constituent-based approaches can 
handle the interaction of word order variation and contrastive focus projection.  
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This fact suggests that we need an alternative analysis. 
Summarising the observations in the last two sections, we get the following 

pattern of extension of contrastive focus from the wa-marked nominal. 

(23) a. {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  
 b. Taroo-ga  {{{hana-wa}F1  tukue-ni}F2  oita}F3  
 c. Taroo-ga  tukue-ni  {{hana-wa}F1  oita}F2   

Each sentence in (23) has a wa-marked nominal in different linear position: the 
initial position (a), the second position (b), and the third position just before the 
verb (c).  From this, three general points become clear.  Firstly, possible domains 
of contrastive focus change according to the linear position of the wa-marked 
nominal; (23a) has four possible domains, (23b) has three and (23c) has only two.    
Second, the domain of contrastive focus extends only rightwards on the basis of 
linearity.   Thirdly, there exist domains that do not correspond to any constituent, 
whether we assume a binary branching or a flat structure; note the domains 
marked by F2 and F3 in (23a) and F2 in (23b).   

These points suggest that constituency is of limited importance for a proper 
treatment of extension of contrastive focus; it should be more closely related to 
linear order.  Thus, we need an approach where linear order would be independent 
from constituency, and constraints concerning contrastive focus could be 
represented on the same level as the former, not the latter.  As we will see in the 
next section, Linearization HPSG provides a good basis for such an approach, so 
we shall give an alternative analysis within the framework. 

4 A Linearization HPSG analysis 

In this section, we will provide an alternative analysis of contrastive focus 
projection.  4.1 sets the framework for our analysis.  In 4.2 we shall provide our 
proposals.  Finally, in 4.3 we shall argue that our proposals can deal with the cases 
which are problematic in the constituency-based approaches. 

4.1 Framework 

The analysis to be presented below will be largely based on a version of 
linearisation-based HPSG.  In this framework, linear order is represented in a 
separate level of ‘order domain’ , to which ordering constraints apply (see, e.g., 
Pollard et al. 1993; Reape 1994; and Kathol 2000).  Order domains are given as 
the value of the attribute DOM(AIN).  At each level of syntactic combination, the 
order domain of the mother category is computed from the order domains of the 
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daughter constituents.  We assume, along with Reape (1994), Donohue and Sag 
(1999), Kathol (2000: 101), and Jaeger (2003), that an order domain consists of an 
ordered list of signs, which we will call ‘DOM elements’ .9   

Next, we assume that a sign has information structure, which is represented 
as a value of its INFO(RMATION)-STR(UCTURE) (Engdahl and Vallduví 1996; 
Alexopoulou and Kolliakou 2002; De Kuthy 2002; De Kuthy and Meurers 2003).  
Its feature geometry would reflect a focus-background structure of a sign, and we 
assume that each of those features has a list of signs as its value (Engdahl and 
Vallduví 1996; Alexopoulou 1999; Alexopoulou and Kolliakou 1999).  Among 
those appropriate for INFO-STR, however, the only feature mentioned in this 
study is CONTR(ASTIVE)-FOC(US).  Its value is structure-shared with the sign 
which is the part of a sentence with contrastive focus.10   

We stated above that a DOM element is a sign, and a sign has information 
structure.  This means that a DOM element include information structure in its 
internal structure.  This latter point has a considerable significance for our 
analysis in that it enables the information-structural status of DOM elements to be 
accessible for ordering constraints (see also Jaeger 2003). 

4.2 Proposals 

Now we propose the following constraint. 

(24)  

[ ]  [1]  FOC-CONTR|STR-INFO

,...
[1] FOC-CONTR|STR-INFO

[1]..., DOM

S

→
























sign  

(24) states that if the CONTR-FOC value of a DOM element of an S is 
structure-shared with that DOM element itself, the CONTR-FOC value of the S is 
structure-shared with the CONTR-FOC value of that DOM element.   

There are two cases that are covered by this constraint.  One is the case where 
the DOM element in the antecedent of the constraint (24) is the one licensed by 
(25).   

(25) [ ][1] FOC-CONTR|STR-INFO]1[
]NP[

→







wa

word  

Constraint (25) states that if a word is marked with wa, its CONTR-FOC value is 
                                                   
9 The assumption that DOM elements are signs might involve some problems.  See Kathol 
(2000) for discussion. 
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the sign itself.  This is an HPSG-style formalization to the constraint which has 
already been stated: a wa-marked element carries contrastive focus.  This 
corresponds to the narrowest domain of contrastive focus in which the 
CONTR-FOC value of an S inherits that of the wa-marked DOM element which is 
composed of only one lexical sign.   

Another is the case where the DOM element in the antecedent of (24) satisfies 
the following constraint.   

(26) [ ][1] FOC-CONTR|STR-INFO]1[
...][ ni

→







δ⊕⊕δ wa

sign  

What (26) says is that if a wa-marked element combines with the other DOM 
element(s) to its right, then the resulting single DOM element should have its 
CONTR-FOC value structure-shared with that DOM element itself.  If there are 
remaining elements, they are left as separate DOM elements.  This is an instance 
of ‘partial compaction’  which has been discussed by Kathol and Pollard (1995) 
and Yatabe (1996, 2001).  Note that compaction of a wa-marked element with the 
elements to its left is not prevented.  However, the resulting DOM element simply 
does not satisfy the constraint (26), so its CONTR-FOC value would not be 
structure-shared with the DOM element.  Only the DOM element with a 
wa-marked element on its left periphery can satisfy this constraint.  Such a DOM 
element is in turn entitled to occur in the antecedent of constraint (24), in just the 
same way as a single wa-marked element, discussed above.  As we shall see below, 
this is the case where contrastive focus extends beyond the wa-marked element. 

4.3 Analysis 

Combining the constraints introduced above, we can obtain an analysis which 
predicts the interaction of the linear position of a wa-marked nominal and the 
possible domains of contrastive focus, which was summarised in 3.3 and is 
repeated here for convenience.  

(27) a. {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  
 b. Taroo-ga  {{{hana-wa}F1  tukue-ni}F2  oita}F3  
 c. Taroo-ga  tukue-ni  {{hana-wa}F1  oita}F2   

4.3.1 Narrow domain of contrastive focus  
Let us start with the cases where the domain of contrastive focus is the narrowest, 
confined to a wa-marked element.  Let us look at (28), which represents the S 
node for the contrastive focus domain marked with F1 of (27a). 
                                                                                                                              
10 Thus, the value of the CONTR-FOC and DOM feature is a list of signs in our system. 

180



(28) 
[ ] [ ] [ ]






























oitani-tsukuega-Taroo

wa-hana
,,,

[1] FOC-CONTR
]1[  DOM

[1] FOC-CONTR|STR-INFO
 

Constraint (25) is responsible for the structure-sharing (tagged [1]) between the 
CONTR-FOC value of the wa-marked DOM element and the DOM element itself.  
Then the CONTR-FOC feature of S inherits the value [1], which is a case covered 
by (24).  This is the process in which a single wa-marked element is licensed to 
carry contrastive focus in the S sign.   

The narrowest domain in (27b,c), with a wa-marked nominal in a position 
different from the above, are analysed in an analogous way.  (29a) and (29b) are 
the representations of the S node with F1 domain of (27b) and (27c), respectively.   

(29) a. 
[ ] [ ] [ ]
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[2] FOC-CONTR
]2[,  DOM

[2] FOC-CONTR|STR-INFO
 

 b. 
[ ] [ ] [ ]



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






















oita

wa-hana
ni-tsukuega-Taroo ,

[3] FOC-CONTR
]3[,,  DOM

[3] FOC-CONTR|STR-INFO
 

They are different from the previous one in the position of the wa-marked element 
in the DOM list: in (29a) it is in the second position of the list while in (29b) it is in 
the third position.  As in the previous case, however, the 
INFO-STR|CONTR-FOC value of the S is structure-shared with the value of the 
CONTR-FOC feature of the wa-marked element.  Thus, in the narrowest domain 
cases, the S’s CONTR-FOC value inherits that of a wa-marked element, in 
whatever position the latter is. 

4.3.2 Broad domain of contrastive focus 
Next let us turn to the cases where contrastive focus is extended beyond the 
wa-marked element; that is, the domains marked F2 to F4 in (27).   

Let us start with the case which was provided as problematic to a flat 
structure approach, i.e., (9a).  This corresponds to the contrastive focus domain 
marked as F2 in (27c), which is repeated here. 

(30)  Taroo-ga  tukue-ni  { hana-wa  oita }F2   
 Taro-NOM  desk-LOC  flower-CF  put 

In our analysis, the S sign of (30) has the following schematic analysis. 
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(31) 
[ ] [ ]
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oitawa,-hana
ni-tukuega-Taroo

 

The wa-marked element, hana-wa ‘flower-CF’ , is partially compacted with the 
element to its right, oita ‘put’ , and they form a single DOM element.  The 
remaining elements are left as separate DOM elements.  Due to (26), then, a DOM 
element constructed by compaction has its CONTR-FOC value structure-shared 
with the DOM element itself.  Finally, following (24), the CONTR-FOC value of 
the S is structure-shared with the CONTR-FOC value of this DOM element.  In 
this way the F2 domain in (30) is licensed to carry contrastive focus, and this is 
how our analysis accounts for the case problematic to the flat structure approach. 

We provided (17) as a counterexample to the binary branching approach.  It 
corresponds to the contrastive focus domain marked as F2 in (27b) repeated here. 

(32)  Taroo-ga  { hana-wa  tukue-ni }F2  oita  
 Taro-NOM   flower-CF desk-LOC   put 

Its S sign would be analysed in the following way. 

(33) 
[ ] [ ]
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[5] FOC-CONTR
]5[, DOM

[5] FOC-CONTR|STR-INFO
 

In (33), hana-wa ‘flower-CF’  is partially compacted with the element immediately 
to its right, tukue-ni ‘desk-LOC’ , and they form a single DOM element, which is 
tagged [5].  The remaining elements, Taroo-ga ‘Taro-NOM’  and oita ‘put’ , are left 
as separate DOM elements.  Following (24), the CONTR-FOC value of the 
compacted DOM element is [5]; it is structure-shared with the DOM element 
itself.  The CONTR-FOC value of the S is structure-shared with the CONTR-FOC 
value of this DOM element, and hence it is also tagged [5].  The example 
problematic for the binary branching approach can thus be given an analysis in 
our system. 

As has been already clear from the above, what we have called a broad 
domain of contrastive focus corresponds to a DOM element constructed via 
compaction involving a wa-marked element.  Constraint (26) entails that a DOM 
element can satisfy it as long as a wa-marked element has been combined with 
other elements to its right.  This means that such a DOM element can extend 
rightwards until the end of the sentence.  This in turn means that (27a) has the 
three possibilities shown in (34) for DOM elements eligible for constraint (26).  
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(27a) is repeated in (35).  (34) shows only the PHON value of the DOM elements. 

(34) a.  <hana-wa, Taroo-ga> 
 b. <hana-wa, Taroo-ga, tukue-ni> 
 c. <hana-wa, Taroo-ga, tukue-ni, oita> 

(35)  {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  

As is clear from these, each possible compacted DOM element shown in (34) 
corresponds to the broad domains of contrastive focus marked F2 to F4 in (35).  
Thus, constraints provided in 4.2 can predict these contrastive focus domains, and 
all other broad domains shown in (27) would be predicted along these lines: F2 to 
F4 domains are made by combining a wa-marked element with other elements to 
its right one at a time. 

The fact observed in 3.1 that (10) is acceptable whereas (11) is not is 
accounted for along these lines.  Example (10) is repeated in (36a), and (11) in 
(36b). 

(36) a. [S1 hana-wa  Taroo-ga  tukue-ni  oita] -ga 
  flower-CF  Taro-NOM  desk-LOC  put -but 
 [S2  hon-wa  Jiroo-ga  tana-ni  narabeta] ( -to  kiita) 
  book-CF  Jiro-NOM  shelf-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

 b. # [S1 Taroo-ga tukue-ni  hana-wa  oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  Jiroo-ga  tana-ni  hon-wa narabeta]  ( -to  kiita) 
 Jiro-NOM  shelf-LOC book-CF  set    that  heard 
   ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In both, S1 is contrasted with S2 so that it is intended that whole of S1 (and S2) 
has contrastive focus.  The contrastive focus domain in (36a) is licensed in the 
way discussed in the last paragraph.  These Ss have a wa-marked element in their 
initial position.  This ensures that hana-wa and hon-wa can combine with all other 
DOM elements (i.e., total compaction) to be eligible for constraint (26) since they 
are all to its right.  Let us turn to (36b).  In this sentence, the wa-marked element is 
not in the initial position.  In our system, a broad contrastive focus interpretation 
can be given to a DOM element only if the wa-marked element is compacted with 
DOM elements to its right.  However, in order to get the whole S focus 
interpretation, the wa-marked element in (36b) would have to be combined not 
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only with the element to its right but also with the elements to its left.  Recall that 
compaction of a wa-marked element with the elements to its left is not prevented.  
However, the resulting DOM element simply does not satisfy constraint (26), so 
its CONTR-FOC value would not be structure-shared with the DOM element.  
The infelicity of (36b) is, thus, attributed to the fact that a sentential contrastive 
focus domain in (36b) would involve Taroo-ga and tukue-ni which are to its left. 

For the same reason as (36b), such contrastive focus domains as shown 
below, where the domain is extended from the wa-marked element to its left, are 
predicted to be unacceptable. 

(37) a.  {Taroo-ga  hana-wa} tukue-ni  oita 
 b.  {Taroo-ga  {tukue-ni  hana-wa}}  oita  

This is borne out by the following data.   

(38) a. #  [S1 { Taroo-ga hana-wa }  tukue-ni  oita] -ga 
  Taro-NOM flower-CF  desk-LOC  put -but 
 [S2  { Jiroo-ga hon-wa }  soko-ni  oita] ( -to  kiita) 
   Jiro-NOM book-CF   there-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro put the books 

there.’  

 b. #  [S1 Taroo-ga { tukue-ni   hana-wa } oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  { tana-ni hon-wa } oita] ( -to  kiita ) 
  shelf-LOC  book-CF  put   that  heard 
 ‘(I hear that) Taro put the flower on the desk but put the books on the 

shelf.’  

In (38a, b), (a) and (b) of (37) are respectively set in the context where the 
sequences marked with braces have contrastive focus: the verbs in both clauses 
are the same, and the locative arguments of S1 and S2 in (38a) and the subject of 
S1 and the null argument of S2 in (38b) have the same reference.  As predicted, 
(38a, b) are both unacceptable.  

We now move on to example (12), which we presented as a counterexample 
to both the binary and the flat structure analysis.  The example, once repeated in 
(21), is again repeated here for convenience. 

(39)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida}  ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
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   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 
colour.’  

The first clause of (39) would be analysed in the following way.  The adjective 
akai ‘red’  would be combined with the noun uwagi-wa ‘jacket-CF’  at some point 
of combination in constituent structure, but in the order domain they can be 
separated.  This is possible because of the assumption that an order domain is 
independent of constituency.  Instead, uwagi-wa combines with the element to its 
right, kiru ‘wear’ , by partial compaction.  The S sign of this clause is as follows. 

(40)  
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kiruwa,-uwagi
akaiga-Taroo

 

Due to (26), the DOM element constructed via partial compaction has its 
CONTR-FOC value structure-shared with the DOM element itself.  Then, 
following (24), the CONTR-FOC value of the S is structure-shared with the 
CONTR-FOC value of this DOM element.  This analysis is supported by the fact 
that the noun and its modifier do not always have to be adjacent. 

(41)   Akai, Taroo-ga { uwagi-wa  kiru }  -ga  
   red Taroo-NOM  jacket-CF  wear  but  
   onazi  iro-no  { zubon-wa  kiraida}  ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 

colour.’  

In (41), which in my judgement is acceptable at least in colloquial speech, akai 
‘red’  is in front of the sentence, and is separated from uwagi-wa ‘jacket-CF’ , 
intervened by Taroo-ga ‘Taro-NOM’ .  The order domain of (41) would have the 
following structure. 

(42) 
[ ] [ ]
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kiruwa,-uwagi
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The order domains in (40) and (42) are just alternatives, the only difference being 
the position of akai; it is separated from uwagi-wa in (42), and is in the initial 
position of the DOM list. 
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5 Conclusion 

We showed that constituency is much less significant than linear order for a proper 
treatment of the interaction between the linear position of a wa-marked nominal in 
a sentence and possible domains of contrastive focus, and that constraints 
concerning contrastive focus should be represented in terms of linear order and 
not constituency.  We argued that Linearisation HPSG, where linear order is 
independent from constituency, provides a good basis for this.  Finally, we gave 
some constraints in terms of order domains that can deal with the phenomena in 
question, and showed that cases problematic for the constituency-based analyses 
can also be accounted for by our analysis.  If our analysis is on the right track, it 
suggests that Linearization HPSG is important not only for representing word 
order but also for the analysis of information structure and its interaction with 
syntax as well. 
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