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Abstract

In this paper we present a proposal to integrate pragmé&tenration,
both from the preceding discourse and the extra-linguististext, in the
grammar. We provide an analysis of elliptical fragmentsading to how
they are anchored to the context and the kind of resolutiey thquire. We
also present an alternative view about the syntax of fragsnen

1 Introduction

The minimal independent unit of meaning is a message ciongaan event/state
state-of-affairs. In human communication meaning is ug@apressed by linguis-
tic means. However, often meaning is only expressed intiglichat is, certain
pieces of meaning are omitted and must be recovered fromadhixt or even
inferred. This is also the case for intersentential ekipsrhere the previous dis-
course usually provides the contextual anchor for the feagrand sometimes even
tells us how to resolve it. But not seldom it is the commumieatontext which
provides the contextual anchor for the fragment. Sometimesn knowledge is
required for the resolution.

The grammar explicitly defines what is a root sentence. Rettesices have as
content a proposition with an illocutionary force relatiwhich takes as argument
a message, as proposed by Ginzburg et al. (2003). Elligtiagiments are also
interpreted as performing a speech act over a message. Tethas, root sen-
tences. However, their content cannot be built up only withdontent of its parts,
that is, compositionally, but must be recovered from theedror be partially in-
ferred. For this to be possible, fragments have to necés$eriuttered within the
appropriate context. If this is not the case, they cannotaized to the category
of sentence and are mere constituents. Stand-alone cemsitwhich cannot be
raised to sentences are infelicitous, if not ungrammatiiakce as argued above
the minimal independent unit of meaning is the sentenceutropinion grammar
should define not only what is syntactically well-formedt also what is semanti-
cally well-formed. In the case of fragments semantic wethfedness can only be
defined with respect to the context and other pragmatic sssue

One of our aims in this paper is to present a grammar/pragmatterface
which allows us to place constraints on the use of standeatamstituents. We
propose a unified account of a wide range of fragments basdtieonotion of
focus of attention. We present a new dimension for the dleatbn of fragments
based on the kind of resolution they require and on their aniroty to the context.

Another aim of this paper is to show, contrary to what presiapproaches
to the analysis of fragments claim, that the remnant/s ighmhead-daughter of
the fragment, and that this is phonetically empty. We wilcatlaim, contrary
to the established views too, that no constraint is neede@rfsuring syntactic
parallelism between the remnant of the fragment and sonai@aglement in the
source. Furthermore, we argue that there is no such synfzatallelism.
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In the next section we will discuss previous approaches goréisolution of
intersentential ellipsis and explain how our proposaledgffrom them. In section
3 we propose an alternative to the syntax of fragments. Iticsed we give a
general overview of the overall architecture for discounsderstanding/production
in which our analysis of elliptical fragments is framed. Btson 5 we present a
proposal for the formalization and in section 6 we summaaize: conclude.

2 Previous approachesto theresolution of fragments

In the present section we are discussing two previous aplpeseto the analysis of
fragments in dialog proposed within the framework of HPSé& (Bollard and Sag
(1994)).

2.1 Thegrammar-based approach

In Ginzburg and Sag (2001), a.o., an account of fragmentutso is proposed,
which covers short answers, clarification requests andesuiOur approach shares
with it the view that the felicitous use of fragments must bestrained from within
the grammar. However, in our opinion their analysis is naightforwardly ex-
tendible to account for fragments lacking an explicit lirggie source, like in (1),
since their resolution procedure takes only into accoumiaseic structural infor-
mation.

(1) > Has Anastacia released any CDs in the last year?
- Yes, "Left outside alone”.
> Any prizes?

In this approach it is explicitly stated how a fragment skiohbk resolved.
This is achieved by structure-sharing of D@NT(ENT)SOANUCL values of the
MAX(IMAL)-Q(UESTION)U(NDER)D(ISCUSSION)and the mother of the fragment.
The remnant of the fragment is its head-daughter and shahess/forCONT(ENT)
andCAT(EGORY)with the SAL(IENT)-UTT(ERANCE), which has as value a single-
ton or empty set and is defined as the parallel element in thesoMAX-QUD
has as value an object of type question whose value for theréRARAM(ETER)S
usually corresponds to the salient utterance. The Maxinuaisfon under Discus-
sion is defined as the issue currently being talked aboutryfev utterance raises
a Maximal Question under Discussion, which is the questidheatop of the stack
of Q(UESTIONS)-U(NDER)-D(ISCUSSION)QUD! determines the structure of the
discourse and its stack behavior allows questions to becomémal once sub-
questions depending on them have been resolwX-QUD is taken to be the
source upon which the fragment is resolved.

1QUD is part of the DGB (Dialog Game-board) together with FA @ set of facts corresponding
to the information taken for granted by the CPs, and LATESO\RE, the content of the latest move
made, an illocutionary fact.
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But the antecedent of a fragment doesn't always correspoidet Maximal
Question under Discussion. This is not the case for genuaifoennation-seeking
elliptical questions, as the one shown in (2):

(2) > How much is the new U2-CD?
- 20 Euros.
> And the one from 2Pac?
"How much is the new 2Pac-CD?”"

Ginzburg is aware of this and, having direct sluices in misidtes another
place for holding antecedents, name&CTSTOPICAL (see Ginzburg (1997)).
TOPICAL, concerns soas belonging to questions under discussidratapaint in
the dialog. Questions which get down-dated frD also get down-dated from
TOPICAL. There is, however, a one move lag between the down-datires-
tions fromQUD and the disappearance of the addresses they provitleRICAL.
However, in (2) the source doesn't fall under the definitibT©PICAL.

The theory assumes that a CP always tries to accommodattigcellutterances
as filling the abstracted slot in some question to which thgrfrent is a relevant
answer given the current information state and accordingotoe definition of
guestion-answer relevance. Being able to resolve the fagimvolves being able
to accommodate a question. However, little is said abouteagsoning involved in
deciding which question is to be accommodated. Moreovisrgtiestion as well as
the resolved fragment are represented at the semantattstlilevel, however in
examples like (3) we cannot have as the result of resolutisen@antic-structural
representation, since this would involve to choose a padaticpredicate for the
relation in the soa, which would be an arbitrary decision.

(3) - Einen Kaffee, bitte.
A Coﬁ:eeacc.masosg.u bltte-
- A coffee, please.

2.2 The coherence-based approach

Unlike in the previous approach, Schlangen (2003) consittes resolution pro-
cess as something external to the grammar. The grammaruygvas analysis of
the fragment which is underspecified for all the resolutiosgibilities. The rem-
nant contributes to the compositional semantics of thenfieag independently of
what the resolved fragment turns out to be. The only infoionaprovided by the
construction type licensing fragments is that the remraahiargument or adjunct
of an event unknown relation.

Schlangen explains within the framework SDRT (Asher & Lasies, 1993,
2003) how the underspecified semantics of fragment is redoin dialog. In
SDRT rhetorical relations constrain where new informatbam attach, adopting
the Right-Frontier Constraifit Interpretation amounts to inferring rhetorical re-
lations and maximizing discourse coherence, that is, cefiai partial order on

This issue is discussable. See Alcantara and Bertomes)2@0examples where this is not the
case.
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the resulting interpretations, the maximum of which willthe pragmatically pre-
ferred reading.

Schlangen distinguishes between two kinds of fragmentssethivhich can be
resolved via-identity, that is, where there is an explitiglistic source sharing
structural identity with the fragment, and upon which tregfnent can be resolved;
and those which have to be resolved via-inference, thatisepwhere is no linguis-
tic source or only a partial one and some inference has tomeidarder to resolve
the fragment.

Most resolution via-identity is based on structural simiiyebetween the source
and the fragment. Saturation constraints ensure thatihanmmapping between the
focus-background partition of the source and the fragnteath rhetorical relation
involves a different saturation constraint. So fragmesbhgtion amounts to infer-
ring the rhetorical relation which holds between fragmert source and choosing
the solution which maximizes the discourse coherence. @rfcagment-source
pair is chosen substitution of the focused parts is carrigd 8ut, if resolution
via-identity is achieved in the end by substitution of stawally identical represen-
tations, why do we need to infer any rhetorical relations?

One of the problems of this approach is that the grammar doesnstrain
the use of fragments at all. Moreover, the output of the passa description
which denotes an infinite set containing all the possibleluti®ns. To infer all
possible relations and then rank them upon their cohereneecomputationally
costly process. We believe that in the parsing stage imitlleuisiterpretations are
already ruled out. However, this is only possible if the gneemn takes context into
account and interfaces with other modules. Although thengrar cannot contain
full information about how a fragment should be resolvedanse of uncertainty,
it should restrict as much as possible the set of possibtdutasns. In this sense,
HPSG is an adequate framework to formalize this, sinceadtallto express con-
straints from the different linguistic levels in a singlgresentation, including,
thus, pragmatics.

3 Thesyntax of fragments

3.1 Thehead-daughter of fragments

Both approaches discussed in the previous section cortb@ethe remnant is the
head-daughter of the fragment. The GHFP, which states thtenand daughter
must share values for the featueAD by default, is, thus, overridden. This is,
however, problematic when we want to account for fragmentséd by more than

one constituent independent from each other (gapping,thibse shown in (4).

Upon which reasons can we here decide which constitueng isehd-daughter?

(4) > When did 2-Pac release “All eyez on me”?
> And Michael Jackson “Thriller"?
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In Ginzburg and Sag (2001)’s approach the sole requirenhantthe salient-
utterance be the singleton or empty set already hinders @uat of fragments
presenting gapping.

Also in the psycholinguistic literature it has been claintieat the most psycho-
logically plausible parsing mechanism is left-corner paysas stated in Crocker
(1999). The human parser already begins building struasrgoon as it encoun-
ters a new item. For fragments this would mean that the p@asts an empty
head which is then semantically filled when resolving thgmant. This is less
costly than analyzing the constituent provided in the fraghas the head and then
reanalyzing when a sister or the real semantic head is etereain From the point
of view of the syntax-semantics interface it is also desir#iiat there is parallelism
between the syntactic and semantic structures.

Unlike in previous approaches, in our analysis for fragrmeatmnants will be
non-head daughters, while the feature head-daughter iifmnetically empty.
This approach is in the same line as the analysis of intreesal gapping pro-
posed by Gregory and Lappin (1997), where the ellipticalstehas a phonetically-
null head-daughter and the remnants are, thus, non-heayhas.

3.2 Syntactic parallelism

These two approaches share the view that the remnant mustsrae syntactic
features with some parallel element in the source. GinzbadySag (2001) ac-
count for this by constraining the values for the featbpd of the salient utterance
and the remnant of the fragment to be the same.

However, especially for adjuncts this is not always the c@sfjuncts can be
propositional phrases, subordinated clauses and adw@Ttdso it's not difficult to
find parallel elements which differ in category like in thdldaving example.

(5) > How should | eat this?
- With your hands. / As slowly as you can. / Enjoying it.

As pointed out by Schlangen (2003), one has to allow somesdsgif freedom
in what counts as the salient utterance, in order to accaurthé optionality of
PP/NP in some fragments like the following:

(6) > Where do you come from?
- Germany. / From Germany.

To account for categorial congruence between source agahéat, Schlangen
introduces a syntactic constraint. If the semantic comggaf a certain relation
force a resolution that is semantically very close to anaatent, then syntactic
congruence is also demanded. If the syntactic parallebswolated, the semanti-
cally close resolution cannot be the intended one.

However, we think that no such constraints requiring sytitguarallelism be-
tween the remnant and some parallel element in the source@uiged. Note that
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optional arguments not present in the source are also $ubjeabcategorization
requirements.

(7) Peter was reading when | saw him. A book about Montagueséas, | think®

Syntactic parallelism seems to be just a consequence olUBEBTEGORI-
ZATION PRINCIPLE. In cases where resolution via-identis/ required, a lit-
tle extension of the SUBCATEGORIZATION PRINCIPLE in whichi$ stated
that remnants must fulfill the subcategorization requinetsef the predicate with
which they are resolved would be enough to ensure the symggpropriateness
of remnants.

The example in (3) from German shows that remnants must rext@&irc syn-
tactic features, be in a certain category and case, even thaenis no explicit lin-
guistic source and, thus, no parallel element. We don’ktthiis kind of fragments
must be resolved with a lexical predicate, since there arerakpossibilities and
to choose a particular one would be arbitrary. They must theeraesolved with a
much more general default predicate at the semantic-ctunaidpvel.

Wierzbicka (1988) proposes that syntactic constructiorsraorphology have
a semantics on their own. This is also true for category and.caA particular case
can appear in a wide variety of constructions, but one candiedre meaning,
a common theme which links all different constructions inichhthis case can
appear.

Considering this, the only thing we need in order to ensurdasyic appro-
priateness of remnants without source is a principle simildahe SUBCATEGO-
RIZATION PRINCIPLE, which states that remnants must beizedlin the surface
form corresponding to the semantics of the role they fill mskmantic-conceptual
representation. Note that this requires a transparenfactebetween deep seman-
tics and syntax.

4 Overall architecture: context, knowledge and focus of
attention®

We will distinguish between two types of ellipsis resolatioesol ution via-identity
andresolution via-inference® and two levels of representation at which the resolu-
tion can take place: semantic-structural and semanticeggnal. (2), (4) and (5)
are typical examples of fragments which requiesolution via-identity. (1) is an
example of a fragment requiringsolution via-inference. The first type finds its
antecedent in the previous source, however for the secpeditgre seem to be two
sources of context anchoring: the previous discourse andutrounding physical
environmert.

3This example is taken from Schlangen (2003).

“The discourse model presented here is part of Niria BersnhD work.
SWe will adopt the terminology proposed by Schlangen (2003).

®For empirical evidence on this see Alcantara and Bertor2@0g).
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4.1 Resolution at the semantic-structural level: the discour se-record

The discourse-record keeps track of the utterances pegtbrihis a memory buffer
containing representations of the utterances in the ordethich they have been
uttered.

Surface and structural information rapidly decays from rmgmvhile semantic
information remains for a longer time, see i.e. Kintsch aad Bijk (1978). This
effect of decay of the surface representation of sentemoasrhemory is reflected
in our discourse-record. We will distinguish the followilayels of utterance rep-
resentation: phonological-positional (a serially-oetkrphonologically-specified
string), functional or semantic-structural (an abstragjuistic representation with
lexical-predicates and the assignment of their particalgonment roles), semantic-
conceptual (a deep semantic representation with condgpeicates and the as-
signment of their particular argument roles), and metarmgtion about the utter-
ance (the speech act performed with it and the speaker whadlnged it). The
phonological-positional representation is the first to dxgdtten, followed by the
functional representation. The other two levels remairgésrin memory. As the
discourse advances the representation of utterances seypdiar from the mem-
ory buffer in a more or less first-in first-out fashion, altjbumore important gen-
eral issues may remain longer than more specific less impdrtBormation. As
discourse entities are introduced in the discourse theyeaiter a pool. In this pool
there are no utterance representations as such, but refattses of objects being
talked about and part of the properties being assigned to theing the discourse
as well as the inferences drawn on them. These objects areiwhaperFoy
(1991) are callegegs. This accounts for the fact that after some time we don’t
remember exactly what we said in a conversation, but we rdyaethe things we
talked about.

Those sentences whose semantic-structural representasitil in the discour-
se-record are available as antecedents for ellipsis ri@olvia-identity at the
semantic-structural level. We assume that at least the rd@vsructural repre-
sentation of the two previous utterances is retained. Tégsunts for follow-up
questions like the one in (2).

4.2 Resolution at the semantic-conceptual level

There are cases of greater distances between fragmentunoee schere we cannot
consider that the semantic-structural representatiohegburce is still available
in memory. Sometimes even there is no such explicit lingusburce. Ellipsis

resolution, then, is carried out at the semantic-concéeual.

421 Attention

Focus of attention can be understood as activation. Megpakesentations whose
activation degree is over some threshold can be considereel in focus of atten-
tion. There is a partial order of activation degrees. As tisealirse advances a
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common activation path is defined for all CP#Vhen a speaker chooses to refer
to something elliptically he beliefs that the hearer haddtsis of attention placed
in the same mental representation as he does and, thusgevelb to understand
the utterance.

Recency is one of the factors influencing activeness, hangaas and asso-
ciated knowledge too. Ellipsis is a local phenomenon, satiuece of ellipsis will
be the most active representation in the focus of attentiaise a representation
whose structural semantics is still in memory. Of courseait be the case that a
sentence’s structural-semantic representation is in meena it is also in focus
of attention. In such cases, the resolution will take pladbesemantic-structural
level of representation. It also can be the case that therdemsructural repre-
sentation of a sentence is still available in memory but itdsthe thematic focus
at that point in the dialog. In those cases we can still salyttigarepresentation is
somehow active because it has been recently uttered, Isundtiat the top of the
focus of attention.

Our notion of top of the focus of attention will be thematiaawill correspond
to the things being talked about at a certain point in the emsation. There will
be the following conceptual-semantic representationéntop of the focus of
attentiors:

e an open issue: the representation of an utterance whoseassbgoals have not
been fully achieved, but whose achievement is a priorithat point.

e an issue which given the situation and task carried is theczted with a domain-
relevant goal which has to be resolved at that point.

e adiscourse-object recently uttered.

e an object in the communicative context.

4.2.2 Theaction plan

An issue remains open if upon the goals of the CPs enoughmiafiion about that
issue has not yet been provided/obtained. Keeping tradkeofliscourse goals of
the CPs captures the activeness of certain utterances.

We agree with Carberry (1985) on the view that the discouosdsgare neces-
sary to keep track of issues under discussiddiscourse goals take as arguments
the semantic representations of issues. They are pusied stack. When goals
are achieved, issues aren't any more under discussion, cireype hacked out
as closed and they aren’t any more accessible as sourceligsiseunless their

"Of course, there can be divergences from this path, whickecaisunderstandings.

8Ellipsis of representations which are not any more on theofaie focus of attention is also
possible, but the utterer must provide some retrieval cuepgating a part of the representation or
pointing to the particular object.

“We don't agree with the view that understanding ellipsisssisvrequires complex inferences on
the task-related goals of the speaker. As we will explaimlehe knowledge base already allows
us to interpret fragments which presuppose some knowlefipe avorld.
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semantic-structural representation is still in the mentiffer. This allows to sim-
ulate the stack behavior @UD in a memory buffer without needing any extra
data-structure for utterances which aren’t any more unigeudsion but which are
still accessible as sources for ellipsis.

For example, before some question is posed the utterer bapti: obt ai n
i nf or mati on which leads him to carry out the actiask question. Once
the question is posed the addressee’s goal wikdmnver questi on, a subgoal
of it can beprovi de i nformation. If he needs extra information to answer
the question his goals will bebt ai n i nf or mati on and the subsequemisk
quest i on. A possible goal also can bej ect questi on if he doesn't want to
discuss the issue, which can be achieved by saying it ettplari by changing the
topic. If he chooses one of the first two alternatives the tesvill be open until
he achieveanswer question. When this happens the utterer of the question
will have achievedbt ai n i nf or mat i on and the issue will be closéd If the
question is rejected it will be closed immediately. Exarspike (8) are accounted
for in this way:

(8) > How long do you want to keep the movie?
- Isit closed on Sunday?
> Yes.
- Then, until Monday.

4.2.3 Knowledge

Each CPs has a knowledge-base whose intersection are thed®weliefs. The
communicative context as well as the information exchartyethg the dialog are
also part of the Shared Beliefs.

We agree with LuperFoy (1991) in the view that the informatéxchanged
during the interaction must be kept separated from the feistfarmation in the
knowledge base. There are several reasons for that. Fiedl, @he may choose
not to incorporate certain asserted propositions intodti@sbeliefs. And second,
one needs to ground conceptually what is being talked abmlitreake inferences
on it upon the knowledge base, but one must still be able tondissh what has
been said during the discourse and what not. Keeping tracgepdually of what
has been said creates expectations about further uttsramcedecides on their
interpretation. In our model this is accounted for in a gindorward way, since,
as we will see, the entities in our discourse pool are the dantkof objects as
those in the knowledge base. We assume that the objectsdiistmirse pool have
a pointer to the corresponding objects in the knowledge;bakich makes all the
facts holding of them available for inference.

The knowledge-base contains general knowledge of the waoltiain knowl-
edge and situational scripts. The communicative contepiis of the knowledge

%This corresponds to the update/downdat&afD in the grammar-based approach.
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of the world. The knowledge is represented like a network reftmncepts and
entities are linked to each other through relations.

We distinguish three kinds of fragments whose contextupéddence is in the
knowledge-base (discourse pool, physical environmenttagroper knowledge-
base) and which may depend on the knowledge base for theluties:

e when there is some salient entity in the pool of discoursgiestbout which the
fragment says something or to which the remnant stands ire $amal of relation
upon the knowledge base (see (1));

e when there is some salient entity or action in the commuieatontext about
which the fragment says something or to which the fragmemidst in some kind of
relation upon the knowledge base;

(9) Looking at a necklace: "So nice! How much?”

(10) Two persons in a room, one is hanging a picture on the telother says:
"Higher.” (Hang) it higher.

e script-like situations: when the fragment has to be regbivigh a salient issue pro-
vided by the communicative context and its associated ggais the knowledge-
base.

(11) Uttered by a customer at the travel agency: "Flightsags?.

We can present a uniform account of this kind of fragmentsthénfirst two
cases we have to do with some semantic-conceptual repaéisentwhose origin
may be in the discourse or in the environment, which is in $ogattention and,
thus, can be omitted. Further knowledge from the knowledage kallows to do
the necessary inferences to resolve the fragment. In thet ¢hse it is the situ-
ational environment which activates some script in the Kedge-base, in which
it is stated which goal associated with which issue the CPsugs at that point.
The issue associated with the goal is, thus, in focus of tidteand can be elided.
Since both representations of the contextual anchors ahe objects in the proper
knowledge-base are mental representations, no interfatdeps arise. The lin-
guistic input, the fragments themselves, are translateml Samantic-conceptual
representations and the result of the resolution is, ofssyu semantic-conceptual
(mental) representation.

5 Analysisand formalization

To formalize our notion of context dependency we will intnod two sub-features
into the featureC(ON)T(E)XT: DISC(OURSE)-REC(ORDANAFOC(US-OF)-ATT-
(ENTION). We will also adopt the featurg(A)CKGR(OUN)D, proposed by Green
(1996), with some modifications.

The featuredISC-RECwiIll have as value a list ahs(a)g(e)-sem(antic)-obj(ect)s,
a subtype ofsem(antic)-obj(ect). Figure 1 shows the hierarchy sém(antic)-
obj(ect)s with their feature-values specifications.
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[sem(antic)-obj 1
dmrs
1D [0lid
M RELS concpt-relation
ARGO[0] T
FACTS{}

_ | Mom
m(es)s(a)g(€)-sem-obj cont(ent)-sem-obj
[dnrs 7| |coNTmrs

event
1D [0]| TENSEtense
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RELS - concpt-relation
meg-re, ARGO[0] T

strict-msg-sem-obj

msg-cont-sem-obyj
HOOK|INDEX [0]event

CONT RELS el soa-relation
MGTE | \rcom@m |

Figure 1: Type hierarchy of semantic objects

A d(eep)-mrs is a semantic-conceptual representation. MWexpress them in
mrs-like format, but one has to keep in mind that there is Ricée or structural
information in them. They are thoughts or mental represiemis of entities or
events/states. The value of the featiDE€ENTIFIER) is similar to an index in a lin-
guistic representation, but here it points to some indizitwent in the knowledge
sphere of the CP. The value for the featREL(ATION)Sis not a lexical predicate,
but a conceptual predicate and the valuaRG0is the entity which this predicate
instantiates. The value of the featlR&CTSis a possibly empty set of facts which
hold of the semantic object in the knowledge base. If som&arte is grounded
it means that it is matched against the knowledge base atitedthcts holding of
it and of the entities referred to in it are available for iefiece. Sem-objs is un-
derspecified for semantic representations of entitieatevia the knowledge-base,
included those in the discourse pool and the situationdat@mwent, and represen-
tations of utterances in the discourse record. We have gpsaitrict-sem-obj to
designate those objects which are non-linguistic, i.es¢hinSIT-OBJS

The subtypemsg-sem-obj is further specified to have as memberRELS a
message relation and & of type event. This type corresponds to a full event/state
mental representation. This kind of representations ageoties we have in the
discourse-record when the structural form of the senterxckst. This type has
a further subtypetrict-msg-sem-obj, about which we will say more when we talk
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about open issues.

Sem-cont-objs have an additional featu®@ONT which has as value a semantic-
structural representation and are, thus, still linguistijects. The objects in the
discourse pool which haven't lost their structural-lexioggformation will be of
this type.

Finally, to the typemsg-cont-sem-obj will belong the representations of recent
utterances in the discourse-record which haven't lost tteiictural information
yet. So the discourse-record will contain an ordered lisblgects of the type
msg-sem-obj, which is underspecified for semantic-conceptual reptasens and
semantic-structural representations of sentences. Thesentation of older sen-
tences will be ansg-sem-obj, not defined for the featur€ONT, and newer sen-
tences will be objects of the typesg-cont-sem-obj, which it is specified for the
featureCONT.

The featureB(A)CKGR(OUN)D, as proposed by Green (1996), contains a set
of true propositions which have to hold in the intersectidrihe beliefs systems
of the CPs for a certain utterance to be pragmatically felis. The objects in
BCKGRD are also of the typeem-obj. Within BCKGRD we will have two features
for the dynamical sub-sets of the knowledge b&&C(OURSE)-OBJ(ECT)and
SIT(UATIONAL)-OBJ(ECT)S The first one will correspond to the pool of discourse
objects. The value obISC-OBJSwill be a set of entities of the typesem-obj
andsem-cont-obj, if they have been uttered recentBiT-OBJS on the other hand,
contains a set aftrict-sem-objs which are objects and actions in the communicative
context and have no linguistic form. It also includes contekindices. So we
don't adopt the featur€-INDICES, and take its value to be part of 08fT-OBJS
The featureFACTS contains a set of pointers to the soas of the facBGAGRD
which are available once the semantic-objects are matdmds the knowledge-
base.

DISC-REG SIT-OBJSand DISC-OBJScontain the linguistic/mental represen-
tations in the context, to which the fragment can be ancharetiwhich can be
omitted.

The feature=OC-ATT will take, thus, as value an ordered listssfn-objs and
fragments will be felicitous if their source, contextuakthor or some associated
semantic-object upon the knowledge-base is the first elemméme list. Fragments
are also felicitous if there ismsg-cont-sem-obj in DISC-RECupon which they can
be resolved.

5.1 Fragment analysis

We present a new dimension in the classification of fragmesstolution)-type,
based on their anchorage to the context and resolution Wpessume that this di-
mension will cross with the dimensionssg-type (with sub-types for the different
types of messaged),ag-type (distinguishing between modified and non-modified
fragments) andr ag-ar g-type (with sub-types for the different syntactic categories
of remnants and their function within the resolved sentgisamilar to the ones
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proposed in Schlangen (2003). The upper types in the fouemsions inherit
from the general typdrag(ment)-cl(ause), whose specification is shown below.
The hierarchy of fragment types in our dimension is showniguie 2.

res(olution)-type

sem-conc-res-frag-cl sem-struct-res-frag-cl
open-issue-frag-cl sal-obj-frag-cl

script-frag-cl open-disc-issue-frag-cl sit-obj-fralg-c ~ disc-obj-frag-cl

Figure 2: Therestype dimension

The general typdrag(ment)-cl(ause), which contains general specifications
about the syntax and deep semantics of fragments and frochwhé types in
the four dimensions inherit has the specification shown £).(MWe introduce a
new featureSEM in the sign, which stands for its semantic-conceptual egre
tation'!. What this supertype says is that there iSi@N-HEAD-DTR which is
linguistically realized, hence the specification for thatéee SYNSEM. The type
contributes a message and a soa-relation to the semantiefmoial representation
of the sentence. The mother, that is, the resolved fragnergpresented also at
the semantic-conceptual level and has as value for theréeduan event and for
the featureRELSthe relation contributed by théON-HEAD-DTR and the relations
contributed byC-SEM (a feature analogous t©-CONTin MRS).

(12) rfrag T
dmrs

SEM | ID [0] event
RELS [A]l@ [B]

dmrs

C-SEM
RELS[AY msg,

soa
RELN soa-relation >
ARGO[0]
sign
NON-HEAD-DTRS< SYNSEMSynsem >
SEM|RELS[B]

The sub-typesem(antic)-struct(ural)-res(olution)-frag-cl is further specified at the
semantic-structural level as shown in (13). The mother f&REL(ATIONS)S

1SEM is at the same level like SYNSEM because we assume thsigiali have a meaning, how-
ever their surface realization may differ. Linguistic SSgwill be specified for the feature SYNSEM,
but non-linguistic signs will be specified for a surface ization in a different modality. This is a
first step towards having a unique format for the represiemtaf the different modality signs which
are employed in human communication.

62



and H(ANDLE)-CONS(TRAINTS) from the construction constraints and from the
non-head-daughter. TI&LOBAL-)TOP has the same value as the label on an ele-
mentary predicate containing the message type and thigrinhas as value for the
featuresoA a handle which igeg!? with the label of a soa, whose index, in turn, is
the main index of the sentence. The featdTeXT contains a sub-featu®SC-REC
which has as value a structural semantic-object of tyggcont-sem-obj contain-
ing one elementary predicate, a soa-relation. We use theréREL(ATIO)N as in
Pollard and Sag (1994) and co-index the values of it for tterstation and the
elementary predicate in the antecedent. We choose to egpréee relation with

a feature instead of being the type of the elementary predimecause this allows
to say that both relations are of the same type, but withotihgdhat they are the
same event and have the same arguments.

(13) [semestruct-resfrag-cl

mrs

INDEX [0] event
GgTopP[2] handle
LToP[2]

RELs[A] @
H-cons[Cl g D)

SYNSEM|LOCAL|CONT

mrs

LToP[2]
soa
9 LBL [4]handle
ReLsla) | LeL D), RELN [5lsoa-relation |
C-CONT SOA
ARGO[0]

)

msg-cont-sem-obyj

CcTXT|pISC-REC( ..., soa .
RELY ...,
RELN 3]

sign
NON-HEAD-DTRS RELS[B]
SYNSEM|LOCAL|CONT
H-cOoNS[D]

ouTscPD4]

geq
H—CONS< |:SC-ARG

The other type of fragments that we have are resolved upor sepresentation

in the focus of attention. The specification for the tygeen(antic)-conc(eptual)-
res(olution)-frag-cl is shown in (14). This supertype says that there is some bbjec
of type sem-obj in focus of attention whose value fRELS as well as the value for
RELSof the remnant are shuffled with each other and belong t®EieS value of

the mother together with tHRELS provided byC-SEM.

2Greater or equal. See Schlangen (2003).
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(14) [sem-conc-res-frag-cl

dmrs
SEM | ID [0] event
ReLs [Al@ [D] (wherdD] = [E] ¢ [B])

dmrs

soa
C-SEM )
RELS[AK msg, | RELN soa-relation |,...
ARGO[0]

sem-obj
CTXT|FOC-ATT
SEM|RELS[E]

sign
NON-HEAD-DTRS{ | SYNSEMsynsem
SEM|RELS[E]

(15) [open-issuefrag-cl
dmrs
SEM | ID event
RELS @lD](where((D] = [Elg [B]) A (E] = [£]))

dnmrs

soa
C-SEM .
RELS[A msg, [F]| RELN [Glsoa-relation | ,...
ARGO[0]

strict-msg-sem-obj

CTXT|FOC-ATT question-mre prpstn-m-rel soa
SEM|REL PARAMS{} , | ARGO[8] J[El[rRELN[E] |, ...

MARG [6] MARG [0] ARGO[0]

sign
SYNSEMSynsem >

w70 ]

NON-HEAD-DTRS<
RELS[B]

A sub-type of this type is thepen-issue-frag-cl, shown in (15), which will ac-
count for open questions which have been overtly expresstnt idiscourse, more
general open issues of discussion, and issues which avamele the current sit-
uation. The typepen-issue-frag-cl is specified to have strict-msg-sem-obj, con-
cretely a question, in the focus of attention. We have chdsernypestrict-msg-
sem-obj as the value oFOC-ATT because we want to prevent fragments whose
semantic-structural representation is still in memoryesotve in this wal?. The
remnant corresponds to the abstract parameter in the guestd the question pro-
vides the soa-relation with which the fragment is to be resihl This is achieved
by stating equivalence between the soa-relation in thetigmesnd the soa-relation

BHowever, we may add a further sub-type undam-struct-res-frag-cl with a specification that
both soa-rels, in DIS-REC and in C-CONT are equivalent. Vigdahis issue open for the moment.
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provided byC-SEM. We adhere to the traditional analysis of questions, alspiadi
in Ginzburg and Sag (2001), in which a question contains pqsitiont*.

The further sub-typ@pen-disc(ourse)-issue-frag-cl will add the specification
that the question has been uttered in the preceding diszolResolution of the
fragment is achieved via-identity. It will account for fragnts like (8).

(16) [open-disc(ourse)-issue-frag-cl

DISC-REC<...,, >
cTXT
FOC—ATT<, >

(17) ['script-frag-cl
_FOC-ATT<{SEM‘RELS]>

_sem-obj sem-obj sem-obj

1D s ID s ID ,
SEM SEM M
RELS utterance RELS|RELN utterer RELS| RELN addressee

[sem-obj
[ID

RELS]

RELN [Z]location
ARG1[0]

generic-soa |
RELN have
FACTS ARG1[J] K] | Al
ARG2[Ligoal
ARG3

BCKGRD|SIT-0BJY |SEM )
generic-soa
RELN[Z]
ARG1[M]

[sem-obj ‘sem-obj
D [

SEM
RELS|RELN[Jrol1| |+ RELS|RELN[K]rol2

A SEM
FACTS{ /\,..4} FACTS{ /\,..,}

The subtypescript-frag-cl will account for cases like in (3) and (11). What these
fragments have in common is that they are uttered in sitngtio which the CPs
are committed to a joint action. Each CP plays a differerd esid each role has
associated with it different goals, but these goals are ¢emmgntary®. This kind

of tasks are prototypical and their associated action @it of our knowledge-
base. Our approach is to state that the location of the ktteraand the roles
of the CPs in it, both semantic-objects $iT-OBJS activate some script in the
knowledge base. This is formalized by means of the feda@I Sof the semantic

N MRS question-relations do not contain a PARAMS feature, dwhich-rel which has the
same index as an abstract relatipta¢e-rel, person-rel). Since our representation is a non-linguistic
semantic representation we need this feature to expresmeixmn. We will also adopt the feature
M(AIN)ARG(UMENT) which in MRS has as value a label, howevaré it will have as value the
value of the ARGO of the relation taken as argument, since ovét thave labels. We think that at
this level of representation we don’t have scope ambigiie we don't need labels to underspecify
these ambiguities.

For example, in a shop the shop-assistant’s goal is to selegong to the customer and the
customer’s goal is to buy something from the shop-assistant
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objects. This feature has as value a set of pointers to the cfoasserted facts
in the knowledge-base. These soas are generic in the satsthély don't say
anything about individuals, but about conceptual prediafThey are assertions
about classes. If we take predicates to denote sets, themrdgliments of these
generic-soas are all individuals which, upon the knowlelolgge, are members of
a certain set. In our analysis the arguments of generic silabe the values of
the featureRELN. The location of the interaction and the roles of the CPshveille
some facts associated with them which can be paraphrasetiasgst "In such a
location where the CPs play each a certain role the CPs wi# laé that point a
common goal. This goal has as argument a certain semanéctibfGoals exist
respect to some semantic object. This semantic objectsponels in this case
to a question which will be in focus of attention, since it &saciated with the
current goal of the CPs upon the knowledge-base. The ge#lgl be a relation
underspecified for the particular goals of the CPs, sincexpined before, each
one has a particular goal corresponding to the role he playtsthese goals are
complementary. The argument of their particular goals lgllthe same, that is,
the question in focus of attentith For the rest, this type behaves like its supertype
open-issue-frag-cl and the remnant corresponds to the parameter, which deyendi
on the role of the utterer, will be provided or asked for.

(18) [sal(ient)-obj(ect)-frag-cl

dmrs
ID [0] event
RELs [A]l@ [D] (wherdD] = [E] ¢ [B])

dnmrs

SEM

soa
C-SEM RELS[A] RELN soa-relation
9 | ArGOMT]

ARG[4]

sign
NON-HEAD-DTRS< SYNSEMSsynsem >

SEM.RELS[B]

The typesal(ient)-obj(ect)-frag-cl, shown in (18), is a supertype which ac-

counts for fragments which are contextually anchored torditye previously in-
troduced in the discourse or present in the communicativeéegt to which the
remnant stands in some kind of relation. Fragments like tiesan (1), (9) and

(10) are accounted by sub-types of this type. Fragmentglikean be resolved by
inference upon the knowledge-base, as we will show belowveder, fragments

sem-obj
ID
RELS<>

CTXT.FOC-ATT
SEM

18For example, in a taxi, the taxi-driver will have the godit ai n par anet er (where to go?),
while the customer will have the gopt ovi de par anet er (where to go?).
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like (9) and (10), where the remnant provides an adjectieglipated of the an-
chor or an adverb modifying the action in focus of attenti@spectively, cannot
be resolved like this. The type says that there is a semahjézt in the focus
of attention which is an argument of the soa-relation withichtthe fragment is
resolved. Both the relations of this semantic-object anthefremnant are part of
the semantics of the mother, together with the semanticsged by C-SEM.

The sub-typesit(uation)-obj(ect)-frag-cl anddisc(ourse)-obj(ect)-frag-cl, pre-
sented in (19), further specify the semantic-object in ooliattention to be an el-
ement ofSIT-OBJSand to be of typestrict-sem-obj, and an element aISC-OBJS
respectively.

(19) Tsit(uation)-obj(ect)-frag-cl disc(ourse)-obj(ect)-frag-c!
Foc-ATT([g], ...) Foc-ATT((E), ...)
cTXT CTXT
sw—oms{@, } Dlsc-OBJs{IE, }

(20) [disc-obj-nm-np-frag-cl

soa
RELN [7lsoa-relation
C-SEM| RELS( msg, ARGA[]
ARGB[1]

['sem-obj

10 [4)

O |

SEM soa
RELN[7]

ARGA[E]|’
ARGB[G]

CTXT

FACTS

pisc-083s{[E], ...}
[sign
SYNSEMsynsem

NON-HEAD-DTRS 1D
SEM RELS[RELN]

FACTS{, }

The typedisc-obj-nm-np-frag-cl how resolution upon the knowledge-base is mod-
eled. We lack empirical evidence for deciding whether tlifgllof resolution is
introduced in this specific type or in a more general type.h&trhoment all frag-
ments encountered in which this kind of resolution is reggiiwwhere syntactically
NPs and the anchor was previously introduced in the diseouF®r illustrative
purposes we will present the formalization of this type abtation within a more
specific type which is the result of crossing the typpdrag-cl, non-mod-frag-cl
anddisc-obj-frag-cl. This type accounts for the fragment in (1).

The semantic-object in focus of attention is an elemermISC-OBJSand has
in its set of FACTS a pointer to a generic-soa in the knowledge-base in which it i
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asserted that between the concept of which this semarnjgéctab an instance and
the conceptual relation instantiated by the remnant holddagion. This relation
will be the value of the featurRELN in the soa with which the fragment is resolved.
Both the anchor and the remnant are arguments of this satierel .

6 Conclusion

In this paper we have discussed two previous approacheg tandysis of frag-
ments: a grammar-based one and a coherence-based oneh&\fimer we share
the view that the use of fragments must be constrained fraimmthe grammar.
However, the discourse-structure assumed in this theorgrisrigid and doesn’t
fully predict which previous utterances are accessiblesfigsis resolution. With
the later approach we agree on the view that there are twe lohellipsis res-
olution: via-identity and via-inference. However, in tlipproach, as well as in
the grammar-based one, the output of resolution is alwaysyaamstic-structural
representation. This is in our view not always possiblegesin fragments requir-
ing some inference to be done, certain pieces of meaningrexer been uttered
and, thus, there is no linguistic semantic-structural espntation of them at all.
Moreover, when there is a long distance between source agcént structural
information may not be any more available for resolutionlikénthese approaches
we are in favor of a treatment of remnants as non-head dasglated against the
existence of syntactic parallelism.

We model accessibility for ellipsis resolution via-identhy means of a discour-
se-record and the focus of attention. The discourse-reisoed memory buffer
containing different level representations of previouenainces. The structural
representation is rapidly forgotten, while the semantineeptual representation
remains longer in memory. Utterances whose semantictatalaepresentation
is still in memory are accessible for ellipsis resolutionn e other hand, the
discourse goals determine whether the topic addressed bytarcutterance is
still open, in which case it may be in focus of attention andilable for ellipsis
resolution.

The contextual anchors of fragments which are resolvedhi@ence are sem-
antic-objects either in the discourse-pool or in the praisenvironment, the dy-
namic sub-sets of the CP’s Shared Beliefs. When these slgeetin focus of
attention, knowledge about them is activated, which allawmfer their relation
to the remnant of the fragment.
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