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Abstract

The Japanese language is one of the languages where uharetsxis-
tential quantification are expressed usimigwords with the conjunctive and
disjunctive particles, respectively. In this paper, inegiby the syntactic and
semantic parallelism found in Japanese between quanficabordination,
and question, we seek to analyze these constructions irfiadifashion. We
investigate various phenomena of these constructions lamd bow these
three constructions can be uniformly analyzed as casesevatstracted ar-
guments are questioned or quantified for verbs. We then preseHPSG
formalization of the analysis.

1 Introduction

Universal/existential quantifiers can be seen as generalization of lagioplnc-
tion/disjunction. The universal (existential) quantification of an open gsiion

is the conjunction (disjunction) of all its possible instantiations. In other words
conjunction (disjunction) is a special kind of universal (existential) tjfiaation
where the domain of the variable is restricted to the set of the conjuncts @sjun
The Japanese language seems to reflect this well-known logical relapionsh
common way in Japanese to express universal or existential quantificsition
use awh-pronoun in combination witmo or ka, particles otherwise used to de-
note conjunction or disjunction (Let’s call this quantificatish-mo/ka.> Actually,
there is a strong parallelism between these two uses of the particles:

(1) a. Kare-wa ie-de-mo gakkou-de-mo asonda.
he-Top hometoc-moschooltoc-moplayed
‘He played at home and at school.

b. Kare-wa doko-de-mo  asonda.
he-Top wheretoc-moplayed
‘He played everywhere.

c. Kare-waie-ka  gakkou-(ka)-de asonda.
he-Top homekaschoolka-Loc played
‘He played at home or at school.’

d. Kare-wa doko-ka-de  asonda.
he-Top wherekaLoc played
‘He played somewhere.

Examples (1b) and (1d) are examples of universal and existentiatificetion,
respectively. In (1b), thevh-word doko ‘where’ is marked bymo, and it means

There are other languages where universal/existential quantificatimprisssed by avh-word
and a conjunctive/disjunctive particle (see, for example, Gill et al.4p0T his suggests that the use
of conjunctive and disjunctive particles in universal and existentiahtifization in Japanese is not
just a coincidence but a typological tendency.
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‘everywhere’. In (1d)dokois marked byka, and it means ‘somewhere’. Examples
(1a) and (1c) are examples of conjunctive and disjunctive coordinai®gou can
see, syntactically, (1a) and (1c) are the same as (1b) and (1d)ctigspye except
that themo/kamarked argument are repeated several times (2 times in this case)
and in each case, thveh-word is replaced by a different individual. This syntactic
correspondence between (1a, ¢) and (1b, d) is parallel with the sencant&
spondence between these examples because, as the above-mentimadddog
lationship between universal/existential quantification and conjunctiverdisye
coordination suggests, the denotations of (1a) and (1c) are the samasasoth
(1b) and (1d), respectively, except that the domain of the variablesisated to
the set of conjuncts.

But what are thevh-words doing in the quantified sentences (1b, d)? Accord-
ing to Ginzburg and Sag (2001) (henceforth GS)’s semantic ontology,hochw
they base their HPSG account of English interrogatives, questions apegi
tional abstracts whemgh-words correspond to abstracted arguments. If, in (1b, d),
the wh-words are notno/kamarked and the verb is in the interrogative form, we
have an ordinaryh-question:

(2) Kare-wa doko-de  asonda-ka?
he-ToP wheretoc playedQ
‘Where did he play?’

and its denotation, in GS’s view, is
(3) M« }[he played at]

Note here that (3) is the very open proposition which is quantified in (1b, d)

The relationship between the three constructions in question, namely question
guantification, and coordination in Japanese, is informally summarized ing=lgur
which shows the semantic relationship, what syntactic elements each ctingtruc
consists of, and how these syntactic elements are shared between thetsecco
tions.

This relationship leads us to think that the semantics of questions, quantifiers
and coordination in Japanese should be consistently accounted for sgntizatic
contributions of the particlesho/kaand ofwh-words. In the following, we show
how such an analysis can be implemented in HBSG.

2 Framework

Before proceeding with the analysis, let us first outline our generaiewsork
for representing the semantics of question and quantification and for degtif

2Hagstrom (1998) further identified the disjunctive particéewith the question markeka and
tried to analyze them uniformly as existential quantification over choicetiume We do not take
this view, however, because the disjunctive partkdeand the question markdsa are a nominal
suffix and a suffix to finite verbs, respectively, and thus we consiagrttiey are different lexical
entries belonging to different syntactic categories that happen to hasanteform.
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Quantification Coordination

syntax: . mo/ke\ syntax: emo/ka
*wh
semantics:| 0O/[X,... semantics: _ O/Ik4...},...
Question Domain Restriction
syntax: *wh Quantification

*Question marker

semantics:  A{x},...

Figure 1: Syntactic/semantic relationship between the three constructions

mo/kamarked words in HPSG. Our general semantic framework follows that of
GS’s, but with some modifications. In this section, we first explain our adapta
tion of GS’s framework, and then we introduce a feature to identifykamarked
words.

2.1 Ginzburg and Sag (2001)'s semantic framework

GS introduced a separate semantic tygeestion for the contents of interrog-
ative clauses. The typguestionhas the featur@ArRAMS, “the wh-phrase ana-
logue of QUANTS” (Ginzburg and Sag 2001:121), whose value is a s@aphms
“restriction-bearing indices” (Ginzburg and Sag 2001:121), whichesmond to
the abstracted arguments of the propositional abstractwitveords in the clause.
In their framework, questions are semantically distinguished from othesesduy
their contents being of typguestion Thus, even polar questions, questions with no
arguments abstracted, can be distinguished as questions, only withrexrpiys.
This treatment of polar questions, however, is not without problems. GS de
fine the conjunction of two propositional abstracts as follows (GinzbudySayg
2001:110):

Given a question; (= AA.0) and a questiony, (= AB.7), where
ANB=0:

NAA.0,AB.T) =gef NAUB. N{o, T}

(AA.o denotes the propositional abstract whose set of abstracted argumént is
and whose corresponding propositiorvisThat is, as the conjunction of the cor-
responding propositions with the set of abstracted arguments being the afnio
the sets of abstracted arguments of the conjuncts. But in this way, sindara po
guestion is a propositional abstract whose set of abstracted paraié¢bersmpty
set and the union of a set with the empty set is the original set itself, if ygoiocon
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a polar question with another question, the information that the truth value of the
corresponding proposition of the polar question is asked is lost. For d&athp
denotation of (4a) and (4b) will be the same, that is, (4c).

(4) a. whetheritis good and whether it is cheap
b. whether itis good and cheap
c. AM{}(Goodi)ACheayi))
d. Mp1,p2}(Goodi, p1)A\Cheagi, p2))
e. M{p}(Goodi, p)ACheayi, p))

One way to solve this problem is to regard the polarity as an argument and to
abstract it in polar questions, instead of identifying polar questions gegitmnal
abstracts with emptparRAMS.2 For example, if ‘Good’ and ‘Cheap’ in (4) have
the polarity argument as their second arguments, the denotation of (4&@nd
are distinguished as (4d) and (4e), respectively.

To implement this solution, in our framework, the tyg¥(ation) has the fea-
ture POL(ARITY), whose value is of typendex ThepPoL of a relation indicates
whether the relation holds or not. For example, a negative declaratitensers
matrix verd whoseCONT|NUCL|POL is i hasnegative(i) in its BACKGROUND®
to indicate that the verb’s polarity is negative. TiheL value is of typeindexso
that it can be abstracted. In polar questions, this index is converted rametr
with the restriction of being a polarity and put in theRAMS set.

As a byproduct of this solution, we do no longer need a separate semaic ty
for questions, for questions can now be distinguished simply by tA&nmS be-
ing non-empty: in our framework, we do not have the tgoestion and instead
PARAMS is made a feature appropriate fwa In this way,PARAMS is more “ana-
logue of QUANTS”, as PARAMS and QUANTS are both features «foa and ques-
tions and quantified clauses are distinguished from other clauses byAlraims
andQUANTS being non-empty, respectively.

2.2 mo/kamarked words

In order to be able to identify whether a word is markedny ka, or neither, we
introduce a feature calledokA. MOKA is a feature appropriate for the typart-
of-speechand its value is of typenoka The typemokahas three subtypesna,

3There are other reasons to prefer this solution. FirstPth® AMS set can be thought of as the
set of inquired information and in a polar question, something is suredaskhe truth-value of the
clause. Second, in English, there imaword, whether for this argument, as can be seen in (4a, b).
Third, and most important for this paper, this polarity argument carubatified: ‘no matter wh...’
construction is the English counterpart of Japavelsang andwhethercan be quantified as in ‘no
matter whether ...

“Throughout this paper, | use the term ‘verb’ to refer to verbs ancttidgs.

SWe will see the constraint to achieve this in section 4.1.
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ka, and -. A word’sHEAD|MOKA is moandkawhen the word is marked (suffixed)
by the conjunctive particlenoand by the disjunctive particles, respectively, and
otherwise it is -.

Parts of the type hierarchy of our framework are shown in Figure 2

soa

PARAMS sef paran) part-of-sgech
QUANTS list(quantrel) MOKA moka

| NucL  relation

INDEX index POLARITY inde
| RESTR sef( fact)

 scope-obj relation moke
[ !
mc ka -

param quant-rel

every-rel  some-rel

Figure 2: Parts of the type hierarchy

3 Data and Analysis

3.1 Quantification

In wh-mo/kathe particlesmo/kado not always mark thevh-word directly. Espe-
cially, mo can mark any verbal depend@rbntaining thevh-word.” Thus, there
are sentences that differ only in the positionned and in such cases, different
positions ofmocan lead to different meanings:

(5) a. Kujyo-ga kare-kara kuru-to komaru.
complaintNoM he-from comecoOND | hate it
‘| hate it if he complains.’

b. Kujyo-ga dare-kara-mo kuru-to komaru.
complaintnom who-frommocome<€oND | hate it
‘I hate it if everyone complains.’

5By a verbal dependent, | mean a dependent of a verb, and by ghging dependent is marked
by mo/ka | mean that the head word of the dependent is marked (suffixeatioiya

" On the other handka usually markswh-words directly and there are cases where skeh
markedwh-words are not verbal dependents. In this paper, however, \rictesirselves to cases
whereka-markedwh-words make verbal dependents.

273



c. Kujyo-ga dare-kara kite-mo komaru.
complaintNom who-from comeeoND-mol hate it
‘| hate it if someone complains.’

d. Kujyo-ga dare-ka-kara kuru-to komaru.
complaintNoM who-ka-from comecoND | hate it
‘I hate it if someone complains.

Examples (5b-d) are the same as (5a), except that the arglarens abstracted
and quantified bywvh-mo/ka Examples (5b) and (5d) differ in whether tind
word is marked bymoor by ka, and accordingly their meanings differ in whether
the antecedent is quantified universally or existentially. Examples (5b)%md
differ only in the position ofmo but their meanings are so different that (5c¢)’s
meaning is the same as (5d)’s.

It has been noted in the literature (e.g., Yatsushiro (2001))rtteaharks the
scope of the universal quantifier. Considering thatalways marks a verbal depen-
dent, we propose the following principle of quantification to explain the sengantic
of whrmdadka: for eachmo/kamarked dependent of a venvh+words contained in
it can be universally/existentially quantified for the v&rbfollows from this prin-
ciple that the quantified clause is the antecedent in (5b, d) and the matrineente
in (5¢). Thus, we get the following denotations for (5b-d):

(6) a. (Vz,x complaing —I hate it
b. Vz, (x complains-1 hate it)
C. (Jz s.t.z complaing —I hate it

As (6b) and (6¢) are logically equivalent, these denotations match thd attra
pretations of (5b-d).

3.2 Question

Now consider questions. It has been noted in the literature (e.g., Hagdte®8))
that the interrogative scope is marked by the question marker, as caerbim $iee
following example:

(7) a. Kujyo-ga dare-kara kita-ka tazuneta.
complaintnom who-from camea | asked
‘| asked who complained.

b. Kujyo-ga dare-kara kita-to  omou-ka.
complaintnom who-from came-that thinke
‘Who do you think complained?’

8By saying that avh-word w is quantified for a verl», | mean thatw is quantified as a variable
of the open proposition which the maximal projectionwoflenotes. In our HPSG framework, it
means that thguant-relmade from the parameter whieihdenotes goes into th@UANTS of the
soawhich v denotes.
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So the principle of question is as follows: for each verb in the interrogétive
(vFORM beinginterrogativg, wh-words contained in its maximal projection can
be questioned for .

3.3 Interaction of constraints

Note that the principle of quantification does not say that all, or even sdrtteg o
wh-words in amo/kamarked dependent of a verb are quantified for the verb. While
kausually marks thevh-words directly and sucka-markedwh-words can only be
quantified for the word of which the/h-word is a dependentno can mark any
verbal dependent, which may contain two or matewords, and not allvhrwords
there are necessarily quantified for the verb. The following example iltestthis
point.

(8) a. Dare-mo nani-mo iwanai.
who-mo whatmosayNEG
‘Nobody says anything.’

b. Dare-ga nani-o  itte-mo kinisi-nai.
who-NOM what-ACC say-<COND-mocareNEG
‘No matter who says what, | don't care.’

c. Dare-ga nani-o  itte-mo kinisi-nai-no?
who-NOM what-ACC say-COND-mocareNEG-Q

d. John-ga nani-o itte-mo kinisi-nai.
JohnNOM what-ACC say-COND-mocareNEG
‘No matter what John says, | don'’t care.

Although both (8a) and (8b) have twatwords universally quantified bywh-mq
moappears only once in (8b) and twice in (8a). This is because, while, Jntfta
two whrwords are two separate dependents of the verb for which they anti-qua
fied, (8b) is an example where the twdrwords are contained in one dependent
of the verb for which they are quantified.

Example (8c) is the same as (8b) except that the matrix verb is marked by a
guestion marker. Unlike (8b), however, (8c) has an interesting gramrhanita-
guity. There are four interpretations of (8c) as each of thevidvavords can either
be quantified bywh-moor be questioned by the question-marker. Although, out
of context and with default prosody, the default interpretation of (8mld/be as
a polar question, where the twdt+words are both quantified (‘Don’t you care no
matter who says what?’), other interpretations are possible. For examglig-th
terpretation that the firsth-word dareis questioned and the secowti-word nani

9By saying that avh-wordw is quantified for an interrogative verh | mean that the interrogative
scope is the maximal projection of In our HPSG framework, it means that tharamwhich w
denotes goes into tHtRARAMS of the soawhich v denotes.
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is quantified (‘No matter what WHO says, you don't care?’) is natural @eprise
question to (8d) or when the firath-word dareis stressed® 11

Such an ambiguity can be explained as the result of interaction between the
principle of quantification and the principle of question. Of coursewalwords
must be either quantified or questioned once, and only once, some\Bu¢rehen
mo/kaand question-markers co-occur, as in (8c), or when a verb phrasebied-
ded in another, there will be choices as to whethenthavords are questioned
or quantified and for which verb. In our HPSG framework, these diffechoices
are represented by whether the parameters gaPr@aMS or QUANTS and which
sods PARAMS/QUANTS they go into*?

3.4 Coordination

As we noted in the introduction, conjunction (disjunction) is a special kindiahe
tification, where the domain of the variable is restricted to the set of conjutfists (
juncts). Marked byng, (1a) and (1b) are both examples of universal quantification
that differ only in the domain of the variable. In (1b), twxword dokoimplies
that the domain is the set of places. In (1a), the conjunction implies that therdoma
is the set of its conjuncts, that iShome, school}. So, we analyze a coordinated
phrase in the same way asreo/kamarkedwh-word, that is, as a parameter, ex-
cept that the domain is restricted to the set of the conjuncts and that it cabeonly
quantified for the verb of which it is a dependent, not questioned.

In a coordinated phrase, conjuncts (disjuncts) must have compatibletynta
categories whos®OKA values are not -. When they are markedkay the coor-
dinated phrase must have at least two disjunctmodmarked coordinated phrase,
on the other hand, may consist of one conjunct (or more).

%The correspondence between prosody and scopdrafuestion has been discussed in previous
works (e.g., Deguchi and Kitagawa (2002); Ishihara (2002)).

11 Out of context and with default prosody, however, interpretations dtfae as a polar question
would be unnatural. We leave it to future work to discuss exactly in whategbior with what
prosody such interpretations can be natural, that is, what pragmasiefficoconstraints are to be
imposed when not all freeh-words in amo-marked verbal dependent are quantified for the verb.
Cf. footnote 12.

12 previous works such as Shimoyama (to appear) claim the existenceabéhéncalls the island
puzzle in Japanese to the effect that all, not some,vife@/ords in amo-marked verbal dependent
are quantified for the verb and all, not some, of the remaimihgvords in an interrogative verb’s
maximal projection are questioned for the verb, thus accepting only thetietation as a polar
question for (8c). Let us call those interpretations that obey the islanditean X and those that
don't Y. Our attitude is that, although X and Y may impose different pragipaosodic constraints,
both are grammatical. Note that, although our implementation in this papgrtadmh X and Y,
it is easy to distinguish X and Y in our framework. Our implementation cailyelas modified to
acceptonly X, and it should also be easy to modify it to impose certaim@atg/prosodic constrains
only for Y, while Shimoyama’s analysis can essentially only accept Xfdoftnote 11.
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3.5 Scope ambiguity

When two or more parameters are quantified for a verb, their relativessoopt
be considered. Basically, any scope order is possible. For examp8s)irefther
of dareandnanican take wide scope over the other.

(9) a. Dare-mo-ga nani-ka-o  sitteiru.
who-mo-NoM whatka-Acc know
‘Everyone knows something.’

b. Darg-ga nani-o  itte-mo dareka-ga sakarau.
who-NOM what-AcC say-COND-mowho-ka-NOM oppose
‘No matter who says what, someone opposes it.’

But for any three parameteps, p2 andps that are quantified for the same verb, if
p1 andps are contained in the same dependent of the verlpgnsl contained in
a different dependent of the venty can only either take wide scope over bgth
andp, or take narrow scope under bgthandp-. For example, in (9b), adare
andnaniare contained in the same dependiare -ga nani-o itte-ma@anddare; is
contained in a different dependetdre,-ka-gq the scope orderdare, > dare, >
naniandnani > dare, > dare; are not possible.

4 Formalization

In this section, we formalize our analysis in our framework. Here is a ralegof

how our system workswh-words and coordinated phrases contribute as parame-
ters, restriction-bearing indices. Such a parameter can go tthems of any in-
terrogative verb whose maximal projection contains it (the casendtquestion),

or it can go to theQUANTS of any verb in amo- or ka-marked dependent of which

it is contained (the case @fh-mo/kg. When the parameter goes to tQgANTS

of a verb, it is converted to aevery-relor asome-reldepending on whether the
dependent is marked byo or by ka. If no parameter goes into tharRAMS of

an interrogative verb, the polarity of the verb goes into kheAms of the verb
instead. It is the case of a polar question.

4.1 Parameter Amalgamation

Parameters are propagated via #ft®REfeature, a head feature whose value is a
set ofparams ThesToRrEof a word designates the parameters in the word’s maxi-
mal projection that are yet to be quantified/questioned. Parameters origirlage
sToRrEvalues ofwh-words and of coordinated phrasésand each word amalga-
mates its argumentsTOREvalues (we ignore adjuncts in this paper), putting those

Bwhwords are specified in the lexicon as havpayamsin their STORES
YCoordination rule, a grammar rule which licenses coordinated phratigslates that coordi-
nated phrases haparamsin their STORES as we will see in section 4.2.
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parameters that are quantified/questioned for the word inteARRAMS/QUANTS

and others into itSTORE which is then inherited up the tree as a head feature. In
this way, each parameter is guaranteed to be either quantified or questibmexst
once. To implement this amalgamation, we introduce two new features appeopria
for the typesynsemnamelyTO-QUANTIFY andTO-QUESTION, whose values are
sets ofparams The TO-QUANTIFY andTO-QUESTION of a wordw are disjoint
subsets ofv;’s STOREand designate, whem; becomes a dependent of another
word w9, What parameters iw,'s STOREWiIll be quantified and questioned for
wy. In the amalgamation, each word uses its argumemsQUANTIFY and TO-
QUESTIONvalues to decide its OWQUANTS, PARAMS andSTORE The conditions
under which parameters are quantified/questioned for verbs aresegdras con-
straints on these features. The constraints in Figure 3 implement the ptiopaga
and retrieval of parameters.

The lexical amalgamation GfTOREIs stated in constraint (e). TI8TOREOf a
word whose content is not of tym®ais simply the union of its argumentsTORE
values. When the content of a word is of typea (that is, when the word is a
verb), the parameters in the arguments*QUANTIFY andTO-QUESTION values
go to the word’QUANTS andPARAMS, respectively, and the rest of the parameters
in the argumentsSTOREValues go to the word’'sTORE Note that the contained
differencé® operation,s;—g;—p;, in constraint (e) constrains each arguments
QUANTIFY andTO-QUESTION (¢; andp;) to be disjoint subsets of the argument’s
STORE(S;).

When the parameters in the argumems-QUANTIFY values go to the word’s
QUANTS, they are converted, by the functignto sets ofjuant-relsdepending on
the argumentstoKA values, and these sets are ordered and then concatenated, by
function h, into a list to specify the scope order. In this way, it is ensured that no
two parameters from the same dependent have a parameter from araitheen
them in the scope order, as we discussed in section 3.5. Constrairgfaessthat
only parameters frormo/kamarked arguments can be quantified.

When the word is not in the interrogative form, constraint (b) restricts the
word’s PARAMS to be empty, thus restricting, in combination with constraint (e),
every argument'’sO-QUESTIONto be empty. It is the case of a declarative clause.
When the word is in the interrogative form and the argumentsQuUESTIONVal-
ues are all empty, constraint (b) requires the worERAMS to be non-empty
and then constraint (e) requires, since the argumeamsdUESTIONVvalues are all
empty, the word'®ARAMS to be its parameterized polarity (in this paper, we ignore
possible semantic differences between positive and negative poldioqgegsit is
the case of a polar question. Otherwise, as some of the argurmeAUESTION
values are non-empty, it follows from constraint (f) that the workgAMS is not
its parameterized polarity and then constraint (e) requires the wexd'ams to be
the union of the argumentso-QUESTIONValues. It is the case ofwh-question.

15 The contained differencB—S is the same as the ordinary set differefite S, but it is defined
only for R andS such thatR C S.
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(a)[\l\//lvg}r(dA _}: [TO—QUANTIFY {}]

word
(b) [VFORM ﬂinterrogaive} = [paraws ¢

(c)root = [STORE {3 ]

word STORE
(d)([MOKA ka} D[STORE {[RESTR D]}]j = [TO—QUANTIFY }

STORE LS
(e)word= /| | CONT =So0a O
ARG-ST ([STORE ]+ [sTORE 5, )

[sTore UL(s = ¢ = p)

soa ]
QUANTs h(or der ({ f(m,q),---, T (m,,q.)})
param
CONT | pArAMS (Uinzlpi)D{ INDEX }
RESTR polarity([1])
| NUCL [POLARITY ]

STORE s STORE S,
ARG-ST (| TO-QUANTIFY @y | | TO-QUANTIFY ¢,
TO-QUESTION [ || TO-QUESTION ,
MOKA m | | MOKA m,

FE{x, ) ={g(@ x).--- 9@, x)}

param every-rel | param some-rel
g(mo,| INDEX ) = | INDEX ,9(ka,| INDEX ) = | INDEX )

RESTR RESTR [2]] RESTR RESTR
h((x.-+, %)) =or der (x) O--- O or der (x,)
word PARAMS {[ RESTR polarity]}
() POL i | ||ARG-STR ([TO-QUESTIONY] .- [TO-QUESTIONg] )

VFORM negative VFORM - negative

PARAMS —{[RESTR polarity]} PARAMS -{[RESTR polarity]}
O O
BCKGRD {negativéi)} BCKGRD { positivéi)}

(The —~ operator denotes contained differefig@nd® denotes list
concatenation.)

Figure 3: Constraints for parameter amalgamation
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Constraint (f) also requires that, when it is not the case of a polar gqoesiie
polarity of the word be specified in iBACKGROUND according to its/FORM.

As we have seen in section 3, coordinated phrasekamaarked parameters
can only be quantified immediately. It is stated in (d). Note that, as we will see
below in section 4.2, theesTRrvalue of the parameter that a coordinated phrase
represents is a singleton set whose only member is ofa¢ype

Lastly, constraint (c) requires every parameter to be questioned atifigd
somewhere.

Figure 4 provides a brief illustration of how (8c)’s interpretation as aisepr
question to (8d), the interpretation thddreis questioned andaniis quantified,
can be accepted in our system. Fiddre-gaandnani-o haveparams and,

STORE {2k | |STORE {}
VFORM interrogatve
STORE STORE {[2 MOKA mo
[ {] [ i {] TO-QUANTIFY {[2}} QUANTS { g(mo[2])}
dare-ga nani-o TO-QUESTION {[1} PARAMS {[1}}
itte—mo kinisi — nai—noka

Figure 4: Example

in their STORES as specified in the lexicon. Then, the véte-moamalgamates
theseparamsinto its own STORE Now, the TO-QUANTIFY and TO-QUESTION
values of the verlitte-mocan be non-empty, becauste-mois marked bymot®
and because it heads a dependent of an interrogativekivesbnai-nokal’ So, the
TO-QUANTIFY andTO-QUESTION of itte-mocan be any partition of itsTORE®
There are four ways of partitioning it into two sets, and one of them is thatdhe
QUANTIFY and TO-QUESTION contain and, respectively. In this case, it
follows from constraint (e) that the matrix verlisJANTS contain, converted
to anevery-re] and that the matrix verb’BARAMS contain. This is the case
shown in Figure 4, and it gives the interpretation ttiate is questioned andani
is universally quantified.

4.2 Coordination rule

Coordinated phrases are licensed by the grammar rule in Figure 5.

18Cf. constraint (a).

1Ct. constraints (b) and (e).

18They must be a partition of theTOREbecause constraint (c) requires $mEOREvalue of the
matrix verbkinisi-nai-nokato be empty and thus requires, in combination with constraint (e), the
(disjoint) union of theTo-QUANTIFY andTO-QUESTIONValues ofitte-moto be equal to itSTORE
value.
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caT  [HHeADMOKA kalmd)

param AT AT
CONT [2]| INDEX i ﬁ[ }[ }

LESTR{i 0{s;,"--,s }} INDEX S, INDEX S,
STORE {[2}}

(n > 2 whenMOKA is ka, andn > 1 whenMOKA is ma)

Figure 5: Coordination rule

The mother has a parameter in&s0REand the parameter has only one rela-
tion, of typee, in its RESTR The typec is a relation that takes two arguments, an
index and a set of indices, and it specifies that the index is a member of thie set
indices. Here, we representarelation briefly asc € y wherez is the index and
y is the set of indices.

Figure 6 is an illustration of how (1a)'s coordinated phrase is realizedrin ou
system. In this example, the two conjuncts have indicasd j respectively, and

CAT
param
CONT {INDEX k }
RESTR{k O{i, j}}
STORE{[2}}

CAT
CONT |INDEX j]

gakkou-de-mo

CASE loc
CAT E[MOKA mo}
CONT |INDEX i

ie—de—-mo

Figure 6: Example

thus the mother's ONT value is gparamwhose domain is the set éfindj.

5 Conclusion

In this paper, we have shown that question, quantification, and coticdina
Japanese can be analyzed uniformly as cases where each paraeretesd dbi-
ther by awh-word or by a coordinated phrase, is quantified or questioned for an
appropriate verb. We investigated various phenomena of these cdiustsito de-
termine the conditions under which a parameter is questioned or quantifiad for
verb, and we gave an HPSG formalization of the analysis. Our analysiaccan
count for, among other things, the quantifier scope as marked by the paositio
the conjunctive particlenoand the ambiguity of sentences like (8c), which arises
from the interaction between the principle of question and the principle aitijia
cation. Note especially that the last-mentioned ambiguity phenomenon is naturally
derived in our unified, constraint-based analysis.
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We have left two important issues for future work. First, we have igndred
syntactic difference between the conjunctive and disjunctive particlesndka,
and assumed th&aa behaves the same way@® syntactically. Actually, whileno
can mark any verbal dependeka,can only mark noun phrases, and, whilecan
only mark verbal dependentsa can mark any noun phrase regardless of whether
or not it makes a verbal dependéfitAlso, unlike in conjunctive coordination, only
the last disjunct is case-marked, and the last disjunct may or may not bearark
ka, in disjunctive coordination, as you can see in examples (1a, c). Irefutark,
we will revise the implementation so thie is processed rightl§f

Second, the question of exactly what pragmatic/prosodic constraints lee to
imposed on certain interpretations has been left unanswered. For example
of the four interpretations of (8c), only the interpretation as a polar quesio
natural out of context and with default prosgdyAlthough the implementation
given in this paper just accepts all the interpretations as grammatical, it isieasy
our framework, to identify those interpretations that would impose furthag-pr
matic/prosodic constraints, and therefore it should be easy, when theddttite
pragmatic/prosodic constraints in question is done, to revise the implementation so
that it imposes certain pragmatic/prosodic constraints for certain interpretatio
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