Deriving inflectional irregularity

Olivier Bonami Gilles Boyé

Université Paris-Sorbonne LLF

Proceedings of the 13th International Conference on
Head-Driven Phrase Structure Grammar

Linguistic Modelling Laboratory,
Institute for Parallel Processing,
Bulgarian Academy of Sciences,
Sofia,
Held in Varna

Stefan Miiller (Editor)
2006
Stanford, CA: CSLI Publications

pages 361-380

Bonami, Olivier & Gilles Boyé. 2006. Deriving inflectional irregularity. In Stefan
Miiller (ed.), Proceedings of the 13th International Conference on Head-Driven
Phrase Structure Grammar, Varna, 361-380. Stanford, CA: CSLI Publications.
DOLI: 10.21248/hpsg.2006.20.


https://orcid.org/0000-0003-0688-3855
https://orcid.org/0000-0002-2190-7598
http://doi.org/10.21248/hpsg.2006.20
http://creativecommons.org/licenses/by/4.0/

Abstract

Conventional wisdom holds that productive morphology gutar mor-
phology. Drawing evidence from French, we argue that thergggon of
many lexeme formation processes is simplified if we hold thagroduc-
tive rule may give rise to inflectionally irregular lexeme®ve argue that
the notion of astem spaceallows for a straightforward description of this
phenomenon: each lexeme comes equipped with a vector dbpodistinct
stems, which serve as bases for inflectional form constrmctiThe stem
space is structured by default relations which encode thelae pattern of
inflection; (partial) irregularities occur when a lexemesgifies a stem space
violating the default relations. Derived irregularity ien the effect of a pro-
ductive lexeme formation rule which specifies an irregulamrsspace for its
output.

1 Productive irregular inflection

1.1 Background

A central issue in the modeling of inflection is how the notidrfir)regular inflec-
tion is taken into account. A distinct possibility is to githee notion no theoretical
status (see e.g. Stump, 2001). For morphologists that sqaleserve the intuition
that irregular inflection necessitate specific modelingrdhare two options. Either
we take regularity to be a design property of morphologigateams, and thus try to
model every possible process as regular, limiting irregylao the description of
blatant suppletion phenomena; this position is the defaultnost morphophono-
logical work in the tradition of Chomsky and Halle (1968)das strongly defended
by proponents of distributed morphology (Halle and Maraa®93). Or we take
regularity to be an empirical property, that is manifesténformance: speakers are
able to inflect an unknown lexeme according to a regular pattaut will not be
able to inflect a lexeme according to an irregular patterns pbsition is assumed
in much of the psycholinguistic litterature on inflectiondadefended forcefully, if
somewhat partially, by Pinker (1999) and work cited therein

In this paper we assume the second position. Note that we tdmnumit our-
selves to any particular view of the processing of inflectibnt simply assume
that (ir)regularity is a real grammatical phenomenon, thahanifest not only in
psycholinguistic behavior but also in language change anglyihchronic gram-
mar. Our main empirical argument concerns the status oflex®rmation rules:
we show that despite conventional wisdom, the output ofrfexéormation rules
should not always be considered inflectionally regular.
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# lexeme trans. ms. sg. fem. sg.

(i) RAPIDE ‘fast’ /vapid/ /vapid/
(i) VIEUX ‘old’ /Vig/ /Vigj/

(i) PeTIT ‘small’ /pati/ /patit/
(iv) BREF ‘brief’ /buef/ /bev/
(V) GITAN ‘gipsy’ /3itd/ /3itan/

(vi) RAGEUR  ‘rageful’  /wazoes/  /vazgz/
(vii) DIRECTEUR ‘directorial’ /disektoes/ /disekisis/

Table 1: Inflection of a few adjectives in the singular

1.2 French adjective inflection

French adjectives inflect for both gender and number. Hereomeentrate on sin-
gular forms of the adjectives. Table (1) gives a sample oédtibnal forms for
a number of typical adjectives. Case (i) clearly corresgaioda regular pattern:
identical forms in the masculine and the feminine is whaipleays for the majority
of existing French adjectives, as well as for borrowed dujjes and for adjectives
formed by nonconcatenative morphological processes ssickipping (e.g.sen-
sas clipped form ofsensationnelsensational’ is/sdsas/ in the masculine and
the feminine). It is also the pattern used by speakers fagingvel adjective not
resembling anything known. Case (ii) clearly correspordart irregular pattern,
since it holds for exactly one lexeme, and is usually treakted case of suppletion.
Cases (iii) through (v) are the object of some debate in etugin French adjec-
tives. In generative descriptions of French morphophamglstarting with Schane
(1968), these are usually considered to be regular caséstaxdphonologically
governed alternations; but one may doubt that this is thdengtory, since there are
numerous nonalternating adjectives that meet the deiseripf the relevant rule.
For instance, case (iii) is described by Dell (1985) by plasing an underlying
form /patit/, and a rule deleting word final obtruants. This rule does pptyain
the feminine, because the feminine morpheme is a sydfixvhich will be deleted
later in the derivation. Yet there are non-alternating wlesit-final adjectives, such
asmat‘matte’, net‘clean’, bath‘hip’, out‘out’, etc. Similar rules postulated to ac-
count for (iv) and (v) face problems with nonalternatioaf ‘drunk’, ouf ‘crazy’,
gnangnarnsoppy’, marron‘brown’. Thus a more realistic analysis would take the
inflectional alternations to be the manifestation of a wgrdd inflectional classes
of adjectives. Concretely, we assume four different initewzt! classes, specifying
the functions in table 2 as exponents for masculine and fiemsingular: In such
a setting we end up with two distinct notions of (ir)reguiaria regular lexeme
belongs to the default, first inflectional class. Being itdlag may either mean be-

TWe thank the reviewers and the audience of the HPSGO06 coicferand in particular Berthold
Crysmann and Ivan A. Sag, for their comments and suggesTioa.analysis presented in section 3
benefited considerably from discussions with AurélieraGit.

We assume throughout an inferential-realizational apggrda inflection (Stump, 2001).
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proposed
stem

A RAPIDE /wapid/ id id
delete

B finalC. ¢

C BREF /bee/ ®/f/ ®/v/
nasalize

D finalv, /"

class example ms. sg. fem. sg.

PETIT /patit/

GITAN  /3ita/

Table 2: Inflectional classes for adjectives (first version)

longing to a nondefault inflectional class, ligetit, or specifying suppletive forms,
like vieux

1.3 The problem: adjectives in-eur

The most interesting cases in table 1, cases (vi) and (vié,nat usually dis-
cussed in the context of adjective inflection. What is irdeng is that adjectives
in these classes have a uniform formation: class (vi) aglgcare all the output of
a rule forming adjectives from the basic stem of the verb $teen occurring in the
present indicative 1pl and 2pl); class (vii) adjectives throutput of a rule form-
ing adjectives from a ‘Latinate’ stem of the verb, which isfied by suffixing/at/
to the basic stem in most cases, but may take other forms.thattboth formation
rules have the same categorial and semantic effects, tathetpat many descrip-
tions of French do not recognize them as distinct rules;hait morphophonology
is clearly distinct

Now, there is little hope of treating adjectives in classasdnd (vii) as cases
of regular inflection. First, the relation between the méiseuand the feminine
cannot be seen as the effect of a regular phonological atiem starting from the
masculine, we have three options for forming the femininaroadjective ending
in /ees/, either/@z/ (as inrageuse/sa3@z/), /is/ (as indirectrice /disektris/)

2Most studies of French derivational morphology do not esifhyi discuss adjectives ireur. This
is certainly due to the fact that many adjectives in thesedlasses are homophonous with an agent
noun, so that it is usually assumed without discussion tlahbun is derived from the verb and the
adjective a converted noun. Two arguments show that thistisarrect. First, Corbin and Corbin
(1991) shows that while it is easy to derive the nominal se¢iosfrom the adjective, the opposite
route is problematic. Second, there are good reasons tk that gender is not an inflectional
category for nouns in French: most nouns, including quitaralver of human-denoting nouns (e.qg.
personnéperson’) are found in only one gender, and apparent casgasnafer-opposed pairs are best
analyzed as pairs of independent lexemes related by memmsiernloseness (e.fouc‘male goat’
vs. chevre'female goat’), derivational rules (e.glinde ‘female turkey’ vs. dindon‘male turkey’)
or parallel derivation from adjectives (e.galien ‘male Italian’ vs. italienne ‘female Italian’). But
if nouns have just one gender, then there is no single nowrexhat could serve as the base for
conversion for the masculine and feminine forms of the djjedirecteur. On the other hand, if the
adjective is the base, then the noulitecteuranddirectrice are the result of two parallel conversion
processes from the adjective.
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or /ceg/ (as ininférieure /Eferjoer/ ‘inferior’). If we start from the feminine, we
also have two options for the masculine of an adjectivédn/: either /oei/ (as
with adjectives in class (vi)) ofg/ (as in denominal adjectives suchraspectueux
‘respectful’, etc.).

Second, we might assume that cases (vi) and (vii) correspoihao further
inflectional classes of adjectives, specifying respeltived/ces/, ®/¢z/) and
(@/eeB/,d/Bis/) as exponents in the singular. Yet these inflectional clagse&l
have the very peculiar feature of each containing only le®derived from a sin-
gle formation process. This contrasts strongly with thes#a discussed in table 2,
which all contain both derived and root lexemes, as exeraglifi (1).

(1) ClassA:

i. rapide‘fast’, joli ‘pretty’, gai ‘joyful’, etc.

ii. bancaire'(of a) bank’, mortel‘mortal’, algébrique‘algebraic’, etc.
Class B:

i. petit‘'small’, grand‘large’, gros‘big’, etc.

ii. venteuxwindy’, grossier‘crude’, lyonnais‘from Lyon’, etc.
Class C:

i. bref ‘brief’, ndf ‘naive’, etc.

ii. pensif‘thoughtful’, alternatif ‘alternative’, etc.
Class D:

i. bon‘good’, fin ‘thin’, plan ‘flat’, etc.

ii. alpin ‘alpine’, euclidien'Euclidian’, palichon ‘pale-ish’, etc.

We conclude that no satisfying analysis of adjectiveseinr is forthcoming in
a traditional morphological setting. The following seasoshow that introducing
the notion of astem spaceffers a third, more satisfying possibility.

2 Motivating the stem space

2.1 The stem space of French verbs

Starting with (Aronoff, 1994), a number of recent studieall@nge the idea that
lexemes are associated with a single phonological repieggam the lexeme’s
stem. Lexemes should rather be associated with a vector ssilphp different
phonological representations, what Bonami and Boyé (RP@aR a stem space
each inflectional or derivational rule specifies which camate in the vector it uses
as its input. Such analyses have been proposed, among, diligksonoff (1994)
for Latin conjugation, Sadler et al. (1997) for Russian nwmatizations, Brown
(1998) for Russian conjugation, Pirelli and Battista (20fa0 Italian conjugation,
Stump (2001) for Sanskrit declension, Bonami and Boyé Z2@8 French conju-
gation, Boyé and Cabredo Hofherr (2006) for Spanish catjag. We illustrate
with evidence from French for uniformity.
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lexeme 1sg 2sg 3sg 1pl 2pl 3pl

LAVER /lav/ /Jlav/ /lav/ /Jlav-53/ /lav-e/ /lav/
‘wash’
TORDRE /to/ /tos/ /to/ /toed-3/ /tokd-e/ /tokd/
‘bend’
MOURIR /moes/ /meeg/ /moes/ /mus-3/ /mus-e/ /maes/
‘die’
BOIRE /bwa/ /bwa/ /bwa/ /byv-5/ /byv-e/ /bwav/
‘drink’

Table 3: Present indicative conjugation

Inflectional systems often exhibit alternations which hawesynchronic pho-
nological motivation and concern arbitrary subparts ofgaeadigm. For instance,
in French, in the present indicative, there is a partitiomvieen (i) the three singular
forms, (ii) the plural 1 and 2 forms, and (iii) the plural 3 fler While there is a
systematic similarity between members of each cell in thétjwen,® the content
of the different cells may differ in arbitrary ways, as iliteted in table 3.

One can account for this pattern by assuming that FrenclaMestemes come
equipped with a stem space with at least three §ldEsch inflectional rule spec-
ifies which slot it uses as a base, and what phonological neadidin is made on
this base. Slot 1 serves as the base for present 1pl and Zgitiofl, slot 2 serves
for 3pl, and slot 3 for singular forms.

A direct advantage of the stem space is that it allows for aaat of the
diversity of patterns of irregular conjugation. In Frenfll)y regular (so-called
‘first group’) verbs have identical stems in slots 1, 2, andrBgular verbs may
need either two or three distinct stems, but an exhaustimation of the French
lexicon shows that no verb has identical stems in slots 1 dnd 2 different stem
in slot 2. Bonami and Boyé (2002) proposes to account farhilistating that the
slots are related by default relations, which may be ovedbly irregular lexemes.
Slot 1 is identical to slot 2 by default, and slot 2 is indeaitito slot 3, but there is
no default relation between slot 1 and 3, which accountshieobserved pattern.

Further evidence for the stem space comes from the factakaitrie formation
rules are also sensitive to different slots. For instanséll@strated in table 4, the
rule constructing deverbal adjectives-aur/-eusauses slot 1 as its base, while the
rule constructing nominal V-N compounds relies on slot 3.

2.2 The stem space of French adjectives

A different type of argument in favor of the notion of a stenasp comes from the
inflection of French adjectives. In section 1, we suggestedralysis of French

3With the exception of a handful of maximally irregular verbee Bonami and Boyé (2002) for
discussion.
“In a full analysis of French conjugation, 12 distinct slats aecessary.
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base stem1 stem Rur/euseAdj. V-N compound

laveur lave-mains
laver /lav/  /lav/ /lavoes/ /lavmg/
‘wash’ ‘washer’ ‘washbowl’

tordeur tord-boyaux
tordre  /tosd/ /tos/ /tosdoes/  /tosbwajo/
‘bend’ ‘bender’ ‘rotgut’

buveur boitout
boire  /byv/ /bwa/ /byvoes/ /bwatu/
‘drink’ ‘drinker’ ‘stemless glass’

souteneur  soutien-gorge
soutenir /suton/ /sutj€/ /sutonces/  /sutj€gosz/
‘support’ ‘pimp’ ‘bra’

Table 4: Two lexeme formation processes

adjectives in terms of inflectional classes specifying thlatronship between a
single stem and two inflectional forms. The following datanfrBonami and Boyé
(2005) shows that this analysis is inadequate.

First, French adjectives take a special form in the masewdingular when pre-
ceding a vowel-initial noun, which we call the Masculine @itar Liaison Form
(MSLF).2 That this is a distinct inflectional form of the adjective fow/n by the
fact that it can be suppletive or defective (Morin, 2003)t ®hen it is not, the form
is either identical to the ‘ordinary’ masculine singulartorthe feminine singular
(table 5), in accordance with the generalization in (2).sTituation is problem-
atic, because for some adjectives there is a discrepanaebrtthe morphosyn-
tactic features manifested in syntax (masculine singalad) the morphosyntactic
features expressed by the form (feminine singdfiar).

(2) If the masculine singular form ends in a consonant, therMSLF is iden-
tical to the masculine singular. Otherwise it is identicalttie feminine
singular.

Second, French deadjectival adverbsnrentare systematically formed on the
feminine form, as illustrated in table 5. This is so desiie flact that adverbs do
not inflect for gender in French, so that there is no sense inhwthe adverb can
be said to be feminine.

Both observations argue in favor of a morphomic accountifafip 1994): ad-
jectives have two distinct stems, which express no morpfitastic features by

5See Bonami et al. (2004) for an HPSG analysis of French haiso

SPerimutter (1998) and Tranel (1996) attempts to accourthisrdata in an optimality-theoretic
setting, by ranking phonological markedness constraigtsen than syntactic agreement constraints.
See Bonami and Boyé (2003, 2005) for a detailed criticism.
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adectal Mas.so REMSS ysir deried
RAPIDE  kapid sapid gapid  sapidmd
PETIT pati patit patit patitma
BEAU bo bel bel belmd
VIF vif Viv vif vivmd
FORT oy fout fol fostomd
REVEUR KEVOEB  KEV@Z  BEVERK Kevgzmd

Table 5: Distribution of adjective stems

class example slot2- slot 1

A RAPIDE /kapid/ identity

B PETIT  /pstit/  delete final C

C BREF /bsev/  devoice final C

D GITAN  /3itan/ delete final C, and

nasalize preceding V

Table 6: Inflectional classes for adjectives (final version)

themselves. (Bonami and Boyé, 2005) implement this ideatéyng that adjec-
tives have a two slot stem space, with different morphokzgicocesses selecting

the appropriate slot as stated in (3).

(3) a. The masculine singular form is identical to stem 1.
b. The feminine singular form is identical to stem 2.

If stem 1 is consonant final, then the MSLF is identical &nstl;

otherwise it is identical to stem 2.

d. The lexeme formation rule for adverbs-mentselects stem 2 as its

input.

Notice that in the context of this analysis, both masculingar and feminine
singular have a null exponent in French; all the action ccdnrstem selection
rather than in exponendeln this context, the inflectional class partition proposed
in table 2 must be recast, not as a series of distinct wayslatinrg inflectional
forms, but as a series of ways of relating the slots in the sfgace, as shown in

table 6.

By contrast, plural number has a uniform exponent, the tatensonanyz,/.
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3 Modeling stem spaces in HPSG

3.1 Stem spaces for verbs

There are two important issues when modeling the stem spaae HPSG gram-
mar. First, one has to decide what status the stem space loasmiBand Boyé
(2002) treat each stem as a distinct member of the lexicehtuly, typed for the
slot it occupies in the stem space and the lexeme it belongs simpler alterna-
tive is to assume that the stem space is a data structuraeahterthe lexical entry
of a lexemé Thus we assume that lexemes carry a featamems with features
corresponding to each slot in the stem space (5), and thatiiuihal rules such as

(6) take this as their inpt.

4) sign

/\

syn-sign lex-sign

phrase word Ilexeme

a. Syn-SigI’-H[PHON phon}

b. |eX-Sign—>[M-DTRS Iist(lexemé}
C. phrase—{DTRs Iist(syn-sigr)}
d. word—>[|v|-DTRs (Iexemé}

e. Iexeme»[STEMs stem-spac}e

HEAD verb
c

(5) a. v-lexeme»
STEMS V-Stem-spa:

sLoTl phon
sLoT2 phon

b. v-stem-spacer
sLoT3 phon

8This type of analysis can be traced back to Pollard and S4§87( p. 213) suggestion that
lexical entries of irregulars contain a specification ofithincipal parts. It is also similar to the
analysis of irregular inflection defended by (Spencer, 2@84art of Generalized Paradigm Function
Morphology.

®We take phonological representations to be (at least) distsbjects of typesegmentthe hi-
erarchy of segment types allows for an equivalent of phorfetiture decomposition. To improve
readability, where possible, we note lists of segments gisesees of sans-serif IPA symbols, rather
than using the standard HPSG notation for lists and typess €tg.t is a shorthand foft-seg.
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'word

PHON (3
verb
HEAD |TENSE prst
(6) prst-indic-1pk—| SYNSEM MooD indicative

SUBJ <NP[1pI]>

M-DTRS v-lexeme
STEMSSLOTL

3.2 Relations within the stem space: Giraud (2005)

The second issue is to decide on a way of encoding the defdations struc-
turing the stem space. Bonami and Boyé (2002) rely on anlagitally quite
promiscuous system, using a combination of online type tcoctson (Koenig,
1999) and default specifications (Lascarides and Copesi&ig®). At the other
end of the spectrum, Giraud (2005) proposes a much more ctional imple-
mentation, where stem spaces are typed for the morphoptgioal relations they
verify, and the regular case just corresponds to the stegedpae verifying the
maximal number of relations. (7) is basically a simplifiedsien of Giraud’s pro-
posal specifying only the part of the hierarchy of verbahstgpaces needed to
account for the present indicative. Leaf types corresporghtticular conjugation
patterns, and inherit from intermediate types stating gopmmphonological relation
between stem slots.

@) v-stem-space
sl-like-s2  fully-irreg  s3-like-s2

s2-unlike-s3 regular  sl-unlike-s2

. SLOT1
a. sl-like-s2+ m
SLOT2

SLOT2 ]

b. s3-like-s2»
[SLOT3

In Giraud's system, individual lexemes need to specify (§tem space type,

and (ii) enough stems to fill up the stem space, as illustiaygete following lexical
entries.

I
(8) a. laver|sTEMS reguiar
SLOT1 lav
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s2-unlike-s
b. valoir:|sTEMS |sLoT2 val
SLOT3 VO

3.3 Regularity as default

While its formal clarity speaks in favor of Giraud’s systeam obvious disadvan-
tage is that (ir)regularity is not modeled directly. Thesenb formal difference
between the typesgular and the other leaf types of the stem space corresponding
to the fact that regular verbs have a special status. Morgthelexical entry of
every regular verb needs to include an explicit specificatibthe fact that this
verb is regular, which goes against all evidence that speassume verbs to be
regular in the absence of contradictory information. Glear system where only
irregulars would need explicit specification is more dddea

We conclude that while Giraud’s proposal succeeded in pétig the need
for online type construction to model the stem space, it didetiminate the need
for defaults. We thus propose to introduce a single modifinab Giraud’s system,
the default specification in (9). By default lexemes are eglito have a regular
stem space. This means that every lexeme will inherit allpmophonological
relations that are not incompatible with the morphophogigla information in its
lexical entry. Thus if a lexeme lists only the content of ofié®slots, it will be
of typeregular. If it lists two distinct phonologies for slot 1 and slot 2etktem
space’s type cannot be a subtypesdflike-s2 and thus it will be of types1-unlike-
s2 The only way for a lexeme to be fully irregular is for it totlighree distinct
phonologies in slots 1, 2, and 3. (10) lists appropriateclxntries for verbs with
the four distinct patterns.

(9) verb-lexem&[STEMs /regular}

(10) a. |aver.[STEMS {SLOTl Iavﬂ

. sLoT2 val
b. valoir:| STEMS
SLOT3 VO

. SLOT1 mus
C. mourir;| STEMS
SLOT2 moel
SLOT1 byv
d. boire| STEMS |SLOT2 bwav

SLOT3 bwa

371



3.4 Discussion

The analysis proposed above crucially relies on the use efaull specification.
Moreover this default cannot be considered to be simply aftdbreviatory nature,
as e.g. the default specifications in Ginzburg and Sag (2€0)In Ginzburg and
Sag (2000)’'s grammar, defaults are only used to avoid gtatinitively redundant
constraints on types that are listed in the hierarchy anyWethe current proposal,
however, the default is used to constrain the members of an leicon: what we
are attempting to model is the fact that speakers treat umknerbs (that is, verbs
that are just entering their lexicon) as regulars. Thusigpeg in individual lex-
ical entries the information represented by the defaulbisam option, and would
amount to not model the relevant property in the gramffar.

Since the use of default specifications is controversialR$B, it is worth ask-
ing whether another way of accounting for regularity candafl. As an anony-
mous reviewer suggests, one possibility would be to useatieto use online type
construction, which is explicitly introduced by Koenig @% as a way of model-
ing productive morphological processes (of which reguiélection is arguably an
instance). However all our attempts have failed. Here wesiden two possible
routes that illustrate why online type construction is nig¢guate.

One possible analysis, which is closest to the present pebp@ to cross-
classify lexemes for stem-space type and some other diorersay, the type of
content they have. Figure 1 illustrates such an approacte We state at the level
of lexemes the classification that was stated at the levdkai spaces in Giraud’s
approach. Irregular lexemes are explicitly listed as bgilom to a particular stem
space type, whereas regulars are notdaminherit from theregular type. This is
indicated by the dotted line fromegular to laver-Ixmin figure 1. Such a system
predicts only one stem (irregular) stem space for irregeleemes, and predicts a
regular stem space as one possibility for regular lexemeseder the problem is
that it overgenerates, since nothing precludes Bger-Ixmfrom having a com-
mon subtype witts1-unlike-s2 As far as we can see, the only way to avoid such
overgeneration is to augmelatver-Ixnis lexical entry with some information in-
compatible withs1-unlike-s2—-in other word, to state explicitly in the lexical entry
thatlaveris a regular verb, which is precisely what we set out not to do.

Another option is to modify the form of the lexicon so that tllecking issue
does not arise. Suppose that we follow Bonami and Boyé (280@ treat stems
as objects in the lexical hierarchy, rather than simply phagical objects within a
lexeme’s lexical entry. Regular relations between slatswandeled as lexical rules
such as those in (11) relating two stems. Within such a systegrissue is not to
block irregular patterns for regular verbs, but to block #ipplication of relevant

100f course, an alternative is to take it that the default atteraof regular inflection is a psy-
cholinguistic issue that needs not be modeled in the granperasebut can be left to a model of
performance. However we do not know of any model of inflealgoerformance that both rec-
ognizes a status for regularity and does not presupposehthatompetence grammar provides a
characterization of regularity.
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verb-lexeme

| STEM-SPACE-TYPE | CONTENT-TYPH|

sl1-like-s2 s2-like-s3

fully-irreg  s2-unlike-s3 regular sl-unlike-s2

-___ valoir-Ixm

laver-Ixm
Figure 1: A failed analysis based on online type contruction

lexical rules to irregulars. Since stems are signs, onedcos¢ morphosyntactic
information to this effect. For instance, the lexical eritnythe slot 1 stem ofaloir
would include a feature specification ensuring that it carseove as the basis for
a present singular form (12). The construction of an ovelleegslot 3 stenval for
valoir is not blocked as such, but this stem will never be used asabke for an

inflected form of the verb.

[SYNSEM
slot-1-stm
(11) a. slot-2-stm+|M-DTRS < SYNSEM >
PHON
| PHON |
[SYNSEM 1
slot-2-stm
b. slot-3-stm-|M-DTRS < SYNSEM >
PHON
| PHON ]
[PHON val |

[H EAD|TENSE imperfectiv% \

(12) valoir: TENSE present]
e

HEAD e
SYNSEM|CAT L\AOOD indicativ
SUBJ <[IND [NB plﬂ>
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While such an approach arguably models irregularity as,sarth is formally
more conservative than the default-based approach deférate, it has a number
of conceptual and empirical drawbacks. First, the featpeeiications one needs
to include in the description of stems of irregular verbsehawstrong ad-hoc flavor.
Second, the use of morphosyntactic features to ensureibipck contradictory
with the morphomic nature of the stem space; this is problienfar the modeling
of derivation: the rule for V-N compounds can no longer stag its base is a
slot-3 stem, becauséval/ is not blocked as a slot-3 stem as such—rather the use
of /val/ in the present singular is blocked. Finally, such a modetdsrone to
structure the stem space of regular verbs as a directedwifeeh is problematic
for the modeling of morphophonological opacities in pagats: as Bonami and
Boyé (2006a) argues, although the full inflection of a ragwerb can always be
deduced from the knowledge of one stem, it is not always theesdot that must
be known.

To conclude this section, our attempts to avoid the use afudisfin the mod-
eling of regularity have failed. In the absence of an exphtiernative, we take
it that the use of defaults is the only known way to model ragtyl in an HPSG
implementation of the stem space.

3.5 Extending the analysis to adjectives

The general approach to stem spaces just outlined can béeddapthe analysis
of adjectives with just a few modifications. Remember thatassume adjectives
to have a two-slot stem space, where slot 1 is used for ogdmaisculine forms
and slot 2 for all feminine forms. The inflectional classestptated in table 2 can
be recast as types of stem spaces, as shown in{I®)te that contrary to what
happens with verbs, types of adjectival stem spaces areaityutxclusive, because
the constraints they impose on the structure of the stemespacincompatible.
Class A is the default type; thus the vast majority of adyectéexical entries need
not mention a stem space type, but can just specify the coofem slot (15a).

Lexemes belonging to a different class must specify the sigace type (15b-d),
and true irregulars such ageuxneed to specify the content of both slots.

(13) adj-stem-space

class-A class-B class-C class-D fully-irreg

sLoT1 ]

a. class-A—
SLOT2

n fact it is more satisfactory to treat the alternating endias parts of the stems, rather than
inflectional exponents, since they show up in derived lexereey. petitesse/patites/ ‘smallness’,
not */peties/; pensivementpdsivmd,/ ‘thoughtfully’, not * /pasima;/.
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[sLoTl
b. class-B— m ]

|sLoT2 [k (cong

[sLoTl mef
_SLOTZ eV

c. class-C—~

d. class-D—~

[sLoTl [T (nasal()) ]

|sLoT2 [k (2loral-vow)en
where:

i. nasal(a) =d
ii. nasal(e) = nasal(i) = nasal(y)
ii. nasal(o) = nasal(d) =5

3
(14) adj—lexeme»[STEMSadj—stem—spadelass—A]

(15) a. rapide{STEMS [SLOTZ Bapidﬂ

class-B
SLOT2 patit

b. petit|STEMS

class-C
c. bref:[|STEMS
SLOT2 brev

, class-D
d. gitan|STEMS :
SLOTZ  3itan|

]
| IS

€. Vieux| STEMS

SLOTl vjg
SLOT2 Vjgj

With these stem space specifications, we can now state ajgieoimflectional
rules on the basis of (Bonami et al., 2004)’s analysis o$tiai The ordinary mas-
culine is specified ag FORM —], which means that it can be used in contexts where
liaison cannot occur, e.g. before a consonant-initial nmupost-nominally:? For
the MSLF, we implement the stem selection rule describe@dhising a function
that inspects the phonology of the slotl-stem.

[word
PHON

HEAD adj[massg]}

is| SYNSEM
(16) a. masc-sg-adj> L—FORM —

M-DTRS adj-lexeme
STEMSSLOTL

2However itcanoccur before a vowel-initial noun, because liaison is ndigattory for prenom-
inal adjectives; see (Bonami et al., 2004) for extendedudision and analysis.
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word ]
PHON select-stem ([, 2))
lHEAD adj[massg]]
SYNSEM
b. MSLF-adj- LFORM  +
adj-lexeme
M-DTRS sLoTl >
STEMS
SLOT2
where )

i. select-stem((l(...,cons,2) =
ii. select-stem({(...,vow),[2)) =
'word

PHON

c. fem-sg-adj—|SYNSEM [HEAD adj[femsg]}

M-DTRS adj-lexeme
STEMSSLOT2

4 Modeling derived irregularity

We can now turn to our account of derived irregularity. Netibat in the current
setup, a lexeme formation rule does not derive a single stemd single stem, but
it derives a stem space from another stem space. Thus evexifisation of the
stem space that is open to lexical entries is also open tonlefermation rules. A
rule may just specify a single slot of the stem space, in wbade the output of the
rule will fall in the default inflection pattern. Or it may Sg#y extra information
that is incompatible with the default pattern, in which case ends up with an
output that is inflectionally irregular despite being dedproductively.

Now let us turn to a few examples of adjectival lexeme fororatules. These
have the exact same typology as root adjectives. Denomiljedtaves in-aire fall
into the default class A (17). The rule for adjectiveaxmust specify that its output
falls in class B (18). Finally, we come to the crucial casde (19) for adjectives
in -eur with a feminine in-eusedirectly specifies two stems for its output. Since
no inflectional class can accommodate two stems with suchrphraphonological
relation, the output of the rule necessarily ends up withpee fully-irreg stem
space.
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STEMS {SLOTZ GBSB}

SYNSEM {HEAD adj}

M-DTRS HEAD noun
STEMSSLOTL

(17) _aire-adj-Ixm—

class-B
STEMS

SLOT2 €B¢z]

(18) _eux-adj-Ixm—|SYNSEM |HEAD adj}

M-DTRS HEAD noun
STEMSSLOTL

SLOT1 [1cel

STEMS
SLOT2 [1®@z

(19) _eur/euse-adj-Ixm:| SYNSEM [HEAD adj}

HEAD verb
M-DTRS
STEMSSLOTL

The case of deverbal adjectives-gur with a feminine in-rice is entirely par-
allel, but with two complications. First, we must account flee special form of
the verbal stem these adjectives are based on. FollowingrBioet al. (to appear),
we assume that French verbs have an extra slot for a speem| sthich never
shows up in inflection, but serves as the base for at least tareme formation
rules: the rule for nominalizations #ion, the rule for adjectives ireur/-rice, and
the rule for adjectives inif.In the default case, this stem is obtained by addihg
to the end of the stem in slot 1. The corresponding stem slabmlledsLoT13
in (20) because it comes in addition to the 12 slots nece$sagyfull treatment of
French conjugation.

Second, we must account for the fact that some adjectivesuirin this class
are defective in the feminine. Specifically, all adjectivégch have a (nondefault)
stem 13 ending irf's/ have no feminine form; e.@ntideépresseutantidepressive’
*antidepressrice To account for this, we assume that the stem in slot 2 is the
empty list if the input’s stem 13 does not end/irf. We assume that it is a general
constraint on inflectional rules that they need a phonoldlyicmonempty input;
thus no feminine form will be generated from the lexical gmif antidepresseur
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SLOT1 [1Poes

STEMS
SLOT2 fm'ce ()

SYNSEM {H EAD adj}

M-DTRS
< STEMS [SLOT13 }>

(20) _eur/rice-adj-Ixm—
HEAD verb

where
a. ( = t) - frice( @ ) = [2] @ tis
b. ( = <Seg A 7& t) — frice ( ¥ ) = elist

5 Conclusions

In this paper we presented a general approach to stem appmdrased on the
notion of astem spaceWhile a previous HPSG implementation of the stem space
has been presented in Bonami and Boyé (2002), the curtezandined approach
has a number of distinct advantages. It is compatible withriase-oriented ac-
count of phonological opacities in regular inflection (Bori@and Boyé, 2006a); it

is more easily embeddable in a model of morphological perémce (Bonami and
Boyé, 2006b); and as shown in the present paper, it inte@mrectly with data
from derivational morphology, accounting directly for tbtherwise mysterious
phenomenon of derived irregularity.

One issue we did not discuss at all is the modeling of (ir)legexponents: all
the irregularities discussed in the present paper cornesfmcases of morphomic
stem allomorphy. This is mainly due to the fact that, in Frericegular exponents
turn out to be a sporadic phenomenon at best; for instaneee thre exactly 5
verbs with irregulaforms whereas there are more than 350 verbs with irregular
stems For languages with real inflection classes though, theeisgu(ir)regular
exponents must of course be taken seriously. We submittibatde of hierarchies
of inflection patterns should be applicable in such casesti@odifference being
that patterns are characterized by the relation betweemssiad forms rather than
the relations among the stems discussed here.
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