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Abstract

Modern Hebrew is considered to be a ‘parpad-drop language’. Tradi-
tionally, the distinction between cases where-drop is licensed and those
in which it is prohibited, was based on the person and teregeries of the
verb: 1st and 2nd person pronominal subjects may be omittpdst and fu-
ture tense. This generalization, however, was found tolbe fa a number of
papers, each discussing a subset of the data. Thus, cotdreopventional
wisdom, dropped 3rd person pronouns subjects do occur ilatlgeiage in
particular contexts.

Identifying these contexts by way of a corpus-based sursydlye initial
step taken in this study. Subsequently, a careful syntantitysis of the data
reveals broad generalizations which have not been madedo Haus, what
was initially assumed to be a uniform phenomenon of 3rd pepso-drop
turns out to be manifested in three distinct types of contivns. Finally, the
proposed HPSG-based analysis incorporates insightsigongeorrelations
between finite and non-finite control, non-canonical eletsdocality, and
binding.

1 Introduction

The phenomenon giro-drop whereby pronominal arguments may be omitted in
particular contexts is well-known and well-studied. Moreover, the notiothef
Null Subject Parameter, which presumably distinguishes between thosa{grg
which allow unexpressed pronominal subjects (peo;drop languages) and those
which do not, is prevalent in the transformational syntax literature. MoHiemn
brew (MH) poses a challenge to this bifurcation since it exhibits what isregféo

as ‘partialpro-drop’, wherepro-drop is only partially licensed in the language.

Traditionally, the distinction between cases wher@drop is licensed in MH,
and those in which it is prohibited, was based on the person and tenseteatu
the verb. This generalization, however, was shown to be empirically fatsvaral
papers (Borer 1989, Ariel 1990, Vainikka and Levy 1999, and Gut2@®4), each
discussing a subset of the data, from one particular aspect.

In this paper | take a broader perspective by first conducting a cdrapse/e
corpus-based survepf cases in which the traditional distinction fails, followed by
a careful syntactic analysis of the data. This process, as | showsdv®ad gen-
eralizations which have not been made to date, as well as insights comctrain
correlation between the control of unexpressed subjects of infinitbraptements
and the identification of dropped subjects in finite complement clauses.

tThis research was supported by the Israel Science Foundatior (grai37/06) and by The
Caesarea Edmond Benjamin de Rothschild Foundation Institute for Irdigiaiary Applications
of Computer Science. | am thankful to Shuly Wintner for his feedbackdiscussions and to the
anonymous reviewers and the participants of HPSG 2007 for their catame

1The Haaretz Corpus, compiled from a daily newspaper in Hebrew, veasded to me by the
Knowledge Center for Processing Hebrew (http://mila.cs.technion.ac.il)
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2 Pro-drop in Modern Hebrew

The licensing conditions of null pronominal subjects in MH is often attributed to
the person and tense features. Thus, 1st and 2nd person pronsuobjeits may

be omitted in past and future tense (1). Overt pronouns in this contexsadsfor
emphasis or contrastively.

(1) (ata) axalta/toxal tapuax
(you) ate/will-eat.2SMapple

“You ate/will eat an apple.”

Pro-drop is not possible with third person pronominals (2a) and in all cases of
present tense, regardless of the agreement properties of the g@bject

(2) a. *(hu)axal tapuax
(He) ate.3SMapple
“He ate an apple.”

b. *(ani) oxel tapuax
()  eat.SMapple

“| eat an apple.”

The distinction between the two cases is often ascribed to the “richnes® of th
morphology. Past and future tense verbs in 1st and 2nd person guhatagically
marked for person, number, and gender, while present tense vetltisial person
verbs in past and future tense are marked for number and gendeattboit person.
Thus, it is the person agreement feature which enables the identificatitve of
dropped subject.

However, despite traditional observations, 3rd pegsaadrop (3P-PD) is not
completely banned from the languag&entence (3), taken from the Haaretz cor-
pus, illustrates a number of contexts in which 3P-PD can occur.

(3) be-mixtavbe-anglit ileget shehefits bekerewol ha-ovdim
in-letter in-Englishbrokenthat-distributed.3SMimong all the-workers
ha-zarim hoda la-hem beit ha-maloral
the-foreignershanked.3SMo-themhouse.M.CShe-hotel for
avodat-am ha-kashave-hodi'a sheyirkosh
work-POSS.3PMhe-hardand-announced.3Skhat-will-buy.3SM
la-hem kartisei tisa le-artsotei-hem mi-kasp-am

to-themtickets.CSlight to-countries-POSS.3Pfom-money-POSS.3PM

“In aletter in broken English which it distributed among all the foreign work-
ers, the hotel management thanked them for their hard work and aretbunc
that it will buy them plane tickets to their countries at their own expense.”

2Note that | do not consider impersonal or non-referential usesrbéva 3rd person as 3P-PD.
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First, the verthefits(‘distributed’) heads a non-subject relative clause in which the
unexpressed pronominal subject refers to the matrix subject (‘the hdéelcond,

the verbyirkosh (‘will purchase’) heads a subordinate clause which functions as
the complement of the verhodi’a ("announced’), which in itself appears to be
subjectless.

3 Previous analyses of 3rd persopro-drop

The phenomenon of Migro-drop has been discussed in numerous papers. How-
ever, as | came to realize, in many papers the existence of 3P-PD is matndek
edged (see, for example, Shlonsky (1997)). In what follows | brisfigvey a
number of analyses which do address 3P-PD.

Borer (1989), working in the transformational framework, distinguishes
tween 1st and 2ndro-drop, where she posits that a phonologically enmptyoc-
cupies the subject position, and 3rd pergoordrop, which she claims is realized
as an anaphoric AGR. 3P-PD is licensed when the embedded AGR is bpand b
NP in a higher clause which assigns reference to the empty subject. Bpparts
her claim by drawing parallels between “regular” anaphoric elements B#felCB
According to her, both anaphors and anaphoric AGRs cannot bedbousplit
antecedents. As evidence, she presents the following ungrammaticallexamp
which the agreement properties marked on the subjectless verb do nottheh
of either one of the matrix arguments.

(4) *Rina amra le-Ran shehiclixu ba-bxina
Rina.Fsaid.3SRo-Ran.Mthat-succeeded.3R-the-test

“Rina told Ran that they succeeded in the test.” (Borer (1989) ex. 55a)

Vainikka and Levy (1999) draw on the parallel behavior of HebrewRindish
with respect topro-drop and propose a unified analysis for the two languages.
They distinguish between the referential nature of 1st and 2nd pesedhge one
hand, and 3rd person on the other, and claim that the distinction has tiyntac
reflexes. Pro-drop is licensed whenever a referent is available. In 1st and 2nd
person the referent is in the immediate conversational context; in embdddeds
with 3rd persorpro-drop the referent is in the matrix clause. While the technical
syntactic details proposed by Vainikka & Levy differ from those of Bisteas far
as | can tell, their empirical coverage is similar. Both analyses predict thRBCBiB
possible in complement clauses, as long as there is a matrix-argument anteced
Ariel (1990) takes a different perspective by considering 3P-PDérctintext
of her Accessibility Theory. Ariel proposes a type of an accessibilityanary for
each of the factors involved joro-drop. The anaphoric element, which is the verb,
may have different degrees of “richenss” of agreement marking.cédents have
different levels of salience, or prominence. Finally, there are varysggeaks of
cohesion between units in which anaphor and antecedent may appear.
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To illustrate the difference between her approach and that of Bor88j18he
provides a counter-example to Borer's claim regarding the unavailabiligplitf
antecedents.

(5) Noga bikra et  Shimony al ma’amarcdha-shovinisti
Noga.Fcriticized.3SFACC Shimon.Mon his-articlethe-chauvinistic
kshenas’u;,; li-yrushalayim
when-went.3Ro-Jerusalem

“Noga criticized Shimon on his chauvinistic article when they went to
Jerusalem.” (Ariel (1990), chapter 6, ex. 5a)

Ariel attributes the difference in grammaticality to the type of verb used. Com-
plements ofamar (‘said’), she claims, do not share the same degree of cohesion
to the matrix verb than other sentential complements. Ariel, however, ovarlook
the fact that while sentence (5) does show a grammatical occurrenpditadrs
tecedents, its syntactic structure is not identical to (4), since the droppgstsin

this case is the subject of an adverbial clause, not a complement cléhisead |

will subsequently show, makes a difference.

Gutman (2004) continues Ariel's line of inquiry by comparing the distribu-
tion of null subjects in Hebrew, Finnish, and Rumanian, a typgretdrop lan-
guage, and testing various salience and cohesion factors. She cerkaleffect
of saliency in terms of grammatical functions, agents vs. non-agentspandtas
vs. inanimates, and concludes that MH is less restrictive in the distributioR-of 3
PD than Finnish, in that it allows non-subjects, non-agents, and inanimateists
antecedents to dropped 3rd person subjects. In terms of cohesiariashg that
when the meaning is kept constant there is not observable contrast irekdi¢dn
subordination and conjunction.

In conclusion, the different studies reviewed here suffer from a runolb
shortcomings. First, each of the studies addresses only some of theuctioes
and is based on a limited data set. Furthermore, | have shown cases wéere th
authors do not make a clear distinction between the different construciitis
as | will presently demonstrate, obscures the data and weakens theiankbys
these reasons the goals of the following sections are (i) to conductthemeetic
corpus-based survey of 3P-PD, and (ii) to provide a compreheaso@unt of the
data.

4 A closer look at the data

The starting point of the current analysis is identifying the syntactic cart&ins
which license 3P-PD. A survey of examples cited in the literature as wellas “n
uralistic” corpus examples reveals four syntactic environments whefeBR-
licensed: (i) adverbial clauses, (ii) non-subject relative clausesc@iplement
clauses, and (iv) coordinated constructions. In what follows | will@ssceach one
in turn.
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4.1 Adverbial clauses

Judging from the corpus datayo-drop is the unmarked choice for 3rd person
pronominal subjects of adverbial clauses in past or future tense. NRD3Ras
found in present tense. In the majority of the cases the antecedent is tle matr
subject, yet antecedents with other grammatical functions were foundlaae-
sider, for example, sentence (6), where the antecedent is obliqueeatahce (5)
above, where the antecedent is split between the subject and direttt obje

(6) huhaya  yoshev leyad-am kol ha-layla
he was.3SMsit.present. SMiext-to-them.3PMll the-night
kshenaflu;  le-mishkav...
when-fell.3PMto-bed

“He would sit next to them all night when they were ill...” (Ha'aretz Corpus)

The fact that adverbial clauses, which are adjoined to the main claussitate an
appropriate context for 3P-PD is not surprising in light of Ariel’'s (1ppfediction
regarding the level of cohesion that is required between the unit whists lioe
dropped pronoun and that in which the antecedent occurs.

4.2 Relative clauses

Non-subject relative clauses, too, are able to host 3P-PD. While thitraotion
is not explicitly mentioned in the literature on Mpto-drop, a number of examples
of it were found in the corpus. One such example is given in (3) and &ated in
abbreviated form in (7).

(7) be-mixtavshehefits; bekerevha-ovdim hoda la-hem
in-letter that-distributed.3SMimong the-workerghanked.3SMo-them
beit ha-malon...

house.M.CShe-hotel...

“In a letter which it distributed among the workers, the hotel management
thanked them...”

Relative clauses, too, function as adjuncts, and thus form cohesigewith the
matrix clause. This cohesion is the enabling condition for the antecedgutetto
subject relationship.

®Note a parallel construction in Englisthen asked to Join the party, Bill declined
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4.3 Complement clauses

The case of complement clauses is not as straightforward as the prewviesis
This was already hinted at in the discussion of Ariel's analysis, whersisigies
out a particular lexical itemamar ('said’), whose complement clauses form less
cohesive units with their matrix clauses. It appears that not all compleraerses
are created equal in terms of 3P-PD. In what follows | distinguish betweee
distinct cases.

Many MH verbs which take infinitival VP complements can also take finite
clauses as complements. This class of verbs is further divided into twesladse
first class, to which I refer here as ‘full control verbs’, exhibits thenge control
pattern with both infinite and finite complements. Thus, when the subject of the
finite clause is unexpressed, its referent is identified with the same matrixangu
as in the infinitival case. An example is given in (8a), where the controfltdreo
unexpressed subject is the indirect objegtma’askikn(‘the employers’).

The subject of the embedded clause, however, is not restricted to 3Rafi2r,
it can be a pronominal, coindexed or not with the controller, or any lexi€a(8).
Furthermore, similarly to English control phenomena, this relationship canrers
to denominal verbs as well (8¢). Examples of subject control verbs icitégory
arehivtiax (‘promise’), kiva (‘hope’), andhitsi'a (‘offer’).

(8) a. ha-va’addarash me-ha-ma’asikim
the-uniondemandedrom-the-employers.PM
lashalem/shegreshalmu maskorot
to-pay.INF/that-will-pay.3PMsalaries

“The union demanded from the employers to pay salaries.”

b. ha-va’addarash me-ha-ma’asikim
the-uniondemandedrom-the-employers.PM
she-heny /ha-menahalinyeshalmu  maskorot
that-they/the-managers will-pay.3PM salaries

“The union demanded from the employers that they/the managers pay
salaries.”

c. drishat ha-va’ad me-ha-ma’asikim
demand.C$he-unionfrom-the-employers.PM
lashalem/shgreshalmuy maskorot
to-pay.INF/that-will-pay.3PMsalaries

“The union’s demand from the employers to pay salaries”

Note that since finite verbs in Hebrew are morphologically marked in agrdemen
with their subjects, the form of the verb indicates explicitly which is its antededen
(and can be manipulated to check alternatives). It should be addedrésanp
tense in this case is ungrammatical.

The second class of verbs is referred to here as ‘semi-control’ véitasthis
class, control is limited only to the infinitival case. Thus, while the controller of

179



the unexpressed subject of the infinitival VP is the matrix subject (9a)sube
ject of the embedded finite clausannot be coindexed with the matrix subject,
whether it is expressed or unexpressed (9b). Lexical NPs or molggnonominals
are acceptable (9c¢).

(9) a. ha-maxlaka ratsta livnot et ha-batim...
the-department.Swanted.3SFo-build ACC the-houses

“The department wanted to build the houses...” (attested example)

b. *ha-maxlaka ratsta she-hj/shed tivne; et
the-department.Swanted.3SEhat-she/tha# will-build. 3SFACC
ha-batim...
the-houses

c. ha-maxlaka ratsta she-ha-irya/she-hj
the-department. Swanted.3SREhat-the-municipality. SF/that-she
tivne; et ha-batim...

will-build.3SF ACC the-houses
“The department wanted the municipality to build the houses...”

Other members of this class amenen‘plan’, hiskim‘agree’, andserevrefuse’.

The third class of verbs, referred to as ‘finite control verbs’, arbsavhich
only take finite clauses as complements. A 3P-PD embedded subject is obligato-
rily controlled by the matrix subject (10a). Split antecedents are impossible (c
(4)). Moreover, present tense is ungrammatical. When not a 3P-PBpthedded
subject can be a pronominal or any lexical NP, on a par with full conteobs
(10b).

(10) a. ha-xevra hodi'a ki hixlita; al hafsakat
the-company.SBnnounced.3Sthatdecided.3Sn stopping
yitsur ha-memisim...

productionthe-solvents

“The company announced that it has decided to stop producing the
solvents.” (Ha'aretz Corpus)

b. ha-xevra hodi’a ki hi;/;/ha-va’ada hixlita
the-company.SEnnounced.3Sthatshe/the-committedecided.3SF
al hafsakatyitsur ha-memisim...
on stoppingproductionthe-solvents

“The company announced that it/the committee has decided to stop
producing the solvents.”

This class includes verbs of statement, suchitshir (‘claim’), siper (‘tell’),

andhodi’a (‘announced’), which are widespread in the newspaper corplecketa.
Furthermore, it appears from the corpus that 3P-PD is the prefeptazhavith this
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type of verbs in this register. Closely associated with the newspaper ragitte
use of the complementizé&r (‘that’), which is seldom used as an embedding com-
plementizer in spoken language.

To summarize, the licensing of 3P-PD in complement clauses depends on the
verb type. The following table lists the different types of verbs discusslkedig
with information regarding their complementation patterns and the availability of
3P-PD.

Verb Type VPinf | Sfin | 3P-PD
Finite Control Verbs,  * Vv
Full Control Verbs vV Vv

*

Semi-Control Verbs| /
Infinitival VP only vV

L <

*

Note that the “Infinitival VP only” category is included in the table for complete
ness. Verbs in this category, for examplisa (‘try’), are not compatible with a
finite complement clause, and are therefor not candidates for 3P-PD.

We can then conclude that 3P-PD is licensed in the finite complement clauses
of two types of verbs: verbs which only take finite clauses as complements (i.e
finite control verbs) and a subset of verbs which take both infinitivad &l finite
clauses as complements (i.e., full control verbs).

4.4 Coordinated constructions

Many corpus examples of 3P-PD, as well as constructed examples in tlae liter
ture, are instances of coordination, where a subjectless verb appéiaessecond
conjunct. Alongside straightforward VP-CONJ-VP strings, there areyroases

in which the second conjunct is preceded by an adverbial. Sentercfeas(11)
are considered by Ariel (1990) and Gutman (2004) as “conjoined rsegg& with
3P-PD in the second conjunct.

(11) hayomnoga hitxila im shimon u-le-da’ati maxar
today Noga.Fstarted.3Skvith Shimon.Mand-to-my-mindomorrow
tatxil ; im david

will-start.3SFwith David.M

“Today Noga made a pass at Shimon and in my opinion tomorrow she will
make a pass at David.” (Ariel (1990), chapter 6, ex. 6a)

Note that this construction is not amenable to a simple VP-coordination analysis.
The clause-initial adverbiddayom(‘today’) has scope only over the first conjunct,
as it is contrasted with the adverbiabxar (‘tomorrow’) in the second conjunct.

“The complementizeki is frequently used in a different sense, meaning ‘because’.
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A purely syntactic VP-coordination analysis, then, would have to assunseand
tinuous VP constituent.

An additional example is the matrix clause of sentence (3), repeated here in
abbreviated and slightly modified form as (12). The first conjunct in seetél2)
is an instance of “triggered inversion”, where a non-subject deper(@dePP, in
this case) appears clause-initially and triggers subject-verb inversi@nreBult is
a VSO word order, where the subject comes between the verb and its coempje
thus splitting the VP constituent.

(12) ba-mixtav [hoda la-hem beit ha-malon al
in-the-letterthanked.3SMo-themhouse.M.CShe-hotel on
avodat-am] [ve-hodi'a; she-yirkosh la-hem
work-POSS.3PMand-announced.3Skhat-will-buy.3SMto-them
kartisei tisa]
tickets.CSlight

“In the letter the hotel management thanked them for their work and an-
nounced that it will buy them plane tickets...”

One important characteristic which sets this construction from the previous
ones is that the coordinate construction allows 3P-PD with a present terisiv
the second conjunct. This is illustrated in (13).

(13) asrot anashimmagi'im mi-tailand le-israelkshe-hem
tens.CYeople arrive.PMfrom-Thailandto-Israelwhile-they
nirshamim ke-mithadvimax le-ma’asemeshamshim ovdim
register.PMas-volunteersbutactually serve.PM workers.PM
sxirim  zolim
paid.PMcheap.PM

“Tens of people arrive from Thailand to Israel registered as volustehile
they actually work as low paid workers.” (Ha'aretz Corpus)

The construction illustrated by (12) is similar to the Subject Gap in Finite
clauses (SGF) coordination construction which is found virtually in all Gaitma
languages and marginally in English ( Wunderlich 1988, Kathol and Le\988,1
Kathol 1999)°

(14) In denWald ging derJager undfin einenHasen
into the forestwentthe hunterand caughta rabbit
“The hunter went into the forest and caught a rabbit.”

The similarity between the MH construction and the SGF coordination con-
struction, which is found in nopro-drop languages, as well as the construction’s

5| thank an anonymous reviewer for this suggestion.
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compatibility with present tense suggest that the unexpressed subjectsache
ond conjunct is an instance of some type of construction-specific gappidgiot
pro-drop.

A different case of interaction between 3P-PD and coordination is disdus
by Ariel (1990). This is illustrated by the example sentence in (15).

(15) noga dibra im shimon yafe, ve-*(laxen)ya'azor; la li-sxov
Noga.Fspoketo Shimon.Mnicelyand-so  will-help.3SMherto-carry
et ha-mizvada
ACC the-suitcase

“Noga spoke nicely to Shimon, and (so) he will help her carry the suitcase.
(Ariel (1990), exx. 6¢ & 6eii)

Unlike the previously mentioned coordinated construction, the droppgecsuis

the verb in the second conjunct is not identified with the subject of the first ¢
junct. Rather, it is the indirect object which antecedes the missing subjent. Co
sequently, a VP-coordination analysis is irrelevant. Moreover, as Aois, the
adverbial preceding the second conjunct is obligatory.

The role of the adverbial in licensing the 3P-PD in this case is creatingioohes
between the two coordinated units by explicitly marking that the second clause is
a consequence of the first. This is the type of construction referredfkolby and
Van Valin (1984) as ‘cosubordination’.

To summarize, | propose that of all the coordinated constructions onlg thos
in which the dropped subject in the second conjunct is identified with an argu
ment other than the subject are true cases of 3P-PD. Moreover, tleodeaases
where the obligatory occurrence of an adverbial subordinates tbadeonjunct
to the main clause. In contrast, coordinated constructions where the tsoitijlee
first conjunct antecedes the empty subject in the second conjunct taedes of

gapping.

4.5 Summary

At this point it has been established that contrary to conventional wisdain, 3
person pronouns may be omitted in Modern Hebrew. Moreover, it hasdbesvn
that 3P-PD is licensed in a number of distinct constructions. One queshiiIng,
however, which is whether what we referred to here as 3P-PD is ifirizadt pro-
drop.

In all the constructions in which they are licensed, dropped 3rd persmom-
inal subjects require linguistic antecedents. This characteristics sets ffain a
from “standard”pro-drop, which does not impose such a constraint. In Ariel's
(1990) terms, the impoverished accessibility of 3rd person referentgasfiers
of unexpressed subjects (in comparison with highly accessible 1st ange?son
referents) requires there to be a linguistic antecedent in the matrix clausatifyid
the dropped 3rd person pronominal subject.
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The tense restriction, which prohibits 1st and 2nd pemordrop from occur-
ring in present tense, applies to 3P-PD in adjunct clauses and compldmesgx
Nevertheless, dropped 3rd person subjects in present tense @teddgonstruc-
tions are grammatical. This, | claims, rules out the possibility of associatind8P-P
in coordinate constructions witbro-drop. This type of construction is similar to
the SGF coordination constructions, which is also found in prrerop languages
(e.g,. German and English).

As to 3P-PD in adjunct and complement clauses, the main distinction between
this type of subject drop and that of 1st and 2nd person is the nature laehsing
conditions. 1st and 2nd perspro-drop is licensed regardless of the syntactic con-
struction in which it appears. In contrast, the distribution of 3P-PD is caingtl
by the type of syntactic construction. 3P-PD in adjunct clauses can beedetd
by a single or a split matrix antecedent. 3P-PD in complement clauses is licensed
lexically by the embedding verb, and not by the verb whose pronomin@ditib
dropped. Moreover, the identification of the referent (or controlléthe unex-
pressed subject is lexically specified at the matrix verb level.

Consequently, | conclude that while there indeed are similarities between “sta
dard” pro-drop and 3P-PD, the two phenomena cannot be conflated. Moreover,
what was at first assumed to be a uniform phenomenon of 3P-PD has tnuhto
be manifested in three distinct types of constructions.

5 The proposed analysis

5.1 Overview

The main challenges which 3P-PD in Modern Hebrew poses are threatmdm-
modating non-local constraints, accounting for the two types of droppgeds,
and providing an analysis of the different control patterns in compleniauses.
In what follows | will undertake each of the challenges in the processasigmting
an account of the phenomenon.

5.1.1 Non-local constraints

The 3P-PD constructions presented here raise issues regardingdtity lotse-
lection, in that they require that information regarding the subject of a fitdatese
be visible at the CP level. Thus, in all relevant constructions the licensidg-&fD
does not occur at the lexical level, where the verb combines with its depend
but rather, at the clausal level. This, of course, is problematic in a franesuch
as HPSG where valence requirements are canceled off as they aredéalthe
construction of phrasal signs. Once the SUBJ requirement is fulfilled ssisraed
to be non longer on the VALENCE lists.
In this issue, Sag (2007) mentions similar cases of controlled pronominal sub

jects in finite clauses in the context of his discussion of locality. The solutiagchwh
he proposes for such cases, as well as other related phenomenacédetery
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featureEXTERNAL ARGUMENT (XARG). Unlike VALENCE requirements, which
are cancelled off from the list as they are realized, the XARG featuren|zes
information “beyond” the phrasal level. As such, this feature providesralle to
information inside the clause, and thus overcomes the locality issue.

The visibility of the XARG feature at the clausal level enables us to define
clausal constraints which target properties of the clausal subject. dpedifically,
this requires that the XARG feature percolate from the lexical level to thiezP
This, | propose, is achieved by the coindexation of the complementizerB&XA
feature with the XARG of the clause which they select.

16) [ 'HEAD ¢
XARG I

fin-clause

SS|LOC| CAT
verb

VFORM fin >
XARG

VAL | COMPS < HEAD

Overcoming the locality barrier is the first step in providing an analysis of
3P-PD in its various manifestations. The second step is to determine the exact
nature of the unexpressed 3rd person pronominal subject, and to dishirigfrom
“standard” 1st and 2nd pers@no-drop.

5.1.2 Pro-drop

The analysis opro-drop in HPSG builds on the disassociation between ARG-ST
and VALENCE proposed by Manning and Sag (1998). Thusdrop is viewed as

a variation on the Argument Realization Principle (ARP), where the leastuzbliq
argument in ARG-ST is not mapped to a VALENCE slot, yet remains in ARG-
ST (Ginzburg and Sag, 2000). A preliminary version of the Idid-drop ARP,
which incorporates the language-specific tense & person restricticheeflacts
the traditional description gfro-drop, is given in (17).

(17) Pro-drop ARP (preliminary version)

HEAD

%
VFORM past v future]

SUBJ()
COMPS[]

VAL

ppro o mlist
PER1st v 2nd

ARG-ST<NP:

This type of constraint could suffice for the purpose of accountingdiam-
dard” pro-drop in the language, since overt 1st and 2nd person pronourctibje
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can be freely omitted (modulo pragmatic considerations), regardless ofrttaes
tic context, and consequently the status pfadropped clause is identical to that
of its overt-pronoun counterpart. 3P-PD, however, as was prdyishswn, has

a much more restricted distribution. Moreover, the licensing conditions &#I3P-
target “higher” clauses, where the subject requirements of the lowbrare not
visible. In other words, the fact that a 3rd person pronominal waspdpeeds
to be projected at the clausal level. For this reason the XARG featurédsheu
incorporated into thero-drop constraint. Moreover, the value of XARG should
reflect the fact that the subject is “dropped” or unexpressed.

The HPSG type inventory provides a way to account for arguments which
are not realized locally by overt linguistic expressions. These arguraeatk-
censed by non-canonical synsemsrican-sy in distinction from canonical sy-
sems ¢anon-s§, which license overt expressions. The type hierarchy given in (18)
is an extension of the hierarchy posited by Ginzburg and Sag (200®b@mand
Sag’s hierarchy defines two subtypesnoincan-ss gap-ss which refers to ‘gap’
arguments in extraction constructions, gmd-ss which accounts for unexpressed
controlled subjects of nonfinite phrases.

For the purpose of this account | propose a slight extension. Undertaigsis
the use ofpro-ssis extended to the domain of finite phrases, and, in addition, is
further expanded by the introduction of two immediate subtyfde&:pro-ssand
3-pro-ss As will be shown, this architecture provides a way of both distinguishing
and consolidating the two types of dropped subjects.

(18) synsem
canon-ss noncan-ss
pro-ss gap-ss

1-2-pro-ss 3-pro-ss

Consequently, the propos€do-drop Argument Realization Principle is given
in (19). Note that the relationship between the unexpressed pronombjatsin
ARG-ST and the non-canonical pronominal in XARG is maintained by the coin-
dexation of the CONTENT value of the two features. Thus, once consttuthe
phrase projects the INDEX feature of its unexpressed subject, assitblk anfor-
mation that it contains a non-canonical subject.
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(19) Pro-drop ARP (final version)

HEAD

%
VFORM past Vv future]

SUBJ()

VAL
COMPS[1]

ARG-ST<NP: ppro> o [ list
XARG pro-ss

It should be added, for completeness, that in the “standard” ARP theGdRue
is identified with that of (the first and only element of) SUBJ.

5.1.3 Adjunct clauses

The licensing of 3P-PD in adjunct clauses is defined in contrast to its ftiohib

in root clauses. Both constraints apply to clausal types. Following S&Y)Ed
Ginzburg and Sag (2000), relative clauses are licensed by subtl/fies dausal
typerel-cl. The distinguishing characteristics of all relative clauses are: (i) they
cannot serve as independent clauses, (ii) they cannot be invartefiipthe mod-

ify nominals. These characteristics are expressed by way of type aimnston the
supertypeael-cl.

The aforementioned studies do not consider adverbial clauses. dowes-
sume that in addition to theel-cl type an analogous typedv-cl is needed in
order to account for adverbial clauses, which, similarly to relative elsus) can-
not serve as independent clauses, (ii) cannot be inverted, and yi&ghaon-empty
MOD feature. Naturally, the MOD value of adverbials is noun butv. The ques-
tion of whethermel-cl andadv-clare subtypes of a more general typeog-c) is
immaterial to the present analysis. The crucial issue is that both types seslau
allow their XARG value to be of typ8-pro-ss In contrast, clauses which function
as root clauses are incompatible wittBgro-ssXARG. This generalization can
be captured either by a default constraint on all clauses, or explicitly@mtst
general clause types which function as root clauses. An illustration ahalysis
of 3P-PD in an adverbial clause (extracted from (5)) is given in figure

Recall that the identification of the referent of the unexpressed embaditie
ject depends on linguistic antecedents in the matrix clause. This, howewer, is
pragmatic process, which is not syntactically determined, and, thus perrttits bo
single or split antecedents.

5.1.4 Complement clauses

As was previously discussed, the control patterns involved with 3P-Bj@te
complex. An account of these patterns is required to distinguish betwesm thr
different verb categoriedull control verbs semi-control verbsandfinite control
verbs In what follows | address each one in turn.
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CP

adv-cl
c
HEAD |IC —
MOD v
XARG
c VP
HEAD ¢ [hd-comp-ph
XARG
HEAD verb _
COMP5<[XARG D VFORM fin
SuBJ ()
VAL
COMPS ()}
| XARG [23-pro-ss

kshe nas’u li-yrushalayim
when went.3P to-Jerusalem

Figure 1: Adverbial Clause

Full control verbs

The class ofull control verbsis the least restrictive one. Verbs which belong
to this class alternate between taking infinitival and finite clauses as complements
The infinitival case is remarkably similar to that of English, and, therefora-c
patible with the analysis proposed by Pollard and Sag (1994). Verbs talvim
categories — subject control and object control — according to the gréinaha
function of the matrix argument which controls the unexpressed subjéuot &P
complement. Control in this case is obligatory.

Finite control is more involved. The subject of the finite complement clause
may not necessarily be controlled by a matrix argument. Thus, as was illdstrate
(8) above, the embedded subject can be a contr8Hpmb-ss a controlled or free
personal pronourpfro), or an unbound lexical Nmpro). An additional compli-
cation, not mentioned earlier, is the possibility of the occurrence of amtirodied
1-2-pro-ss An example is given in (20).

(20) ha-va’addarash me-ha-ma’asikim sheneshalem maskorot
the-uniondemandedrom-the-employers.PNhat-will-pay.1Psalaries

“The union demanded from the employers that we pay salaries.”

In order to capture the different patterns, | propose to differentiatedsan
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those cases in which control is obligatory and those in which it is not. Conse-
quently, a lexical rule will account for the control pattern correspondédetween
the infinitival and the finite cases. The Infinite to Finite Subject Control lagxic

Rule for subject control verbs such laistiax (‘promise’) is given in (21).

(21) Infinite to Finite Subject Control Lexical Rule

[inf-subj-full-ctrl
suBJ( A )

CAT | VAL VFORM inf
COMPS( VP 3]

suBJ( A ) =

RELATION rel

CONTENT | ARG1[1]
SOA-ARG[3]

[fin-subj-ctrl

It should be emphasized that the ability to

CAT | VAL fin-clause
COMPS< HEAD ¢

CONTENT

suBJ( A )

XARG pro-ssg

:>
ARG1[

SOA-ARG[3]

the finite complement is

RELATION reI]

“look inside”

achieved by way of the XARG feature which exposes the type of subjetits
CONTENT value. The structure-sharing of index features, indicatéd, bgnders
the control obligatory. A similar rule is required for object control verbs.

A partial analysis of the finite object control example in (8a) is given in &gur

2.

o

\Y,

[fin-obj-ctrl
suBX(()
CAT | VAL

RELATION deman
AGENT[2]
PATIENT[4]
SOA-ARG[6]

CONTENT

darash
demanded

COMPS<, CP[XARG pro-s%:@>

|

VP

BIPRy Blcp

XARG 3-pr0-s

fin-clause
CONTENT[s]

me-ha-ma’askim she-yeshalmu maskorot
from-the-employers that-will-pay salaries

Figure 2: Finite Object Control

The remaining cases are those in which the embedded subject is notanidgess
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coindexable with the matrix subject. A description of the associated lexicalgype
given in (22).

(22) [finite-comp
suBl  (NRy)

fin-clause

HEAD c
iEl
canon-ss
Vv 1-2-pro-s
HEAD noun

CAT | VAL
COMPS

XARG

RELATION rel
CONTENT |ARG1[
SOA-ARG[3]

As was previously mentioned, different types of nominal subjects care s
embedded subjects in this construction. This is expressed in the XARG value o
the finite clause in the COMPS list. Nominal external arguments ofd¢gpaon-ss
account for lexical NPs as well as pronominal ones. It should be rib&tdvhile
the constraints do not impose a coindexation relation between the XARG and the
SUBJ, they do not prevent it. Consequently, embedded pronominalcssilaje
either bound or free. The second disjunct in the XARG value is negessarder
to allow cases of 1st or 2nd perspro-drop in the complement clause, such as (20)
above.

The use of disjunction in this constraint is not trivial with respect to the férma
ism of HPSG. However, the proposed type hierarchgyofsemsloes not allow for
a natural grouping of these NPs (i.e., lexical NPs, personal pronandslst and
2nd persormpro-drop). For the purpose of descriptive adequacy | choose to use the
disjunction operator. An alternative solution is to posit different lexicalies for
each of the XARG possibilities.

Semi-control verbs

The Infinite to Finite Subject Control Lexical Rule given in (21) does pptya
to the class of semi-control verbs, since control in this case is restrictec to th
nonfinite domain, similarly to English control verbs. Thus, while as infinitival
control verbs the two types of verbs are indistinguishable, the types wbéise
them must be distinct. For this reason | posit two separate typesubj-full-ctrl
andinf-subj-semi-ctrlwhich are both subtypes of more general tifesubj-ctrl.

In addition to infinitival VPs, finite clauses too can serve as complements to
semi-control verbs, provided that the embedded subject is not contin/i¢le
matrix subject (see (9b) & (9¢)). This completely rules out any type ofddiRon-
ical or non-canonical, which is coindexed with the subject.

One way to build this type of a constraint into the grammar is by using inequa-
tion, and stating that the indices of the two entities cannot be coindexed.ofhis,
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course, raises the issue of the status of inequation in the formalism of HPSG,
debate which is not the focus of this paper. An alternative option is to iatsoc
this constraint with Binding Theory. More specifically, according to Prileck,

a personal pronoun must be a-free, where ‘a-free’ refers to theslof the HPSG
Binding Theory, namely ARG-ST (Manning and Sag, 1998). Since bo#ntov
pronouns angro-ss are pronouns, the binding of XARG by the matrix subject
can be avoided by adding it to the ARG-ST of the embedding cl&ubesuch a
configuration, XARG is in the binding domain of the subject, and thus carmot b
coindexed with it.

(23) [finite-comp-no-bind

SUBY(IINRy)

VAL fin-clause
CAT COMP HEAD ¢ 5]

XARG [BINP

ARG-ST<, 3, >

RELATION rel
CONTENT |ARGL1[4
SOA-ARGI3]

At this point | consider the two alternatives as engineering solutions. &lda
question of the theoretical and empirical ramifications of each option to furthe
research.

Finite control verbs

Finally, finite control verbs can only take finite clauses as complements. In
fact, the type of constructions in which these verbs are licensed is a sifiltisese
which license full subject control verbs, namely the finite ones. Coresaty
the two lexical types which describe the realization possibilities of these aegbs
fin-subj-ctrl (21) andfinite-comp(22).

5.1.5 Coordinated constructions

The discussion of the coordinate constructions involved with 3P-PD dissimgad
between two types of constructions: an SGF-like construction, in whichrihe u
expressed subject of the second conjunct is considered to be angaposubor-
dination, where the unexpressed subject of the cosubordinated @ddsatified
with a non-subject in the first clause. An analysis of these constructiangsale
the scope of this paper and is left for future work. Nevertheless, é&8G4Pased
analysis of the SGF coordination construction is proposed by Katholj1i&9

®Note that this move is possible due to the disassociation between ARG-STAMENCE
proposed by Manning and Sag (1998)
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a linearization framework, where linear order is considered conceptiialiynct
from constituent relations. In addition, a discourse functional analy$$&¢ co-
ordination in LFG is proposed by Frank (2002).

6 Conclusion

Contrary to the traditional description pfo-drop in MH, pro-drop of 3rd person
pronouns does occur. lts distribution, however, is more restricted tlaammthst
and 2nd person pronouns. The observation presented here is tiR& 8Bcurs
freely in adjunct subordinate clauses (i.e., adverbial clauses, retddiuses, and
‘cosubordinated’ clauses) when it is anteceded by a matrix argumertedstat
(single or split). Cases which were previously viewed as 3P-PD in comjaiae-
tences were analyzed here as cases of gapping angaadtop. Consequently, it
was proposed that the licensing of this kind of 3P-PD is associated with dfpes
clausal constructions Furthermore, the clausal association confirms Ariel’'s pre-
diction regarding the necessity of cohesion between the units of the aetteedl
dropped subject.

More restrictive licensing conditions were found to apply to embedded com-
plement clauses, where the licensing of 3P-PD depends on lexicalrpespef
the embedding verb. Three types of verbs were identified, each with ttsyjar
complementation and control patterns. For one type of verbs referrezi‘folla
control verbs’ the identification of the antecedent of the empty subjectovasl
to correlate with the identification of the controller of parallel constructions with
an infinitival complement. More generally, the licensing of 3P-PD in complement
clauses was found to be determined at the lexical level.

In conclusion, this study provided a comprehensive data-driveruatod the
phenomenon of 3P-PD, a phenomenon that has not received araselegalysis
up until now. The proposed HPSG-based analysis incorporated insigiterning
locality, clausal vs. lexical constraints, correlations between finite anefinite
control, non-canonical elements, and binding.
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