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Abstract

This paper describes a number of verbal argument markingrpatfound
in the world’s languages and provide®sc analyses for them. In addi-
tion to commonly-occurring variations of morphosyntaalignment (e.qg.
nominative-accusative, ergative-absolutive), this pateo presents analy-
ses of more complex phenomena, including ergativity splitsstronesian-
style focus-case systems, and direct-inverse systemshamdimteraction
with case.

1 Introduction

The Grammar Matrix (Bender et al., 2002) is an attempt toipieoa typologically-
informed foundation for building grammars of natural laagas in software. It
includes a set of pre-defined types for lexical and syntaatés, and a hierarchy of
lexical types. It also provides a detailed syntax-sematrititerface consistent with
HPSG and Minimal Recursion Semantics (Copestake et al., 2008)eapressed
in TDL (type description language) as interpreted byitke (Copestake, 2002).
The primary purpose of the Matrix is to allow the rapid creatof new grammars
based on insights gained in the implementation of previsamgars.

The core of the Matrix is a set of types that are intended torleetsal. Since
there are linguistic phenomena that are widespread butmeénsal, the Matrix
also includes “libraries” that consist of additional typesvering non-universal
phenomena (Bender and Flickinger 2005, Drellishak and Begd05). The Ma-
trix also includes a customization system that prompts guist through a web-
based questionnaire about a language, then creates & gtartenar based on the
Matrix and the appropriate libraries and tailored to theyleage. The current ver-
sion of the questionnaiteincludes, among others, mandatory sections on basic
word order and basic lexical entries, and optional sect@nsentential negation,
coordination, and matrix yes/no questions. The lexicotiaetas recently been
greatly enhanced, now allowing the description of compidbectional morphol-
ogy (O’Hara, 2008) and of an arbitary number of noun and viabses.

This paper describes the implementation of a library thppetts the marking
of verbal arguments, principally via case. Developmentughsa library involves
three steps. First, the typological range to be covered imeistetermined. Sec-
ond, HpsG analyses must be developed for each of the possible markstgnss.
Finally, these analyses must be “factored” into a set of audlyses that the cus-
tomization system can “snap together” in response to a itiguanswers to the

fThe author would like to thank Emily Bender for her guidaridan Flickinger for help refining
this paper’s focus, Laurie Poulson for tense and aspecly R&Hara for morphology, Stefan Muller
for calling my attention torRALE, and Renée for proofreading. This work was supported by NSF
grant BCS-0644097, a gift to the Turing Center by the Utilk@undation, and the Max Planck
Institute for Evolutionary Anthropology.

*http://www.delph-in.net/matrix/customize/matrix.cgi
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guestionnaire and produce a consistent grammar. This palbéscus on the sec-
ond step, the development of analyses, for several compjexreent marking pat-
terns, including split ergativity, focus-case markingg alirect-inverse languages,
in which argument marking is sensitive to grammatical scale

2 Case

Blake (2001) definesASE as “a system of marking dependent nouns for the type
of relationship they bear to their heads.” This definitiooliles an extremely
broad range of phenomena; in order to narrow this range, taen@ar Matrix
case library covers only case-marking of mandatory argtsnefhverbs. Even
within this narrowed typological range, there exists cdasable variation cross-
linguistically.

Most notably, languages vary as to how intransitive andsitae clauses mark
their arguments. Following Dixon (1994), | refer to the cahgrammatical roles of
arguments as S (intransitive subject), A (transitive agemd O (transitive patient
or object). Some languages mark S and A with the same caseQ amith an-
other case; this is called theMINATIVE -ACCUSATIVE pattern? Other languages
mark S and O the same, with A different; this is #RGATIVE-ABSOLUTIVE pat-
tern. Finally, some few languages mark all three roles wifidly; these are called
TRIPARTITE languages.

Some languages have mandatory verbal arguments markedlitipaal cases
beyond those marking intransitive subjects, agents, atidig. The Matrix cus-
tomization questionnaire supports the description of &itrary number of addi-
tional case labels, which can then be used when describéngatse of lexical items.
In this paper, however, | will generally confine my attentanly to cases marking
the S, A, and O roles.

Nominative-accusative, ergative-absolutive, and ttifmKpP case marking can
be specified on verb lexical types using thec-sT feature (Manning and Sag,
1998) to constrain the argument structure, with the ArgurReralization Principle
providing the identities with theusJandcompslists:

(1) Nominative-Accusative

2There are nominative-accusative languages, includindigngnd German, in which the nomi-
native case only marks the S or A argument of finite verbs. Mogéehe interaction of case-marking
and verb form in the customization system is an area for éutork.

3The current version of the system treats S and A as the sulnjecO as an object by placing
them on thesuBJ and compslists, respectively. In fact, this is not an adequate aiglgsss-
linguistically. Some languages show inter-clausal or agti¢ ergativity, in which S and O pattern
together in constructions including coordination andtiedaclauses (Dixon, 1979, 127). Manning
(1996) describes an analysis of the variation between natwgital and syntactic ergativity; how-
ever, the current version of the Matrix questionnaire idekialmost no multi-clausal phenomena
(the exception being coordination), so support for symntaagativity has been left for future work.
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intransitive-verb-lex

SYNSEM..HEAD.VAL .SUBJ<>

ARG-ST< [ .HEAD.CASE nomD

transitive-verb-lex
SUBJ <>

SYNSEM..HEAD.VAL
COMPS <>

L=

{..HEAD.CASE nom,
ARG-ST

[..HEAD.CASE acc}

(2) Ergative-Absolutive
intransitive-verb-lex

SYNSEM..HEAD.VAL .SUBJ<>

ARG-ST< [ .HEAD.CASE ab%>

transitive-verb-lex

SYNSEM..HEAD.VAL

SUBJ <>
@)

COMPS

{..HEAD.CASE erg],
ARG-ST
{..HEAD.CASE abs}

(3) Tripartite
intransitive-verb-lex

SYNSEM..HEAD.VAL .SUBJ<>

ARG-ST< [ .HEAD.CASE S}>

transitive-verb-lex
SUBJ <>

SYNSEM..HEAD.VAL
COMPS <>

[..HEAD.CASE a},
ARG-ST
[..HEAD.CASE o}

The analysis of case in the Grammar Matrix case library atewiges, in the

70



lexicon section of the questionnaire, two strategies fonalty marking the case
on theNp arguments: marking of wholeps via case-marking adpositions, or mor-
phological marking on nouns, determiners, or both.

2.1 Split Ergativity

Many languages are neither consistently ergative nor stargly accusative. Such
languages are said to displapLIT ERGATIVITY. In order to support this case
pattern, the Matrix customization system must be able tatergrammars in which
more than one kind of marking, commaonly the ergative and satite patterns, co-
exist.

Dixon (1994, 70) divides split ergative languages into foategories based on
how the split is conditioned:

Semantic nature of the main verb
Semantic nature of the coxes

Tense, aspect, or mood of the clause
Grammatical status of the clause

PwnpE

2.1.1 Semantic Natureof Main Verb

The first type of split occurs in two subtypes. In the firstledlSPLIT-S, the
intransitive verbs are divided into two classes: those thiat A-like marking on
their single arguments and those that take O-like marking.

| analyze Split-S languages as having the following simpleedchierarchy (the
location of any additional cases in the hierarchy is represkby ...):

(4) case

Based on this case type, Split-S grammars have a singldtivangerb class
with A- and O-marked arguments, but two intransitive vedssks:

(5) [a-intrans-verb-lex

ARG-ST<{. .HEAD.CASE a}>

[o-intrans-verb-lex

ARG-ST<{. .HEAD.CASE 0}>

The questionniare allows the user/linguist to define vericéd entries by
defining any number of verb classes, each of which contaipsiamber of stems.
For each user-defined verb class, the user/linguist cansehahich of the three
lexical types above it derives from.
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The other subtype is calledLBID-S. Fluid-S languages have, in addition to
the two classes of verbs described above for Split-S laregjaan additional in-
transitive verb class in which the single argument can be&euklike A or like O,
depending on whether the subject controls the action onmoen a speaker marks
an intransitive subject like A, this emphasizes the ageificiieosubject; when the
subject is marked like O, this implies a lack of volition ore thart of the subject.
The semantic representation in grammars produced by thexMaistomization
system do not presently have any way to show such a distmdtiowever, it is
possible to model the three intransitive verb classes.

| analyze Fluid-S languages with a slightly more articudadase hierarchy:

(6) case
e
a/\o

Fluid-S grammars include, in addition to the two lexicaldgpabove in 5, a
lexical type for the fluid-marking verb class. This type siyngpecifies that the
case of intransitive subjects is a supertype of both A and O:

(7) |a+o-intrans-verb-lex

ARG-ST<{. .HEAD.CASE a+o}>

2.1.2 Semantic Nature of NPS

The second type of ergativity split is conditioned on the aetic nature of the
nominal arguments. In such languages, certain kindsrsf(e.g. pronouns) are
marked in a nominative-accusative pattern while otheig @@mmon nouns) are
marked in an ergative-absolutive pattern.

| analyze such a split with a rather more articulated casatiby:

(8) case
erg nom abs acc

a S 0]

For this type of language, the customization system willdpoe the same
verb lexical types, shown in (3), that it would for a tripgetianguage. That is,
an intransitive verb’s sole argument is specified to takes®,cahile a transitive
verb’s agent and patient arguments take A and O, respactileén, when creating
noun classes in the lexicon section of the questionnaieeugier/linguist will be
prompted to specify for each class whether it is markednfam (which unifies
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with sanda) andacc (which unifies just witho, or for erg (which unifies just with
a) andabs(which unifies withs ando). This analysis puts the complexity in the
right place in the lexicon for languages where the split isdittoned on the noun:
verbs are not split, instead deriving from either the simgleansitive or the single
transitive type, while nouns are divided into classes basadhether they take the
nominative-accusative or the ergative-absolutive patter

2.1.3 Clausal Splits

The third and fourth types of splits are both conditioned lagal features. The
third type is conditioned on the tense, aspect, or mood ofcthese. In many
Iranian languages, for example, clauses in the past teasaaked in an ergative-
absolutive pattern, while clauses in other tenses take metiné-accusative mark-
ing (Dixon, 1994, 100). The fourth type of split is conditexhon the grammatical
status of the clause; that is, whether it is a main or subatdinlause.

The third and fourth types can be analyzed in the same waycdseshierarchy
is flat, and has at least four values:

()] case

nom acc erg abs

Verb lexical items have no case specified on their argumeérgtead, a set of
mandatory lexical rules is used to constrain these values on theinRG-ST lists.
For languages with the third type of split, the lexical rubatt marks the condi-
tioning feature (e.g. the past-tense morpheme) will cairstheCASE value of the
arguments. For languages with the fourth type of split, twn-apelling-changing
lexical rules can be used, along with the Matrix}& (main clause) feature, to
achieve the proper analysis: one rule marks the clauseias+ | and constrains
the cases 0ARG-ST to one pattern, while the second rule marks the clau$eas
— | and constrains the cases ARG-ST to the other pattern. However, at the time
the case library was implemented, the Matrix customizasigstem had no sup-
port for tense, aspect, or mood, nor for any phenomenonvimgpla subordinate
clause, so there was no way to describe languages of theahfairth type via
the questionnairé.

2.2 Focus-case Systems

Some Austronesian languages display an interesting Yaofaverbal argument
marking (Comrie, 1989, 120). In Tagalog (Austronesian]ip{iines), a language
of this type, noun phrase arguments must be marked by ongexfdease-marking
prepositions, one of which marks am as therocus (Comrie, 1989, 121). The

4But see Poulson (forthcoming) for the details of a library tense and aspect currently under
development.
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focus is marked byng while agent and patient are marked iy Every clause

must have at least one argument marked as the focus. Ingitivanclauses, this

will be the sole argument. In transitive clauses, the vertmasked by one of a
set of affixes that tell how the focus-markee should be interpreted, including
among others agent-focus and patient-focus affixes. Thisrpacan be seen in the
following examples (Comrie, 1989, 121):

(20) Bumili ang babae ng baro
boughtAGENT.FOCUS FOCUSNOMANPATIENT dress
‘The woman bought a dress’ [tgl]

(11) Bimili ng babae ang baro
boughtPATIENT.FOCUS AGENTWOMAanFocusdress
‘Althe woman bought the dress’ [t§l]

This manner of argument marking is neither accusative ngatee, instead
constituting a distinct pattern. | analyze it as followsingsa slight modification
of the analysis ir§2. The case hierarchy is:

(12) case
fom..

NPs are marked for agent, patient, or focus case, either tjiiedhe lexicon or
via case-marking adpositions. The sole argument on e ST of the intransitive
verb lexical type is specified to have focus case. The lexiga¢ of transitive
verbs has amRG-ST that is unspecified for case. In the lexicon section of the
questionnaire, each type of focus-marking that can appea werb (including
agent and patient focus) is implemented via a lexical rusg both applies the
appropriate spelling change and constrains the cases afgoenents oARG-ST.
The rules for agent- and patient-focus marking are:

(13) _agent-focus-verb-lex-ruIe
INPUT < transitive-verb-le>>
Faf ()1

OUTPUT [...CASE fOCU%,
ARG-ST< >

[...CASE patienﬂ

SComrie actually uses the termastor andundergoer but | useagentandpatienthere for con-
sistency. Note that, although a single case-marigis used to mark both agents and patients in
Tagalog, my analysis distinguishes between agent andhpatiéowing it to model languages where
they are marked differently.
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patient-focus-verb-lex-rule

INPUT < transitive-verb-le>>
pr () ’

OUTPUT < <[...CASE ageni,> >
ARG-ST

[...CASE focu%

2.3 Direct-inverse Languages

In languages witlDIRECT-INVERSE marking, the marking of verbal arguments is
sensitive to a grammatical hierarchy. If the agent is rankede highly on the
hierarchy than the patient, then the clause is said toIReCT; if the patient is
higher, the clause is said to Il@vERSE. For a concrete example, let us consider
the Algonquian languages, where the hierarchy is primaglysitive to person:

(14) 2nd> 1st> 3rd proximate> 3rd obviative

When a transitive clause contains two non-coreferentied{herson arguments,
one of them will be marked as proximate and the other as dbwitd prevent am-
biguity. The Algonquian proximateP, according to (Dahlstrom, 1991, 91), is
usually “the topic of the discourse” or “the focus of the dp& empathy”. The
proximateNp is generally unmarked, while the obviative noun is markea Isyf-
fix.

(14) is often referred to in the literature afiararchy but it differs markedly
from the sort of multiply-inheriting type hierarchies usadiPsG The hierarchy
in (14) only implies one-dimensional precedence relatiggssamong the positions
on the hierarchy; in contragipsGstyle type hierarchies involve arbitrary pairwise
inheritance relationships among the items they contairavbid confusion, | will
hereafter refer to grammatical hierarchies like (143asLES®

The following examples from Fox (Algonquian, North Amepidéustrate how
argument marking works in a direct-inverse language (Ceni989, 129):

(15) ne -waapam-aa -wa
1SG seebIRECT 3
'| see him.' [sac]

(16) ne -waapam-ek -wa
1SG seeiNVERSE 3
'He sees me.’ [sac]

5The usage ohierarchyto refer to such scales, it should be noted, has quite a Icstgriiin
linguistics, and includes such well-known examples as therNPhrase Accessibility Hierarchy of
Keenan and Comrie (1977).
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Analyzing the direct-inverse pattern is challenging intkesion ofHPsGused
in the Matrix (which, recall, is expressed ibL and interpreted by theks sys-
tem). For transitive verbs, it is necessary to constrairvéte’s arguments differ-
ently for direct and inverse clauses. It would be conveniemén modeling this
aspect of direct-inverse languages (via lexical rules) gahere were a formal
mechanism for stating scale constraints compactly, pereamething like:

a7 [ direct-verb-lex-rule
INPUT < > & Z>> 0
OUTPUT <de(, [ARG-ST<, >}>
:inverse—verb—lex—rule
INPUT < > & @ <<B
OUTPUT <Fw(, [ARG-ST<, >]>

However, no such mechanism is available to us, so anothéoahef analyzing
scales is required.It would be possible, of course, to simply create a lexicé ru
for each possible pair of positions on the scale, but thisldvmean having on the
order ofn? lexical rules for an-position scale. It would be better to somehow
model the scale with a type hierarchy.

Perhaps, noticing that it is necessary to address rangése sttle that start at
the left or the right end, we might try to model the scale usitigpe hierarchy like
(18) (labeling the positions on the scale from 1 through 3jicW is then used to
constrain the series of lexical rules in (19) (which all derfirom a single rule that
applies the direct morphology to the vefb):

"Note, however, that other systems for implementiigisG grammars are more powerful. In
particular, theTRALE system (Meurers et al., 2002) can state constraints likeetho(17) using its
complex antecedent feature (Stefan Muller, personal coniration, October 2008).

8This analysis models scales using subtypesysfsem anticipating that the features involved
may be syntactic or semantic. It is possible that a more péeature structure would do (e lgcal
or something withircat or conf), in some or all languages. This is left for future work.
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(18) synsem

dir-inv-scale

19) ]
direct-verb-lex-rulei direct-verb-lex-rule-2 ]

_ARG-ST<1, 2-to-5> _ARG-ST<1—to-2, 3-to-5>

[direct-verb-lex-rule-3 [direct-verb-lex-rule-
ARG-ST<l-t0-3, 4-to-5> ARG-ST<1-to-4, 5>

Unfortunately, this set of rules would produce spurious igiiity when applied
to some sentences. While a sentence with, say, a subjectfem®l and an object
from class 2 would parse just once witlirect-verb-lex-rule-1lhaving applied to
the verb, a sentence with a subject from class 1 and an olgguotdlass 5 would
parse four times, once for each of the above rules.

This problem can be addressed by revisingdménv-scalehierarchy. Rather
than having ranges that extend from both ends, the revisgdrbhy consists of
pairs of types, one covering a single class in the scale andttter the rest of the
scale to the right, arranged into a right-branching tree:

(20) synsem

dir-inv-scale

/\

dir-inv-1 dir-inv-non-1

/\

dir-inv-2 dir-inv-non-2

/\

dir-inv-3 dir-inv-non-3

/\

dir-inv-4 dir-inv-non-4

To prevent spurious parses, the type hierarchy must camstra appropriate
syntactic features on both the leaves and the non-termoddsof the tree. For a
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concrete example, below are the type hierarchy (21) andderilles (22) for an
Algonquian language with the scale in (14):

(21) synsem

dir-inv-scale

dir-inv-1 dir-inv-non-1
..PNG.PER 2nd ..PNG.PER non2n

/\

dir-inv-2 dir-inv-non-2
..PNG.PER 1st ..PNG.PER 3rd

/\

[dir-inv-S

dir-inv-non-3
..HEAD.PROX prox| |[..HEAD.PROX by

(22)
direct-verb-lex-rule-1

..HEAD.DIRECTION dir

[inverse-verb-lex-rule-1
..HEAD.DIRECTION inv

ARG-ST<dir-inV-1, dir-inv-non-1> ARG-ST<dir-inv-non-l dir-inv>

[inverse-verb-lex-rule-2
..HEAD.DIRECTION inv

[direct-verb-lex-rule-2
..HEAD.DIRECTION dir

ARG-ST<dir-inV-2, dir-inv-non-2> ARG-ST<dir-inv-non-2 dir-inv-2>

[direct-verb-lex-rule-3
..HEAD.DIRECTION dir

[inverse-verb-lex-rule-3
..HEAD.DIRECTION inv

ARG-ST<dir-inV-3, dir-inv-non-3> ARG-ST<dir-inv-non-3 dir-inv-3>
A further set of lexical rules that are sensitive to the valfithe DIRECTION
feature are defined by the user/linguist in the lexicon eaatif the questionnaire.
These rules actually apply whatever spelling changes aecided with the di-
rect and inverse forms of the verb; for example, handlingrtweexamples in (15)
and (16) would require a direct-marking rule for the suff@a and an inverse-
marking rule for the suffixek It would be possible in principle to merge the
scale-constraining rules like those in (22) and the ruleskim@ direct or inverse
on the verb into a single paradigm of lexical rules; howeths, questionnaire al-
lows any number of morphological “slots” to be created thrat sensitive to the

78



DIRECTION feature, raising the question of which slot’s rules shoutb a&pec-
ify the constraints in (22). To avoid this issue, the cusiation system always
separates the scale-constraining rules from any lexid¢as tihat implement user-
defined verb morphology.

Under this analysis, sentences will parse only once, splttie problem of
spurious ambiguities. For example, a sentence with a vethieidirect form and a
second-person agent will parse just once, regardless gfeis®mn and case of the
patient, withdirect-verb-lex-rule-lhaving applied to the verb.

Note that this analysis does not allow the parsing of travestentences where
both NP arguments occupy the same position on the scale. This isatdor at
least some Algonquian languages including Nishnaabemmiliere coreferential
NP arguments require a reflexive form and two third person aspisncan be dis-
tinguished using the obviative (Valentine, 2001, 273). teo possibility, lan-
guages where botkp arguments may occupy the same position on the scale, is
analyzed below i52.4.

It is worth noting some drawbacks to this analysis. Firsgduires, for a scale
with n positions,2(n — 1) lexical rules. Furthermore, the type hierarchy in (21)
is only arbitrarily right-branching. An analysis could j@s easily have been built
around a left-branching hierarchy. Having two equallyiebanalyses with nothing
to choose between them may seem like luxury, but it could bésargued that it
results from the inability of the formalism being used to @atly and efficiently
express the linguistic generalization being analyzed.

Finally, it should be noted that the leaf types in tfieinv-scale hierarchy,
which are certainly necessary because they encode thépssiin the grammati-
cal scale, need not be arranged in a single hierarchy in twadreodel the language.
The leaves could all be independent subtypesyasemand the verb lexical rules
could be stated in exactly the same way withoulirainv-scale supertype. How-
ever, there is a good reason to prefer a hierarchy to indeperigpes. In (21),
the features of the typedir-inv-2 anddir-inv-non-2had better be compatible with
those ofdir-inv-non-X—otherwise, the latter type cannot be opposed dithnv-1
in verb argument structures to distinguishs at the left of the scale fromps at
any position further down the scale. Since software systamsontain bugs, it is
therefore valuable, as a “sanity check” on grammars pratibgeéhe customization
system, to arrange the leaf types into a hierarchy. If thedygre not compatible,
loading the grammar with thek will produce an error rather than apparently
succeeding but parsing and generating incorrectly. Inrotfeeds, it ought to be
possible to arrange the types encoding the grammaticad stal a hierarchy, and
in fact, the grammar is seriously inconsistent if they carreso arranged, so to
be safe, the customization system does so.

24 Fore

Scales can also control the verbal argument marking patt@rfanguages that
lack direct or inverse marking on the verb. One such langisggere (Trans-New
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Guinea, Papua New Guinea), where the relative position eftagnd patient on
a scale correlates with the presence or absence of a markbe @agentnp. The
scale governing argument marking in Fore is:

(23) pronoun, name, kin term human> animate> inanimate

The operation of this hierarchy can be seen in the followixgngples (Scott
1978, 116, Blake 2001, 122):

(24) yaga: wa aediye
pig man 3G.hit.3sG
"The man Kills the pig’ [for]

(25) yaga:-wama \& aedlye
pig-DLN man 3FG.hit.3sG
"The pig kills the man’ [for]

(26) wa yaga:-wama aegye
man pigbLN 3sG.hit.3sG
"The pig kills the man’ [for]

An extra suffix-wama(which Scott (1978) describes as a “delineator”) appears
on the agent when it is lower on the hierarchy than the patt&tt describes these
facts of Fore without referring to it as a direct-inversegaage; however, | will
show that this marking pattern can be analyzed by treating &s direct-inverse
language where, instead of marking on the verb, it is the m@r&f case ornpPs
that is sensitive to direct or inverse clauses.

| analyze Fore as an ergative-absolutive language, wheatiws is marked by
the delineator suffixwama To capture the distinction between types and genders
of nouns, nominal heads have an additionalPE feature with the valuesom-
monandnon-commonand theGEND feature orPNG underINDEX has the values
human non-humananimate andinanimate(where the latter two are subtypes of
non-humai Thedir-inv-scalehierarchy in the grammar is:
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(27) synsem

dir-inv-scale

T

.NTYPE COmMmMo

dir-inv-3

..GEND

dir-inv-1 dir-inv-non-1
.NTYPE non-commof|..NTYPE COmMMO
dir-inv-2 dir-inv-non-2
..GEND human ..GEND non-huma

.NTYPE cOommon

/\

dir-inv-non-3

animate| |..GEND inanimat

.NTYPE COmMmMo .NTYPE common

The grammar also contains a set of constant verb lexicas,rolee of which
will apply to the verb in each transitive clause, constragrthe items on it8RG-ST
list:

(28) _
inverse-verb-lex-rule-1

..HEAD.DIRECTION inv

[direct-verb-lex-rule-1
..HEAD.DIRECTION dir

ARG-ST<dir-inV-1, dir-inv-scale> ARG-ST<dir-inv-non-l dir-inv>

[inverse-verb-lex-rule-2
..HEAD.DIRECTION inv

[direct-verb-lex-rule-2
..HEAD.DIRECTION dir

ARG-ST<dir-inV-2, dir-inv-non-1> ARG-ST<dir-inv-non-2 dir-inv-2>

[inverse-verb-lex-rule-3
..HEAD.DIRECTION inv

[direct-verb-lex-rule-3
..HEAD.DIRECTION dir

ARG-ST<dir-inV-3, dir-inv-non-2> ARG-ST<dir-inv-non-3 dir-inv-3>
Compare theaRG-ST constraints in the rules in (28) with those in (22). The
inverse rules are similar, but notice that the direct ruesHore, rather than con-
straining agents and patients using types from the sam¢ ilevbe hierarchy,
instead constrain patients to types that are the supertyfpt®ir corresponding
agents. For example, idirect-verb-lex-rule-1 dir-inv-1 is opposed withdir-inv-
scalerather than withdir-inv-non-1 This is necessary because Fore, unlike the
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Algonquian languages describedsia 3, allows clauses where both arguments oc-
cupy the same position on the scale (Scott, 1978, 118)e customization system
allows the description of both types of languages in its tioesaire.

After one of the above rules has applied to a verb stem, anotirestant verb
lexical rule from the set below applies. These rules areiben$o the value of the
DIRECTION feature and constrain the case of the verb’s arguments [aijgbely.

(29) [direct-lex-rule
..HEAD.DIRECTION dir

..VAL.SUBJ <{..HEAD.CASE ab%>

..VAL .COMPS <{..HEAD.CASE ab%>

[inverse-lex-rule
..HEAD.DIRECTION inv

..VAL.SUBJ <{..HEAD.CASE erg}>

..VAL .COMPS <{..HEAD.CASE ab%>

Note that constraints on the rules in (28) and (29) could heen folded into
a single paradigm of rules by having the direct rules demeenfdirect-lex-rule
and the inverse rules fromverse-lex-rule However, because this analysis of Fore
treats it as a direct-inverse language, the structure ofettieal rule system pro-
duced by the customization system parallels th&rii3 above, with separate two
sets of rules, one implementing scale constraints and ther sharking clauses
as direct or inverse (via verb morphology in Algonquian araocase-marking in
Fore).

3 Reaults

In order to test the direct-inverse section of the custotiumasystem, | have filled
out the questionnaire and created two small grammars, erddoguage fragment
resembling an Algonquian language and the other for a fragnesembling Fore.
Below, | show the coverage of each grammar on a suite of segdettesigned to
test correct parsing.

9The delineator in Fore can also be used to make availableeésped word orders with scale-
equivalent arguments, but the current version of the cugtition system is not powerful enough to
capture such an interaction between word order and argumarking. This grammatical fact must
therefore be left for future work.
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3.1 Pseudo-Algonquian

The Algonquian languages have direct and inverse markitigeoferb, controlled
by the scale in (14), repeated here for convenience:

(30) 2nd> 1st> 3rd proximate> 3rd obviative

To demonstrate the Matrix customization system’s abitityhandle such lan-
guages, a simple pseudo-Algonquian grammar was creatdtiesiguestionnaire.
It has no case marking; an additional head feature calekimMITY, used to mark
proximate and obviative forms of third-person nouns; SVQdwardet®; and the
scale in (30).

The pseudo-Algonquian lexicon contains a transitive \terdnd the nominal
forms 1P, 2P, and 3P, which have lexically-specified values BERSON Verbs
take one of two suffixes:DIR, which marks direct form, andNV, which marks
the inverse. Third person nouns take one of two suffix@ROXfor the proximate
or -OBVfor obviative.

The grammar produces the judgments marked on the senteslogs b

(31) 2P tv-DIR1P *2P tv-INV 1P

2P tv-DIR 3P-PROX

2P tv-DIR 3P-OBV

1P tv-DIR 3P-PROX

1P tv-DIR 3P-OBV
3P-PROX tv-DIR 3P-OBV

3P-OBV tv-INV 3P-PROX
3P-OBV tv-INV 1P
3P-OBV tv-INV 2P
3P-PROX tv-INV 1P
3P-PROX tv-INV 2P

1P tv-INV 2P

*2P tv-INV 3P-PROX

*2P tv-INV 3P-OBV

*1P tv-INV 3P-PROX

*1P tv-INV 3P-OBV
*3P-PROX tv-INV 3P-OBV

*3P-OBV tv-DIR 3P-PROX
*3P-OBV tv-DIR 1P
*3P-OBV tv-DIR 2P
*3P-PROX tv-DIR 1P
*3P-PROX tv-DIR 2P

*1P tv-DIR 2P

These sentences are divided into four groups. Those in {herdeft quadrant

are grammatical because the agent (first argument) outthekpatient and the
verb is in direct form. Those in the lower-left quadrant arangmatical because
the patient outranks the agent and the verb is in the inverse. fThe sentences in
the right column have the same arguments as those on thbuefDIR and-INV
have been reversed, so they are all ungrammatical.

3.2 Pseudo-Fore

The pseudo-Fore grammar has ergative-absolutive caséngahkiman, animate,
and inanimate genders; an additional head feature calte@E that distinguishes

Algonquian languages typically have free word order, buhike it easier to create both gram-
matical and ungrammatical test sentences, this pseudangigan is constrained to be SVO.
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pronouns, names, kin terms, and common nouns; verb-final wafer; and the
scale in (23), repeated here for convenience:

(32) pronoun, name, kin termy human> animate> inanimate

The pseudo-Fore lexicon contains a transitive vierland the noungpro (a
pronoun),human anim, andinanim, the latter three being common nouns of the
obvious gender. The only inflection is tHERGsuffix on nouns.

The grammar produces the judgments marked on the senteslogs b

(33) proprotv *pro pro-ERG tv *pro-ERG pro tv
pro human tv pro human-ERG tv *pro-ERG human tv
pro anim tv pro anim-ERG tv *pro-ERG anim tv
pro inanim tv pro inanim-ERG tv *pro-ERG inanim tv
human humantv *human human-ERG tv  *human-ERG human tv
human anim tv human anim-ERG tv *human-ERG anim tv
human inanimtv  human inanim-ERG tv  *human-ERG inanim tv
anim anim tv *anim anim-ERG tv *anim-ERG anim tv
anim inanim tv anim inanim-ERG tv *anim-ERG inanim tv

inanim inanim tv  *inanim inanim-ERG tv  *inanim-ERG inanim t

Sentences in the left column are all grammatical becausasmis marked—
in fact, the sentences with both arguments from the same goaition (e.gpro
pro tv, human human jvare ambiguous and parse twice due to Fore’s verb-final
word order. The sentences in the center column have the derxgoment, which
is always of lower or equal scale rank, marked with the evgatuffix. They are
grammatical except where the two arguments are of equal iankhich case
Fore does not allow the ergative. The sentences in the thitdrmm have the first
argument, which is always of higher or equal scale rank, starkith the ergative
suffix. They are all ungrammatical because ergative may belynarked on the
lower-ranked argument.

4 Conclusion

In this paper | have described analyses of a number of vergahsnt marking
patterns. These included several case patterns: nonaretiusative, ergative-
absolutive, tripartite, split ergative, and focus-caselsb described an analysis
of direct-inverse languages, whose marking pattern waletigging to describe
compactly inHPSG

The development and implementation of such sets of analygesre each
analysis must be designed so that it can be plugged into amatitally-created
Matrix-based grammar, represents an instance of what dmulchlled computa-
tional linguistic typology. Rather than analyzing lingigsphenomena deeply but
separately, as syntacticians often do, or collecting stvadlescriptions of the range
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a phenomenon in the world’s languages, as typologists astéad analyze in de-
tail the whole typological range of a phenomenon (here,aleaatgument marking)
within a single consistent framework. The resulting anedyare made available
via the Matrix customization system, which emits grammar®se correctness
can be verified against suites of test sentences.

The aim of this style of analysis is to bring to light unrecizgd commonalities
among human languages. This effort has already born sorite fflvave shown
here that an analysis of direct-inverse languages basedamplex of lexical rules
can be extended to other languages whose argument markeundstioned on
grammatical scales. | expect that the implementation cditibs for other linguistic
phenomena for the Grammar Matrix will reveal further geheasions.

A more detailed presentation of the work described heregahath additional
Matrix libraries for person, number, gender, and agreepweititform the core of
my dissertation (Drellishak, forthcoming).
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