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Abstract

In this paper we develop an HPSG syntax-semantics of negetivcord
in Romanian. We show that n-words in Romanian can best bietrea neg-
ative quantifiers which may combine by resumption to formypdic nega-
tive quantifiers. Optionality of resumption explains théseence of simple
sentential negation readings alongside double negataxfirgs. We solve
the well-known problem of defining general semantic compmsiules for
translations of natural language expressions in a logicajuiage with poly-
adic quantifiers by integrating our higher-order logic irxloal Resource Se-
mantics, whose constraint-based composition mechanisetdlg support a
systematic syntax-semantics for negative concord witlggubt quantifica-
tion.

1 Introduction

We present an analysis of the syntax and semantics of theot&emanian Neg-
ative Concord (NC) constructions as polyadic quantificatio Lexical Resource
Semantics (LRS, Richter and Sailer (2004)). Following gopsal by de Swart
and Sag (2002) for French, we express the truth conditiosscated with Roma-
nian NC constructions by means of negative polyadic quardifi Going beyond
de Swart and Sag’s largely informal treatment of the logreglresentations for
polyadic quantification in HPSG, we extend the logical repreation language
and modify the interface principles of LRS to accommodatiyaatic quantifiers.
This way we arrive at a theory of Romanian NC using resumgalgadic quan-
tifiers. Resumptive polyadic quantifiers are a notoriousbjam for frameworks
which use the lambda calculus in combination with a funetidheory of types
to define a compositional semantics for natural languagas. p@posal of im-
plementing them with LRS overcomes these fundamental ddjinitations, and
LRS is powerful enough to specify by standard HPSG devices@ge systematic
relationship between a surface-oriented syntax and sé&mapresentations with
polyadic quantifiers.

Sentential negation in Romanian is usually expressed byedhgal prefixnu
(Barbu (2004)). In the absence of other negative elementspntributes seman-
tic negation (1a). If in addition an n-word such misiun is present (1b), only a
negative concord (NC) reading is available, a double negdN) interpretation
is not. The negation marker (NMu is obligatory with n-words. In constructions
with two n-words, both a NC reading and a DN reading are aviailélc)?

fWe would like to thank Janina Radé for proofreading and mamgestions. We also thank
Daniéle Godard, Doug Arnold and the audience of HPSGO09 foruating comments and discus-
sion.

The DN reading in (1c) is dependent on a context in which omalegr formulates a negative
proposition using the n-constituemicio carteand another speaker denies that proposition by means
of the n-constituenticiun studentSee lor@dchioaia (2009, §3.4.2) for details.
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(1) a. Unstudentnu a venit.
a studentNM hascome

‘Some student didn't come.’

b.  Niciun student(nu) a venit.
no studentNM hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn’'t come.’ (DN)

(o} Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

i. ‘No student read any book.’ (NC)
ii. ‘No student read no book. (DN)

NC poses an immediate problem for composing the meaningwéisees from
the meaning of their parts: Several apparently negativstitaants are ultimately
interpreted as single sentential negation. “NPI apprasictieNC solve this puz-
Zle by postulating that n-words like the ones in (1b) and €élre)in fact negative
polarity items (NPIs) without inherent semantic negatibadusaw (1992)). Such
theories, however, cannot account for the DN reading in. ({13) together with
(1b) suggests that (a) n-words are exponents of semantatioegand (b) the neg-
ative markemudoes not contribute negation in the presence of n-words.n&b
its main features, our syntax-semantics interface for RoamaNC acknowledges
the lexically negative semantics of n-words and of the NMJ arcaptures under
what circumstances the inherent negativity of the NM canlizeoved.

The remainder of the paper is structured as follows: Firstliseuss the data
that lead us to conclude that Romanian n-words are indeedtinegquantifiers
(Section 2). Then we move on to the tools that we need to fatawur theory
and extend the logical object language and the principldsR8 in such a way
as to have resumptive polyadic quantifiers at our disposait{@ 3). The core
of our theory of Romanian NC is presented in Section 4, whexdosmulate a
language-specific principle that captures the propertiesinople Romanian NC
constructions. In Section 5 we show that our analysis caxteméed in a straight-
forward way to more complex cases which involve scope ptmsepf negative
quantifiers in embedded subjunctive clauses. In the findiosewe briefly sum-
marize the results and speculate about possible futurdagements.

2 Data

In this section we discuss evidence for the negative sensastRomanian n-words
and for their quantificational behavior. We focus on the prips of n-words in
Romanian and on counterevidence for a treatment of Romanveords as NPIs.
Alternative approaches to NC will not be considered hereetaitd discussion
can be found in lordchioaia (2009).
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NPI approaches to NC rest on two claims: (a) n-words lack timgaand
(b) they are semantically licensed by an anti-additive afger(see below for an
algebraic characterization of anti-additivity). Ladus@l®92) argues that the se-
mantic licenser of NPIs may be covert. This proposal has bedely exploited
in the minimalist tradition (see, for instance, Zeijlste®04)), but is not available
in a surface-oriented syntactic framework such as HPSChadfitthe option of an
empty syntactic operator, the only plausible licenser wfamds in a NC construc-
tion like (1b) is the NM. In Romanian the NM is usually obligat with n-words,
which has been interpreted as a consequence of its fundiarsamantic licenser.
Analyses that adopt this view were formulated for Polish N@izepiorkowski
and Kugt (1999) and Richter and Sailer (1999), and for Romanian imedou
(1999). We do not subscribe to this idea and will show instibadl although the
Romanian NM acts as a licenser for NPIs, it does not behaeedikemantic li-
censer for n-words, and n-words do not need a semantic &ceas they carry
negation themselves.

According to Ladusaw, the semantic licenser of n-words rhasit least anti-
additive. A negative functiorf is anti-additive iff for each pair of set¥ andY’,
f(XUY) = f(X)n f(Y). Inthe absence of n-constituents, the MMreceives
an anti-additive interpretation (2):

(2 a. Studentii nu au citit romanesaupoezii.
students-th&lM havereadnovels or poems

‘The students haven't read novels or poems.’

b. = Studentii nu au citit romanesi studentii nu au
students-thé&NM havereadnovels andstudents-thd&NM have
citit poezii.
readpoems
= ‘The students haven't read novels and the students haezt
poems.’

If the disjunction thatu takes as argument contains n-words, anti-additivity
disappears, and the two n-words are interpreted indep#pderder the scope of
negation (3):

3) a. Studentii nu au citit niciun romansaunicio poezie.
students-th&lM havereadno  novel or no poem

‘The students read no novel or no poem.’

b. # Studentii  nu au citit niciun romansi  studentii
students-théM havereadno novel andstudents-the
nu au citit nicio poezie.
NM havereadno poem

= ‘The students read no novel and the students read no poem.’
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c. =Studentii nu au citit niciun romansaustudentii
students-th&dM havereadno novel or students-the
nu au citit nicio poezie.
NM havereadno poem
= 'The students read no novel or the students read no poem.’

If the n-words in (3) are replaced with NPIs, the anti-adiditi test succeeds.
The contrast between (3) and (4) indicates thaacts as licenser for NPIs but not
for n-words.

4) a. Studentii nu au citit vreun romansauvreo poezie.
students-th&lM havereadany novel or anyopoem
‘The students didn’t read any novel or any poem.’
b. =Studentii nu au citit vreun romansi studentii  nu
students-th&lM havereadany novel andstudents-thé\M
au citit vreo poezie.
havereadany poem

= ‘The students didn't read any novel and the students digat
any poem.’

Evidence for the inherent negativity of n-words comes froagfmentary an-
swers (5a) and past participial constructions (5b), wham®rds do not require the
presence of the NM and contribute negation alone:

) a. A:Who was at the door?
B: Nimeni.
nobody

b. articolde nimeni citat
article by nobodycited

‘article which hasn't been cited by anybody’

In these contexts n-words exhibit anti-additivity (6), @hdy can also license
NPIs. The NPWreocan be licensed by the anti-additive n-wavidhenibut not by
the universal quantifieioata (7).

(6) a. A: Who was at the door?
B: Nimeni cunoscutsauimportant.= Nimeni cunoscusi
nobodyknown or important nobodyknown and
nimeni important.
nobodyimportant

b. articol[de nimeni citat saulaudat]= articol [de nimeni citat
article by nobodycitedor praised article by nobodycited
si denimeni laudat]
andby nobodypraised
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(7)

‘article which hasn't been cited or praised by anybody’

articol[de nimeni/*de toat lumea citat la vreoconfering]
article by nobody/by all peoplecitedatany conference

‘article which hasn't been cited by anybody at any confegénc

The data in (6) and (7) clearly show that n-words carry nggatemantics,
which is hard to reconcile with the idea that they need a séimbrenser. Besides
their negative content, n-words display scope propertias dre similar to those
of bona fide quantifiers and contrast with those of NPIs. Welasthat n-words
can build NC with a NM across a subjunctive clause boundaay, &1t not across
a ‘that’ complementizer (8b). This behavior is parallelgduimiversal quantifiers,
which can take wide scope over an operator in the matrix elfrasn an embedded
subjunctive clause (9a), but not from an embedded ‘thatist (9b).

(8)

(9)

a.

lon nu a Tncercatsa citeas@ nicio carte.
JohnNM hastried SJread no book

‘John didn't try to read any book.’

lon nu a zis ca a citit vred*nicio carte.
JohnNM hassaidthathasreadany/no book

Unstudenta incercatsa citeasa fiecare carte.
a studenthastried SJread every book
‘Some student tried to read every book.’

. d>V, . V>4

Unstudenta zis ca a citit fiecarecarte.

a studenthassaidthathasreadevery book
‘Some student said that s/he read every book.’
L 3d>V, . #YV >3

In addition, adjunct clauses and relative clauses block di@étion (10) and
wide scope of embedded universal quantifiers (11), but natid¥nhsing (10):

(10)

a.

Nu am dez\aluit secretdcaresa-l fi expus pe

NM haverevealed secretghat SJ-CLbeexposedPE
*niciun/vreuncoleg].

no/any colleague

‘| didn’t reveal secrets that exposed any colleague.’

Nu am spusastalpentru @mi-o ceruse*niciun/vreun
NM havesaid this because CL-CL asked no/any
prieten].

friend

‘| didn’t say that because any friend had asked me to.
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(12) a. Unstudenta dez\&luit secretdcarel-au expus pe
a studenthasrevealed secretghat CL-haveexposedPE
fiecarecoleq].
every colleague

‘Some student revealed secrets that exposed every codiéagu
. >V, . #V >3
b. Unstudenta spusastalpentru @i-o cerusefiecare
a studenthassaid this because CL-CL asked every
prieten].
friend
‘Some student said that because every friend had asked him to
i I>V, . #Y >3

The negative semantics and the quantificational propesfieswords explain
the possibility of a DN reading with two n-words in (1c). TheNDeading is
the interpretation we expect with two negative quantifielrs.this respect there
is no difference between the semantic status of n-words imddian and in DN
languages like standard English or German, where DN is themerpretation for
two co-occurring n-constituents. What remains to be erpldiis the availability
of the NC reading in (1c).

Following de Swart and Sag (2002), we analyze determineormsvand neg-
ative NP constituents as quantifiers of Lindstrom typel) and (1), respectively
(see Lindstrom (1966)). They may combine by resumption tanfa polyadic
quantifier of type(1™,n) or (n) (van Benthem (1989), Keenan and Westerstahl
(1997), Peters and Westerstahl (2006)) and thus give riaa tdC interpretation.
The negative markemu is analyzed as a negative quantifier of typé that is ab-
sorbed under resumption with other negative polyadic disarst The relevant
technical details will be sketched in our LRS implementatd polyadic quantifi-
cation and resumption below.

3 LRS with Polyadic Quantifiers

For our analysis we need a higher-order logical languagk megative polyadic
quantifiers. Here we briefly outline its crucial properties éndicate how to inte-
grate it with LRS.

We assume a simple type theory with typesdt. Functional types are formed
in the usual way. The syntax of the logical language providastion application,
lambda abstraction, equality and negative polyadic gfiargi By standard results
this is enough to express the usual logical connectives amthdic quantifiers. In
reference to the simple type theory, we call our family oblaages Ty1lV ar and
Const are a countably infinite supply of variables and constantsach type:
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Definition 1 Tyl Terms Tyl is the smallest set such that:
Var C Tyl, Const C Tyl,
for eachr, 7/ € Type, for eacha, ./, 8, € Tyl:

(atrrBr)r € Tyl,

for eachr, 7' € Type, for eachi € NT, for eachv; , € Var, for eacha, € Tyl:
(AV; 7071 ) (1) € TYL,

for eachr € Type, and for eachn,, 8, € Tyl:

(ar = Br)e € Tyl,

for eacht € Type, for eachn € NO, for eachiy,is,...,i, € NT, for each
Vi s Vig 7y oo Vi + € Var, for eachoyr, oug, ..., iy, B € Tyl:

(NO(Uil,T, ey vimT)(oaﬂ, -'-atn)(ﬁt>)t S Tyl

The standard constructs receive their usual interpretatitere we only state
the interpretation of negative polyadic quantifiers:

Definition 2 The Semantics of Tyl Terms

(clause for negative polyadic quantifiers only)

For each modelM and for each variable assignmemtc Ass, for eachr € Type,
for eachn € NY, for eachiy, is, ..., i, € N*, for eachv;, +,viy 7, ..., Vi, + € Var,
for eachayy, s, ..., i, B € Tyl:

INOiy 7y oy Uiy ) (1 oovy € ) (Be) 0= L i
for everyd;,,di,, ....,d;, € Dg -,

[[atl]]M,a[Uil,-r/dil} =0or IIatQ]]M7a[Ui2’T/di2] =0or...
or [[Oétn]]M’a[vi”’T/di”] — 0 or HﬁtHM,a[(Uil,...,’vin)/(dil,...,din)} — 0
(12) shows the truth conditions that we obtain for the tratish of the Roma-
nian counterparts afohn didn't comg12a) andNo teacher didn’t give no book to
no studentwhere all NPs are n-constituents and form a ternary neggtiantifier
by resumption (12b):
(12) a.  Fom =0, [NO()()(come' ()] = 1iff [come’ ()] =0
Forn = 3, v;, = z,v, = y,vi; = 2, a1 = teacher’(x),
ayy = book! (y), aus = student’(z) and 8, = give' (x, y, 2),
[NO(z,y, z)(teacher’ (x), book! (y), student’(z))
(give' (z,y, 2))]M = 1iff for every dy,d2,ds € D,
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[teacher’ ()]Ml/d] = 0 or [book’ (y)]Mlv/4] = 0 or
[student’(z)]M-/4s] = 0 or
[[give’(x, n z)]]]V[,a[(x,y,z)/(dl,dg,d;;)] -0

Minor adjustments suffice to integrate these logical reprigions in LRS.
In the signature, the appropriatenessgef-quantifierof Richter and Kallmeyer
(2009) is generalized to lists of variables (instead of Isingriables), and the re-
strictor of quantifiers now contains a list of expressions:

me TYPE type
gen-quantifier VAR [ist
RESTR i st
SCOPE ne

A new statement in the theory of well-formed logical exprass (13) restricts
polyadic generalized quantifiers to the form given igAINITION 1. The four
relations mentioned in (13) are defined in such a way that glueyantee thdi] is
a list of variables, all variables have the same fgp¢he expressions in the list of
restrictorgz) are of typet, and there are exactly as many restrictor expressions as
variables:

TYPE truth

VAR

RESTR[2Z]

SCOPH TYPE truth

Avariabl e-list () A same-type-1ist(3,1)
Atruth-1ist([2) Asane-Iength(d,[2)

(13) gen-quantifier—

We follow the usual notational conventions in LRS and ofteiterdescriptions
of expressions of the semantic representation languageaesa() logical expres-
sions. For describing polyadic quantifiers we use the rovtadi(v, <E, ). Herev
andgg are shorthand for a (possibly empty) list of variables angasgibly empty)
list of expressionsy is a single expression. In the analysis of Romanian below we
will assume that there is an appropriate subsogesf-quantifierin our grammar
which is interpreted as negative polyadic quantifier. Inotation this family of
quantifiers will be denoted byo(7, ¢, ¥).

The clause of the SuANTICS PRINCIPLE governing the combination of quan-
tificational determiners with nominal heads has to be aegust polyadic quanti-
fiers. The relevant clause is shown in (14). Except for theegdization from
monadic quantifiers to polyadic quantifiers, it is identitalthe corresponding
clause in (Richter and Kallmeyer, 2009, p. 65).

(14) THE SEMANTICS PRINCIPLE, Clause 1
If the non-head is a quantifier, then itsCONT value is of the form
Q(7, ¢,7), theINCONT value of the head is a component of a member

2The symbol %¢” is the infix notation of the new relatiosubt er m of - menber , a general-
ized subterm relation.

158



of the list$, and theNcoNT value of the non-head daughter is identical
to theeExCcONT value of the head daughter:

CAT| HEAD det ]
DTRS| SPRDTR|SS LOC N s
CONT |MAIN gen-quantifie
EXCONT T
H-DTR |LF
INCONT
DTRS . A2l <e
gen-quantifie
SPRDTR|LF [INCONT [1
| { [RESTR H

Resumption will be implemented in LRS as identity of quaetdicontributed
by lexical elements. For that reason no special technigadrapus for the resump-
tion operation has to be introduced in preparation of outyaisof negative con-
cord in Romanian in the next section.

With the integration of polyadic quantifiers and the modifotalise of the &-
MANTICS PRINCIPLE we have completed the adjustments in LRS needed to for-
mulate our theory of NC. Before we turn to the analysis in tegtrsection, we
briefly review three standard LRS principles that will playoé& in our examples.
These are the LRSHDJIECTIONPRINCIPLE, the INCONT PRINCIPLE and the K-
CONT PRINCIPLE. The LRS RROJECTIONPRINCIPLE governs the relationship of
the attribute values afXCONT, INCONT andPARTSat phrases relative to their syn-
tactic daughters. Itis responsible fexcONT andiNCONT identity along syntactic
head projections, and for the inheritance of the elemengarfslists by phrases
from their daughters:

(15) LRS RROJECTIONPRINCIPLE (Richter and Kallmeyer, 2009, pp. 47—
48)
In eachphrase
1. theEXCONT values of the head and the mother are identical,
2. theINCONT values of the head and the mother are identical,
3. thePARTS value contains all and only the elements of trerTS
values of the daughters.

The INCONT PRINCIPLE and the XCONT PRINCIPLE constrain the admissi-
ble values of thenCONT and theEXCONT attribute in syntactic structures. The
INCONT PRINCIPLE is the simpler one of them. It guarantees two things: First,
the internal content of a sign (the part of its semantics ihautscoped by any
operator the sign combines with along its syntactic praegtis always semanti-
cally contributed by the sign, i.e. it is a member offsrTslist. And second, the
internal content is in the external content of a sign. In a éipproximation (which
is precise enough for our purposes) this means that thenaiteontent contributes
its semantics within the maximal syntactic projection ofgms

(16) The NCONT PrINCIPLE (Richter and Kallmeyer, 2009, p. 47)
In eachlrs, the INCONT value is an element of thearTs list and a
component of thexcoNT value.
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The EXCONT PRINCIPLE is slightly more complex. Its first clause requires
that the external content of a non-head daughter be serabiytontributed from
within the non-head-daughter. The second clause is a egsimciple and says
that the semantic representation of an utterance comiisssd only those pieces
of semantic representations that are contributed by thedkitems in the utter-
ance.

a7 The ExCONT PRINCIPLE (Richter and Kallmeyer, 2009, p. 47)
Clause 1:
In every phrase, thexcoNT value of the non-head daughter is an ele-
ment of the non-head daughtePaRrTslist.
Clause 2:
In every utterance, every subexpression ofglieoNT value of the ut-
terance is an element of im\RTS list, and every element of the utter-
ance’sPARTSlist is a subexpression of thEexCONT value.

The effects of these principles will be relevant for the eghas in the next two
sections.

4 The Analysis of Romanian NC

We will proceed in two steps. In Section 4.1 we lay out the gsialof sentential
negation with the verbal prefiru using a lexical rule. In Section 4.2 we turn to
NC in simple sentences.

4.1 Sentential Negation

The analysis of simple negated sentences without n-coasti like (1a) follows
immediately from the lexical analysis of verbs with the NMefix nu. The affixal
nature ofnu is extensively argued for in Barbu (2004). Following asstioms
similar to ours in lonescu (1999) and the parallel analy$ithe Polish negative
marker in Przepiorkowski and Kép (1997), we formulate the lexical rule in (18)
that relates each verb form of the appropriate kind to a spmeding negated form.

(18) THE NM LEXICAL RULE

word
PHON
verb PHON Neg([4)
SYLOC |CAT |HEAD |VFORM fin Vv inf §S|LOC |CAT [HEAD [NEG +}
NEG - LF [parTs @@ (Bno(d, 7.5) )
EXCONT AL« é AB«[0]
LF [ INCONT[1]
PARTS
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The NM attaches to finite and infinitival verb forms as indézhby thevFORM
value in (18). The boolearReG feature value ensures that the NM is attached to a
verb only once. All verb forms in the lexicon are specifiednssd —] and may have
a [NEG +] counterpart only if they undergo the lexical rule. Thedtion Neg in
thepHONVvalue description of the output is responsible for the atpéonological
forms with the verbal prefix. It permits reductionmi to n—depending on the first
phoneme in the input’s verb form.

The semantic counterpart to the prefiin the phonological form is a nega-
tive quantifier on the verb'BARTSlist, marked by the tag]in the lexical rule. The
interpretation of the verb form as negated is a consequeftbe cequirement that
the internal content of the vef be a subterm of the nuclear scapef this quan-
tifier (i@ < 6 in the output description of the lexical rule). The negatnueantifier
is also a subterm of the external contghof the verb [§] < [0]). This condition
will become important in the analysis of embedded claus&gation 5 and will be
responsible for the inability of the negation on an embedaed form to outscope
a matrix verb. As we will see later, negative quantifiers dbated by n-words in
argument position will, under certain conditions, have dipdon of taking wide
scope from embedded clauses.

The negative verb formu a venitin our sentence (1a) is licensed by the NM
LEXicAL RULE and shown below:

(29) nu a venit('NM has come’, licensed by the NMEXICAL RULE)
[word i

PHON <nu, a, venit>
|:HEAD INEG + ]
CAT
ss| Loc VAL |SUBJ <NP@>
INDEX |[VAR no-var ABl«[0 ABlad A[T<[0]
CONT [MAIN [3d come’ ]
EXCONT [0]
LF [INCONT [3] come’ ([1a])
PARTS < (34, [7] no(i, 7, 5>

With standard LRS mechanisms in combination with a langtsageific con-
straint that excludes the existential quantifier origimgitfrom un studentfrom
occurring in the immediate scope of negation, we obtaime(x, student’(z),
no((), (),come’(x))) as the truth condition for (1a). The variable and restrictor
lists of the negative quantifier are empty (Lindstrém typg because the negative
verb does not introduce a variable, and the sentence dogsawide a restrictor.

4.2 NC Constructions

Determiner n-words contribute negative quantifiers of usecified Lindstrom
type (1™, n). In their LRS representation they lexically contribute &kaone new
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variable. The (relevant part of the) lexical entry of theedetinerniciun exempli-
fies this pattern (20a). Unlike the negated verb in (b)iun introduces a variable
(x), and the negative quantifien (v, @, 8) bindsz (z € ¥). In addition, the vari-
able is a subterm of the nuclear scope«(8) and a subterm of a member in the
restrictor list of the quantifier(<c &@). These conditions guarantee the existence
of a restrictor and prevent empty quantification.

rword
PHON (ni ci un)

det
CAT |HEAD SPEC N
ss|Loc
(20) a. CONT INDEX‘VARJ: AN ETANT<ec @ANTAf
MAIN [Ino(7, &, B)
Irs
EXC me
INC  [Mno(7,a,pB)

PARTS ([1], [1d x)

LF

[word
PHON (student )
HEAD noun ]

CAT

[VAL | SPR <DETP|E|>

ss[7]| Loc

b. cont |INDEX | VAR
MAIN student’

Irs

EXC gen-quantifier

INC student’ ([1al)

PARTS ([2], [2d])

LF

With the lexical entries of the determiner and the noun weetalnecessary
ingredients to investigate simple NC constructions wite aavord like sentence
(1b). The relevant parts of the structure are shownGuURE 1.

S
EXCONT [0]
[INCONT ABl«s A@«0AT<0]
PARTs ([}, [1d], 2], [2d], [3], [34), [7])
NP \%

EXCONT [1] no(¥, &, ) EXCONT [0]
INCONT [2] student’ ([1ax) A[2J<e @ INCONT [3] come’ ([1al)
PARTS <, [1d z, 2], student'> PARTS <, [3a come’, [T no(i, 7, 5>

niciun student nu a venit

Figure 1: LRS analysis of (1Niciun student nu a venit
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According to the LRS ROJECTIONPRINCIPLE, the NP inherits theNCONT
value[z] of its nominal head. Due to the first clause of theM3NTICS PRINCI-
PLE the internal content must be a subterm of a member of theatestlist of the
quantifier [2] <¢ &). TheEXCONT value is identified with thencONT value[z] of
the determiner due to the interaction of the first clause ®@BkCONT PRINCIPLE
with the other restrictions on tlexcoNT of the NP. At the S node of the sentence
two more restrictions become relevant. All lexically irdtwed pieces of seman-
tic representation must be realized in thecONT of the sentence, including the
EXCONT of the NP and the negative polyadic quantifier from ta&Tslist of the
verb (1 < [0}, @< [0]). Moreover, the standard clause of the LRSVNTICS PRIN-
cIpLE for combining NP-quantifiers in argument position with \adrprojections
requires that the polyadic quantifier of the NP take scope thveverb B < 53).

All these restrictions together license three distinctregpions in th&XCONT
of the sentence. Only one of them, shown in (21a), correspémthe linguistic
facts, the other two result from possible scope interastaithe negative quantifier
of the verb and the NP-quantifier. The NC reading (21a) obtéithe two negative
quantifiers get identified, meaning that[7, ¥ = 4 = x, @ = 7 = student’(x),
andg = § = come'(z).

(21) a. no(z,student'(x),come (x)) [0 =[] =
b.  no(z, student’(z),no((), (),come’ (z))) @=@;@=0; 0 =
c. no((),(),no(x, student'(x),come’ (z)))@=@;B=8;0 =

(21b) and (21c) are impossible DN readings of (1b) and havwetexcluded
by the theory of Romanian NC. At the same time we have to take tbat an n-
word in a sentence obligatorily triggers the NM on the finikeby We achieve both
goals in one step by adapting th&tl CRITERION of Richter and Sailer (2004) to
Romanian and the polyadic quantifier approach.

(22) THE NEG CRITERION for Romanian
If a negative quantifier of type higher thab) outscopes a finite verb within
the verb’s external content, then therTs list of the verb must contain a
negative quantifier of type higher tham).
Vo] V] V2]

word
verb
CAT |HEAD ) L .
VFORM fin||| A2l no(7,a&,8) <0AT# () AL« B
CONT |[MAIN

ss|Loc

LF [EXCONT [0]

— 33 H(no(ﬁ,:y', HANE#()A [LF |PARTS } INEIRS )

Intuitively, the NEG CRITERION says that the presence of an n-word in a sen-
tence requires the presence of a (possibly different) réweat undergoes resump-

163



tion with the NM on the verb. More precisely, theEN CRITERION is sensitive to
the presence of a negative quantifier of a type higher tharin the EXCONT of
a finite verb (contributed by at least one n-word). In thatsteltation a negative
quantifier must also be on tiaRTS list of the verb. Since those verbs that are
licensed by lexical entries do not carry negative quangfiartheir PARTS lists,
this means that only verbs licensed by the NMXiCAL RULE are eligible. But
since the quantifier contributed by a negative verb orifyrtads an empty variable
list, it would be of the excluded typ@®) if it were not identified with a quantifier
contributed by an n-word. It is due to the fact that theAd\NCRITERION requires a
quantifier of a type higher thaf) on the verb'sPArTS list that identification with
a gquantifier from at least one n-word is necessatry.

If we apply this reasoning to our example irGlORE 1 we see that the negative
quantifier contributed by the n-word and the negative qfiantdn thePARTS list
of the verb must be identical. We obtain an obligatory NC megdand the other
two readings in (21) are correctly ruled out.

In sentences with more than one n-word such as (1c), the inegatantifier
contributed by the verb must undergo resumption with at leas of the two quan-
tifiers contributed by the n-words for the reasons just dieedr If one n-word does
not undergo resumption with the NM and the other n-word, waialihe DN read-
ing in (23a). However, there is also the possibility thatt# negative quantifier
contributions in the sentence are identified. The numbeadékles contributed by
the individual n-words determines the type of the resuneptjuantifier. For (1c)
with two n-words, each contributing one variable, the selcawvailable alternative
is resumption of all three negative quantifiers, which letmda quantifier of type
(12,2) for the NC reading, shown in (23b).

(23) a. no(x,student'(x),no(y, book (y), read (z,v))) (DN)
b.  no((z,y), (student’(x), book’ (y)),read (z,y)) (NC)

5 N-words in Embedded Subjunctive Clauses

To complete our analysis, we investigate the function ofNiMin NC construc-
tions and show that our theory can be extended to accounbdality conditions
on the scope of negative quantifiers in NC constructions mpiex sentences.

5.1 The NM as a Scope Marker

We argued that the NM cannot be a semantic licenser of n-walg does not
maintain anti-additivity in the relevant contexts (3). Wsoasaw that in NC con-
structions the negation contributed by the NM must alwaydemyo resumption
with at least one n-word, as decreed by thed\CRITERION for Romanian (22).
But if the NM is neither a semantic licenser, nor a real negetiontributor in NC,
what is its role in these constructions and why is it obligateith n-words?
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We think that an answer to these questions can be found inlegrapntences
like (24) where an n-word is contained in an argument phrasani embedded
subjunctive clause. In this kind of construction the negatjuantifier may take
wide scope over the matrix verb (24a) or narrow scope witha gubjunctive
clause (24b). Parallel observations hold for English ndg@mbedded in infiniti-
val clauses (25). But unlike in the ambiguous English camsion, in Romanian
the scope of the quantifier is resolved by the (obligatory):NMe scope of the
negative quantifier is associated with the verb that catne®NM ((24a) vs. (24b)).
We see that the NM functions assgntacticlicenser for n-words; the NM marks
the sentential scope of the negative quantifier (cf. alsedoun (1999, 2004)).

(24) a. lonnu ia cerut Mariei [sa citeas@ nicio carte].
JohnNM CL-hasaskedMary SJread no book

‘There is no book that John asked Mary to read.

b. lon i-a cerut Mariei [sanu citeas@ nicio carte].
JohnCL-hasaskedMary SJNMread no book

‘John asked Mary not to read any book.’

(25) I will force you to marryno one (Klima (1964, p. 285))
a. ‘l won't force you to marry anyone.’
b. ‘l would force younot to marry anyone.’

Assume that we augment the type theory of our semantic rempason lan-
guage by a type for worlds and adjust the truth conditions of natural larggia
expressions to Ty2 in the usual way. Moreover, assume fomibment that the
EXCONT of matrix and embedded clause are distinct. With these noatiifins our
theory captures (24a) and (24b).

In both sentences, independent LRS principles for quarttiif;kargument po-
sition dictate that the negative quantifier associated mitto cartemust outscope
the verb in the embedded clause. Let us look at (24a). Supposecartetakes
scope in the embedded clause. Then teesERITERION is violated since the non-
negated verb cannot have a negative quantifier opaikTs list. Suppose it takes
scope in the matrix clause. Then the JICRITERION is satisfied by resumption of
the negative quantifier fromicio cartewith the quantifier of the negated verb. We
obtain the truth conditionso(y, book’ (y), ask’ (john',mary’, read (mary’, y))).
The converse holds in (24b). The embedded verb has a negaiker and a nega-
tive quantifier on it$’ARTS which means thaticio cartecan take scope within the
verb’seXCONT by resumption dsk’(john', mary’, no(y, book’ (y), read' (mary’,
y))))- It cannot take scope in the matrix clause, because thexwaitb lacks a
negative quantifier on itsarRTSlist.

5.2 Complex Sentences with Two NMs

The situation becomes even more complex when both the naaidixhe embedded
verb in a complex sentence carry a NM:
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(26) lon nu i-a cerut Mariei [sanu citeas@ nicio carte].
JohnNM CL-hasaskedMary SJNMread no book

a. ‘There is no book John asked Mary not to read.’
b. ‘John didn’t ask Mary not to read any book.’

The sentence (26) has two readings as indicated in the twelatéons. The
negative quantifienicio cartemay enter in NC with the matrix verb (26a) or with
the embedded verb (26b). In either case, the other verbilcotgs a type(0)
negative quantifier to the interpretation. This means tinat megation outscopes
the other.

In preparation of our analysis of (26), we start with the denpase of a com-
plex sentence without n-word but with NM at the matrix verld dhe embedded
verb (27). The relevant parts of its analysis tree are showimGURE 2.

(27) lon nu i-a cerut Mariei [sanu citeas@ Nostalgig.
JohnNM CL-hasaskedMary SJNM read nostalgia-the
‘John didn’t ask Mary not to rea@lhe Nostalgia

S
EXC
INC A [T <[10 A [11]) «[10]

parTs ([T 2 28, 31 3, @, [7), (3, [15)

7

NP VP
Exc [I] john’ EXC
INC INC
ps (@) ps ([2.[23, 3.3, @ 7 (3. [18)
|
lon  vp VP
EXC EXC [0]
INC ask’'([d,[4],n) INC [3lread (4mary’,[15nostalgia’) Aol e

ps (2 [28esk', [@, [Dno(,d,8))| |ps [L3([3) Baread’, (18, no(7, 7,6) )

nu i-a cerut Mariei sa nu citeasé Nostalgia

Figure 2: LRS analysis of (2pn nu i-a cerut Mariei sa nu citeasddostalgia
The EXCONT of the non-head daughter VP on the right, which is the embed-
ded subjunctive clause, must be an element oPtrer s list of that VP (EXCONT

PRINCIPLE). The smallest piece of semantic representation whichgg#d with-
out violating any other LRS principles is theCcONT value[3. The largest piece
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of semantic representation that ttecONT [g] of the embedded subjunctive clause
can be identified with is the negative quantifigs, which is contributed by the
verbnu citeascaand is licensed by the NM&ExicAL RULE. Since the lexical rule
guarantees that this negative quantifier is a subterm ofxtezreal content of the
verb (see (18)), we must conclude tipaequalgza].

It may be suprising that nothing said so far prevents thetiveggquantifier of
the embedded verb inIGURE 2 from taking scope in the matrix sentence. The
reason is that nothing forces the quantifigrto takeimmediatescope over the
predicate3], the matrix predicate may intervene. As a consequemgenay be
identified with the matrix negation or trigger DN within theatrix clause. Neither
of the resulting semantic representations expresseshmsrith conditions for
the sentence in (27). As our analysis stands, a NM at an eratdedztb could
even outscope an affirmative matrix verb, giving the ser@m¢28) the reading in
(28b):

(28) lon i-a cerut Mariei [sanu citeas@ Nostalgig.
JohnCL-hasaskedMary SJNM read nostalgia-the

a. ‘John asked Mary not to reddhe Nostalgia
b. #'John didn't ask Mary to reaflhe Nostalgid

A new clause of the BMANTICS PRINCIPLE prevents this undesired effect
and ensures that the external content of the complemerdeciaiua propositional
attitude verb remains within the scope of the matrix verb:

(29) THE SEMANTICS PRINCIPLE, Clause 2
If the head-daughter of a phrase hagaN value with a propositional
argumentp and the non-head-daughter is a propositional complement,
then theexcoNT value of the complement must be a subtermy.of

In our example in FGURE 2 the new clause of theEMANTICS PRINCIPLE
makes theexcoNT of the subjunctive clausg] a subterm of the scope of the
verb ask’. The negative quantifigfi contributed by the NM on the embedded
verb is now a subterm of and the only reading we obtain for (27) is the one in
which both verbs are negated (30), as desired.

(30) no((), (), ask’'(john', mary’,no((), (), read' (mary’, nostalgia'))))

Everything is now in place for the analysis of the two reading the am-
biguous sentence (26). A description of the tree structiigivien in RGURE 3.
The only difference from EURE 2 is the negative quantifier in the embedded
VP which takes the position of the proper nahestalgia For reasons of space,
information carried by identical tags as induRE 2 is not repeated inIBURE 3.

There are three negative quantifiers whose scope intemaotigst be deter-
mined. The restrictiof € [13 (known from the previous example) leaves two pos-
sibilities: [o] could be identical withe] or with [11. If [0] = [¢] we are in the situation
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EXC
INC A [T« [10

parTs (I, 2 23, 31 3, 4, 19, 7). [11))

_—

NP VP
EXC EXC
INC INC
ps ()| |Ps (2[4 3} 34, @, 6], 54, [6), [6d, 7, (2T

/\

lon  vp VP

EXC EXC [0]

INC [2lask’([1],[4],n)| |INC [B]read (4mary’,[6dy)

ps (BEA@T) | |ps () 58 Bhook' (68), Babook', B no(w, 6. ), [, [1T)
\ AOle

nu i-a cerut Mariei
sa nu citeasa nicio carte

Figure 3: LRS analysis of (268pn nu i-a cerut Mariei sa nu citeasca nicio carte

in which the negative quantifi@] of niciun students interpreted in the embedded
clause: Being identical witfg it is a subterm ofy and cannot take scope in the
matrix clause. On top of this, thed¢ CRITERION forces resumption betweésn
and[11], we obtain a NC reading in the subjunctive clause and thepiretation
(31a) for (26). Iffo) = [11) the negative quantifigs can take scope in the matrix
clause where it undergoes resumption itho obey the NG CRITERION. The
result is a NC reading in the matrix clause and the interpogtgd31b) for (26):

B1)  a no((), (), ask'(john',mary',no(y, book' (y), read (mary’,y))))
b. no(y, book'(y), ask'(john', mary’, no((), (), read (mary',y))))

In this section we showed that our theory of NC in Romaniariaias all basic
ingredients to account for the properties of negative dfiargt and NC in complex
sentences. The analysis is still incomplete in at least wepects: We did not
properly integrate our theory of polyadic quantifiers witlotsorted type theory;
and we did not carefully consider the full range of data thaelevant for a theory
of NC in complex sentences. While the logical extension khbe straightfor-
ward, the empirical questions are challenging. What aresgigakers’ intuitions
about the scope of negative quantifiers in complex sentemithgdwo or more n-
words? An unconstrained theory predicts scope interagctibat native speakers
most likely will not perceive given the usual difficulties tvimultiple negations.
It would be important to find out which readings are availadnel preferred, and
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which grammatical or processing constraints are at play.

6 Conclusion

The present analysis of NC in Romanian applies the apprdetiwias pioneered
by an analysis of French in de Swart and Sag (2002). Our themrgiderably ex-
tends de Swart and Sag’s proposal by explicitly integratingigher-order logic
with polyadic quantification in HPSG. We expect that the folation of the
polyadic quantifier approach to NC in LRS will make it possilbd unify this
line of research with the typological approach to NC in Hglisrench and Ger-
man presented in Richter and Sailer (2006). Last but not,leasling polyadic
quantification to LRS opens the door to exploring a whole eaoignew semantic
phenomena in HPSG such as cumulative sardédifferent(unreducible) polyadic
quantifiers (Keenan (1992), Keenan and Westerstahl (198if)¢e our constraint-
based syntax-semantics interface supports the integrafipolyadic quantifiers,
HPSG theories can take full advantage of them. This bringsnvieach an explicit
specification of the syntax and semantics of constructibasrequire unreducible
polyadic quantifiers for an adequate rendering of theihtagnditions and have,
for that reason, turned out to be problematic in other granfraeneworks.
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