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Abstract

| reconsider the HPSG RSING PRINCIPLE which is introduced in Pol-
lard and Sag (1994) to constrain the way in which lexicalieatdescribe
the SUBCAT lists of the words they license. On the basis oftivaea com-
plement is assigned a semantic role in a lexical entry orthig,entry may
not or must describe this complement as structure-shatbdhe unrealised
subject of some other (non-subject) complement. The fostals of this
principle is still unclear, as it is formulated as a ‘metanpiple’ that does not
talk about linguistic objects directly but rather aboutlsdcal entries that li-
cense them. | show that, although its meaning cannot be ssguidaithfully
by the usual kind of constraints employed in HPSG, theRVG PRINCIPLE
can nevertheless be replaced by two such constraints wragk targely the
same predictions. Most importantly, these constrainesraut with the out-
put values of description-level lexical rules in the styfeMeurers (2001)
in a way that makes predictions available that Pollard angl (3894) in-
tended the RISING PRINCIPLE to make but that it cannot possibly make if
description-level lexical rules are employed.

1 Introduction

In chapter 3 of Pollard and Sag (1994) theIRNG PRINCIPLE (RP) is introduced.
This principle’s initial motivation was to enforce undertzgn circumstances what
| shall call theraising configurationon the SUBCAT lists of words: If a subject

is raised, it is identical to theynsenobject belonging to the subject or object it is
raised to. This is illustrated by the SUBCAT lists in (1).

(1) a < VP[SUBCAT <>]>
b. <NP,, VP[SUBCAT <>]>

The list described in (1a) corresponds to a subject-toedvbsing verb like
seem The raising configuration holds on the list since the subjee. the first
element of the list) is token-identical to the subject ofiheaturated VP. Similarly,
the raising configuration holds on the list described in (Ithjis list might be that
of a subject-to-object raising verb likeslieveor expect

1.1 Description-Level and Meta-Level

In Pollard and Sag (1994), linguistic regularities wereresped on two different
levels, which | shall call (following Meurers (2001)) thes#eiption-level and the

] thank Frank Richter, Janina Rado, Manfred Sailer, GeRddn and Ivan Sag for valuable
discussions and advice; | thank the three anonymous rexdesiean earlier draft of this paper for
helpful comments.

LIn the following | shall sometimes be talking about raisirghs instead of raising words, usually
because certain properties of verbs are an issue. Thiscshottlistract from the fact that the RP as
well as the principles introduced in this paper talk aboutdsan general.
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meta-level. The descriptions that are formulated on therge®n-level talk about
linguistic objects directly and constrain them to certdiages. On the meta-level,
lexical rules are formulated that derive new lexical est{@hich are descriptions
of words) from existing ones, thus allowing for what has bealted ‘horizontal
generalisations’ in the lexicon. Apart from the lexicalasil constraints on the
shape of not linguistic objects but instead the descrigtioonstraining them can
be imagined, and the/RSING PRINCIPLE was intended as just this kind of meta-
level constraint.

While a precise formal explication of the meaning of primegpformulated on
the description-level has been provided in the form of (R)SRo such formal
rendering has so far been given for meta-level rules anaiptes. Hence no pre-
cise account of the RPs meaning exists so far, and the detéiseffects may thus
always be subject to some amount of speculation. Furthernsorce the principle
was intended to constrain not only basic lexical entriedikeivise those generated
as the outputs of lexical rules, it is incompatible with aatggion-level approach
to lexical rules in the style of Meurers (2001) for princigle2asons, since in this
approachword objects are related to otherord objects, while the originally envi-
sioned meta-level formalisation of lexical rules shoulgéheelated lexical entries
to lexical entries. If use is made of a description-levehfalisation of lexical rules,
the RaISING PRINCIPLE will no more be able to constrain the output values of the
rules, since these will be in a domain different from the dme principle talks
about (linguistic objects vs. lexical entries).

Since neither a satisfactory formulation of meta-leveldakrules nor of the
RP have yet been given, | consider the meta-level approachcehd for the time
being. It follows that, for the purpose of full formalisatiodescription-level lexical
rules are called for. It is then an obvious question whetberesreplacement of
the RP in terms of descriptions can be given as wdlb my knowledge, no such
alternatives have been attempted to give, probably bed¢hadeP as it stands talks
about the way words are described by lexical entries, whiearly is something
that cannot be done in the same manner by a description tfatnslated on the
same level as the lexical entries themselves. From thidawe that the effects of
the alternative that will be offered here cannot be quitestirae as those of the RP
(under any interpretation it might possibly be given).

1.2 The issue

In this paper, | offer a replacement for the RP formulatedhendescription-level.
The replacement is intended to have at least the effectshibd@®P was positively
intended to have. In section 2, | briefly review the idea of dniginal RP and
take a look at the features of this principle that make it subl@matic to express
on the description level. In section 3, taking my departuoenf the theory of

2¢f. Richter (2004).
3Descriptions are considered expressions of (R)SRL or thd Agtation for (R)SRL, as defined
in Richter (2004). | consider nothing else a true descniptio
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English presented in the first eight chapters of Pollard aagl (3994), excluding
the CONTROL THEORY, | offer two new principles as an alternative to the RP,
namely the RGUMENT CONSISTENCY PRINCIPLE (ACP) and the © HERENCE
OF VALENCE PRINCIPLE. In section 4 | argue that, if description-level lexicalgsil
are employed, these two principles achieve what the RP wesdad to achieve
with respect to predicting the shapes of the output valudexial rules. | show
that the argument about the Subject Extraction Lexical ReilELR) output for the
null relativiser that Pollard and Sag (1994, p. 219, fn. 43ke as well as the
one about the impossibility of Null Complement Anaphorahwiising verbs and
raising adjectives, in contrast to its possibility with egarbs and adjectives (cf
Pollard and Sag (1994, p. 140-142), can be reconstructed tis new principles.
Apart from this one, hardly any attempts at precise argusnentploying the RP
are known to me, which is probably due to its dubious formalust* By giving
a formalised description-level alternative to the RP wipifeserving the effects
intended by Pollard and Sag (1994), | hope to make a moregereliscussion of
the meaning, effects and necessity of constraints enstiéising configuration
possible.

2 TheRAISING PRINCIPLE

In this section | shall take a brief look at the RP of Pollard &ag (1994).

(2) (META-LEVEL) RAISING PRINCIPLE Appendix Version

Let E be a lexical entry in which the (description of the) SUB-
CAT list L contains (a description corresponding to) a mem-
ber X (of L) that is not explicitly described in E as an exple-
tive. Then in (the description of) the CONTENT value, X is
(described as) assigned no semantic role if and only if L (is
described as if it) contains a nonsubject whose own SUBCAT
value is<X>.

The crucial aspect of this formulation is the reference thatade to the way
things are described by lexical entries, in particular theapesnot explicitly de-
scribed in E as an expletivend (described as) assigned no semantic rdleon-
sider each of these in turn.

e not explicitly described in E as an expletive

“A further is about the output values of a lexical rule accinfor prepositional passives in
Tseng (2007). It is interesting to note that Tseng (2007)kerPollard and Sag (1994), does not
assume that the RP can be used to predict the shape of oulpes wd lexical rules. For Tseng, the
rules themselves have to be formulated so as to comply wétprimciple.
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If a member of a SUBCAT list of avord objectw is not explicitly described

as expletive in the lexical entry that licensg¢and, of course, if it is neither
explicitly described as referential), then,vin this member of the list might
actually be expletive and just as well might not. All thataguired is that the
relevant complements e¥ord objects licensed by the entry need not neces-
sarily be expletive, while it is still possible for them tataally be expletive.
This fact is made use of in the RP to account for the fact that ¢kam-
ple) raising verbs behave identically in cases where theal@omplement’s
subject is expletive and in cases where it is not.

(described as) assigned no semantic role

| distinguish betweerple assignmenandrole filling. Role assignmeriakes
place in the domain of lexical entries (which the RP consggi A synsem
object is assigned a semantic role irward object's CONTENT value if
a token identity of (part of) the semantics of thgnsenobject (usually a
member of thevords SUBCAT list) and a semantic object filling a role in
thewords CONTENT value is specified in the entry that licenseswioed.®
Role fillingdenotes the case where (part of) the semanticsphaenobject
actually is the value of some role attribute (like RUNNER,B®WER, SOA-
ARG etc.) evaluated on psoaand similar cases (which are explained in
detail below). Asynsenobject may fill a role without being assigned it.
This is so because the token identity required for role §llimight neither
be ruled out by the word’s lexical entry nor enforced by itthis case role
filling in a word licensed by the entry is possible, but notessary. In (3),
e.g., the subject fills the roles DISMEMBERER and DISMEMBHERBut
is only assigned the role DISMEMBEREE.

(3) James dismembered himself

The notion of role filling can and will be explicated preciseh the descrip-
tion level, while role assignment can not.

Any lexical entry that does not explicitly describe some rhemof the SUB-

CAT lists of thewords it describes as expletive has to assign this SUBCAT list
member a semantic role just in case it descibes it also asitjecs of some unsat-
urated complement on the same list. So in any giwend objectw any comple-
ment that is not assigned a role in the CONTENT valugvdify the lexical entry
that licensesv must be the subject of some unsaturated complememtmfovided

the complement is not explicitly described as expletivehmentry that licenses.

°Note that my explication of the meaning of role assignmemisdoot seem to fully agree with
the meaning intended in Pollard and Sag (1994). Given myietn, the phrasédescribed as)
assigned no semantic roshould be replaced bgssigned a semantic role by (or in) But this shift
in meaning does no harm here and it is convenient to condbaselevant distinction in two distinct
expressions.
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Since this structure sharing is not enforced by directlyst@mning the linguistic
objects atissue, but indirectly by requirig the lexicalre® to ensure it, it will hold
no matter whether the actually shargghsenmin someword the entry licenses is
referential or expletive.

Assume (4) to be a partial lexical entry for the vedem

word
@ CATEGORY|SUBCAT < VP[INF, SUBCAT()]:>
SYNSEM|LOCAL seem
CONTENT LOA_ARG ]

The principle then accounts for the following data.

(5) a. ltisgreatto like her
b. He seems to like her
It seems to be great to like her
There seems to be good reason to like her
*There seems to be great to like her

® 2 0

(5a) is licensed since the lexical entry for the relevanimfaf be explicitly
requires its subject to be expletiite So the RP does not impose any further con-
straints on the entry. In constrast to that, the entrgegmdoes not impose any
constraints on its subject. As a consequence of that, thereoacrete instances of
seem(i.e. word objects) that do have a referential subject (as in (5b)) dhdrs
that have an expletive subject (as in (5c), (5d)). Since thigest of seemis not
assigned any semantic role in the lexical entry, the lex@cdty is constrained by
the RP to describe it as identical to that of the word's VP clement (i.e. the
co-tagging in (4) which is done using the falgs actually enforced by the princi-
ple). This identity must then obtain in allord objects the entry licenses, no matter
whether the subject is expletive as in (5¢), (5d) or refeatas in (5b). So the de-
sired effect is achieved and the subjecteénmalso is the subject of the embedded
VP. Obviously, (5e) will be ruled ungrammatical sinoe great to like herequires
expletiveit as its subject.

Although most of these considerations seem to be quite icleatively, neither
the meaning of the RP nor that of meta-level lexical rulestiesen pinned down
formally so far. So in the remainder of this paper | shall stigate whether and at
what cost the effects the principle was intended to have ilaRoand Sag (1994)
can be achieved by constraints formulated on the desarniicel.
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3 The Description-Level Approach

3.1 Auxilliary Relations

Before introducing and discussing the description-legplacement for the RP that
| shall offer, | need to introduce two auxillary relatiorrsai sed- on andr ol e-
filler.

3.1.1 Raised-on

The relationr ai sed- on is a relation betweesynsenobjects and (intuitively,
SUBCAT) lists. It obtains betweensynsenand alist object if thesynsenobject

is a member of the list and also is the single element of somemital (i.e. non-

subject)synsenelement of that list. If for some list there existsysenobject

that is raised on the list, | also say that the raising conéitjom obtains on the list.
Formally, the relation is defined as follows;

(6) VsVi
(rai sed-on(s,l) <

J1HZ]

(‘[resT ] A

menber (s, 1) A

memnber ([LOCAL|CATEGORY|SUBCAT <s>}, @))

3.1.2 Role-filler

To define ther ol e-fi |l | er relation, | first need to introduce a new attribute
called LEXICAL-SEMANTIC-CONTRIBUTION (LSC). LSC is appgpriate to
the sortcontentand takes as its value either an object of gsdaor of sortnone
If present, the psoa which is its value will always be the telateristic’ psoa of the
word, the one that the word adds to the overall meaning ohitage. For example,
in the case of an adjective likelue it will be the bluepsoa introduced by the
word® The attribute is needed for the treatment of semanticallyieas words, as
will become clear later.

The relationr ol e-fi | | er, a relation betweerynsenobjects, covers three
distinct ways in which the CONTENT value of one such object fitha role in
that of the other. These are:

(i) The CONTENT values of both objects are identical.

5] assume that the LSC values of head-daughter and mothemargsadentical. The formulation
of a principle to enforce this is of course trivial. The ditrie might be independently motivated, cf.
e.g. De Kuthy (2000, p. 101).
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This covers the base form complement of infinitit@lwhich simply identifies
its own CONTENT value with that of its base form complemeritalso covers
case marking prepositions, which do the same. If identitCONTENT values
were not regarded as an instance of role filling, the base tmmplement oto
and the prepositional objects of case marking prepositicndd be required to be
raised’

(i) The CONTENT value of the first argument ispsoathat is also an element
of the CONTENT|RESTR list of the second.

This covers the clausal complement of the null relativisesr, CONTENT value
of which appears on the relativisers RESTR list and must Botelguired to be
raised.

(iii) The CONTENT or CONTENT|INDEX value of the first argument is the
value of some attribute € R evaluated on the LOCAICONTENT|LSCJ-
NUCLEUS value of the second argument, wh@&as the set of those and only
those attributes that denote functionspmoascorresponding to semantic roles (the
obvious case).

The formal definition of the relation is given in (7)

(7) VzVvy
(role-filler(x,y) <

1]

((x|:LOCAL|CONTENT {nom-obj H V (—[Z[nom-obj A “[LocAL|cONTENT [1]])) A

INDEX
(Y[LocAL|cONTENT [1]] V
J2)(Y[LocaL|coNTENTIRESTR[2]] A menber ([I]psod, [2))) V
V per ’[LocaL|conTENTILSCINUCLEUS|p [I]])))

3.2 The Principles

In this section | shall investigate the possibilities ofrgag the effects that the RP
was supposed to have while using only constraints that cdarbeulated on the
description level. | shall start by considering why two maitranslations’ of the
meta-principle to the description-level will not work. WW&bne of these appears to
be truly inadequate, the other will be kept, but a seconctjpia will be added to it.

The problem that has to be faced when trying to construe amative to the
RP on the description-level is that description-level ¢@ists can never make ref-

A similar notion on the metalevel is implicitly employed imlfard and Sag (1994). There, too,
(at least) the three cases covered here will have to be eesids instances afle assignment
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erence to the way things are described in lexical entrieacklao formulation cor-

responding to the phrasmt explicitly described in E as an expletigs employed

in the RP will be available if an alternative to the princijgeto be formulated on

the description level. This leads to the question how thei$to be accounted for
that raising verbs show identical behaviour in cases whereuibject to be raised
is expletive and in cases where it is not; that is, why exydetaising is generally
possible.

The RP achieves this by constraining lexical entries to ifpeertain token
identities, but descriptions can only constrain linggistbjects to have certain
shapes, where in any (by definition totally well-typed and-sesolved)word ob-
ject, a given complement of thveordis either expletive or is not. So, if one simply
tried to reformulate the principle as closely as possible asnstraint orword-
objects, the conditiomot explicitly described in E as an expletigeuld only be
(i) dropped or (ii) taken over asot an expletive (The conditionnot assigned a
semantic role by Evill be translated agsot filling a semantic role This treatment
will lead to problems discussed in section 3.4.)

(i) Is not an option. It would result in a principle somewhé&el(8).

(8) For everyword object, everysynsenobject on thevords SUBCAT list is
raised on that list if it does not fill a role in thveords CONTENT value?

This is of course no viable solution. Since no expletive éllsra role it would
amount to requiring every expletive to be raised. So exmston the SUBCAT
lists of words that are lexically specified to select for etpks would also be
required to be raised, which clearly is not a welcome effé@xically specified
selection is where selection for expletives originates! i not hard to see that
introducing such a principle would in effect require eveeptence containing an
expletive to be infinite.

(i) Would result in something like the principle (9).

(9) The ARGUMENT CONSISTENCY PRINCIPLE (informal versio

For everyword object, everysynsenobject on thewords SUBCAT list
that is neither expletive nor does fill a role in twerds CONTENT value
is raised on that list.

8In the following principles, théf and only ifformulation present in the RP will be replaced by a
unidirectional implication. In the RP, the condition agsithat complements can only be described
as raised if they are not assigned a role. That means thaetiel entry of a subject or object
control verb may not specify this verb’s subject or objeespectively, to be identical to that of the
VP complement because it assigns it a role. Yetin a givenrebamistance of the word, this identity
may hold. cf. Pollard and Sag (1994, p. 140, fn. 40), Praépgwki and Rosen (2004). If the
biconditional were retained in the description-level gsi, this would exclude this identity in all
instances of the word, which is a completely undesired effec
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This principle ensures that the semantics of every nonetixpl argument that
happens to be onwaords SUBCAT list must either be used in the semantics of
this word directly or raised from some other complement of tnerd. Follow-
ing a suggestion by Frank Richter and Janina Rado, | shalidferth call it the
ARGUMENT CONSISTENCY PRINCIPLE (ACP).

This principle alone will not have the desired effect. Thissb because, in
some sense, nothing is said by it about expletive complesnéfthile referential
complements that do not fill roles are required to be raisquleéives are not. This
leads to the licensing of such sentences as in (10).

(10) a. *There seems to like her
b. *There seems to be obvious that you like her

(10a) could mean, e.gyou seem to like herSince expletive subjects would
not be required to be raised, the VP’s subject could corraspoyouwhile seem
could have some expletivéhere in this case) as its subject. (10b) is similar; in
this case both subjects are expletive, but the expletiveslifferent although they
should be the same.

In essence, the question seems to be how to distinguish eamepls that are
lexically specified to be expletive from those that are noh. te meta-level, this
can be done by simply looking at the lexical entries. On thecdption level, it
can not.

The analysis offered here attacks the problem from a diftesagle. Assume
that the RP is dropped and the ACP is incorporated into theyhend consider the
sentences in (10). Both of them have in common that the subjebe embedded
VP is in some way ‘lost’: it does not get realised by direct tdmation with the
VP according to the head-subject-schema, but neither éalised anywhere else.
Realisation of the subject ‘somewhere else’ is just whatld/bave happened had
the subject been raised. In the sentences in (10), it wowe baen realised as the
subject of the raising verb. In cases with subject-to-dhjaising as the object.

If the ACP were accompanied by some principle that prevestdgjects of
embedded VPs to be lost in the manner displayed in (10), atidsifprinciple
further required every expletive subject of such a VP to serh the problem with
the sentences in (10) would be solved. These considerddaddo the formulation
of the following principle, which | call the GHERENCE OFVALENCE PRINCIPLE
(CVP)?

%It was pointed out to me by Manfred Sailer (personal commatita) that the CVP as stated in
this paper may be in conflict with analyses of so-called taaby’ PRO as in (1).

(1) Itiseasy to like her

In (1), the unrealised subject of the infinitival VP is notlread in any of the ways the CVP
requires such subjects to be realised in. However, the iqneshether this is a fatal problem cannot
be answered without any detailed analysis of conditionguwthich ‘arbitrary’ PRO can occur. This
paper is not the right place to give such an analysis.
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(11) THE COHERENCE OFVALENCE PRINCIPLE (preliminary informal ver-
sion)

For everyword object whose SUBCAT list contains a non-subject comple-
ment whose SUBCAT list has the formX >, one of the following must
be the case:

e The LOCAL value of X is a member of theords SLASH set

e TheLOCAL|CONTENT|INDEX value of X is identical to that of
another member of theord’'s SUBCAT list

e Xisraised on the SUBCAT list of theord, which is always the case
for expletives

The first of the three bullets is needed to license the outpluies of the 8B-
JECT EXTRACTION LEXICAL RULE. The second covers the case of equi verbs,
where the unrealised subject of the embedded VP only neeslsate its index
with that of its controller. The third allows for the realiga of the VP’s subject
via raising and enforces raising if the subject is expletive

It is easily seen that by the CVP, the examples in (10) arel utgrammatical.
In the case of (10a), the embedded VP’s subject will be requiv share at least its
index with some element of the matrix verb’s SUBCAT list. @tile matrix verb’s
subject is available for sharing the index with. But if itelé@x is shared with that of
the VP’s subject it will neither be expletive nor fill a roledahence be required by
(9) to be raised, which is the desired result. In the caseQif)(¥aising is enforced
directly by the CVP, since the subject of the embedded VPpietixe.

3.3 Subject-to-Object Raising
Subject-to-object raising verbs give rise to a further pgob Consider (12).

(12) a. *John believes there to like her
b. John believes himself to like her

The analysis presented so far licenses (12a) with the sawasit(12b). To
see this, assume that the subject of thet¥kke Kimin (12a) has the same index
as thesynsenobject corresponding tdohn Then the sentence complies to the
CVP: the unrealised subject of the VP has been realised aseddy the CVP by
virtue of having the same index as the subject of the mattils. Mdothing requires
the expletive to be raised, since nothing requires its indebe referential, which
the CVP does for the subject of (10a), thus ruling this sexgemgrammatical. In
(10a), only the subject is available for sharing its indeswtiat of the unrealised
subject in accordance with the CVP. In (12a) the index shbeldequired to be
shared with the accusative object of the matrix verb. Butleycurrent formulation

For similar reasongpughconstructions might be problematic, too.
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of the CVP, it may share it with the matrix verb’s subject jastwell. If this is
the case, nothing prevents expletierefrom occuring as the accusative object,
which, as an expletive, is not required to be raised by (9).

It appears possible to solve this problem by requiring Uisea VP subjects to
be realised as the most oblique complement of the word ssjefcr the VP that is
still less oblique than the VP itself. In the case oeemthis would be the subject,
in the case obelieve the accusative object. This leads to the revised versidimeof
CVP shown in (13).

(13) THE COHERENCE OFVALENCE PRINCIPLE (final informal versiop

For everyword object whose SUBCAT list contains a non-subject com-
plement Y whose SUBCAT list has the foreaX>, one of the following
must be the case:

e The LOCAL value of X is a member of theords SLASH set

e The most obligue member of the describedrd object's SUBCAT
list that is still less oblique than Y (call it Z) is such that

— The LOCAL|CONTENT|INDEX value of X is identical to
that of Z or

— Xisidentical to Z, which is always the case if X is an expletiv

3.4 Subject-to-Object Raising and Reflexives

It has already been remarked above that not only the pm@tsexplicitly ... as an
expletivebut also the notion ofole assignmentannot be faithfully expressed on
the description level. This leads to undesired consequeinchie case of subject-
to-object raising verbs with reflexive accusative obje¢igia) is possible with the
SUBCAT list (14b), wheré #[2]. That is, the reflexive is not required to be raised
as it should.

(14) a. John believes himself to like her
b. <NP1-, [1}; :reflexive VP[SUBCAT <>}>

This is the case because the indices of subject and acausdiiect are (and
must be, by RINCIPLE | of the BINDING THEORY) identical. So, since the sub-
ject fills the role BELIEVER, the object also fills this rolet it not possible to
distinguish on the description-level between role fillinglexical assignment and
externally enforced role filling, in this case role fillingferced by the BNDING
THEORY. To force reflexives like the one in (14a) to be raised, it evitable to be
able to tell which member of a SUBCAT list it is that fills a c@rt role; that means
it must be impossible for distinct SUBCAT list members totfilé same role.

10if the to-phrase in sentences likee seems to me to like hisrto be analysed as a complement
of seem this would probably be inconsistent with the present satige. | however doubt that an
analysis of theo-phrase as an complement is mandatory.
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To achieve this, | introduce a sort of ‘intermediary indexiish must be unique
for every member of a SUBCAT list. The attribute INDEX, eatied on an inter-
mediary index, will yield a ‘standard’ index. It must thentbese standard indices
that the BNDING THEORY and most other principles talk about, while intermedi-
ary indices are only relevant for more exotically flavouresposes.

To make this proposal precise, | introduce the sort (speaiad (for inter-
mediary indexas a direct subsort abjectin the way shown in (15).

(15) intind
INDEX index

The only attribute appropriate tatind is INDEX, and to evaluate it on an
object of this sort yields an object of santdex Evaluating INDEX! on an object
of sortnom-objwill now yield an object of sorintind. The attributes that represent
roles onpsoa must now likewise yield objects of sdrttind when evaluated on
such an object.

The benefit ofintinds is that, while objects of sorhdex can be required to
be indentical for different members of the same SUBCAT ligtvirtue of the
(appropriately reformulated) IRDING THEORY, their intinds do not have to be
indentical. To say more, they may not even be identical, wisenforced by the
following constraint.

(16) UNIQUENESSCONDITION on intemediary indices
[category —

[suscAT [1]] A

VxVy

(menber (z[1) A nenber (y,1) —

(ZLOCAL|CONTENT|INDEX= yLOCAL|CONTENT|INDEX— x = ¥))

The constraint states that for any two members of a SUBCATH®&ving the
sameLOCAL|CONTENT|INDEX value means to be identict.

Since role attributes evaluated psoa yield intind, it is now the case that
no two distinctsynsenobjects on the SUBCAT list of anyord can ever fill the
same role in the CONTENT value of thigord. So in the case of (14), although
the ‘standard’ indices of subject and accusative objecichvare embedded in
the intinds under the attribute INDEX, are identical, theinds are not. Hence
the subiject fills the role BELIEVER, but the reflexive objeced not and will be
required to be raised.

HWhich could now be renamed INTIND, but it need not.

2Note that still the sameynsenobject could occur twice on the same list. If necessary, this
possibility might be ruled out by a further constraint, riging that anysynsenobject occur at most
once on any SUBCAT list.
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3.5 Formal Statement of the Principles

The ARGUMENT CONSISTENCY PRINCIPLE as well as the GHERENCE OFVA-
LENCE PRINCIPLE can be stated formally in (the AVM notation for) RSRL. To do
this is the sole purpose of this section.

(17) The ARGUMENT CONSISTENCY PRINCIPLE (formal versiol
[word] —

([SYNSEM [1[LOCAL|CATEGORY|SUBCAT ] A

Va
(menber (z, 2) —
((-role-filler(z[) A-"[LOCAL|CONTENT|INDEX|INDEX expletivé—

rai sed- on(z,[2)))))

The principle says that for every object onvard object's SUBCAT list, if it
does not fill a role and is not expletive, then it is raised @anSWBCAT list.

(18) The ®WHERENCE OFVALENCE PRINCIPLE (formal version)
[word] —

LOCAL |CATEGORY|SUBCAT [1][REST[2
(| sYNSEM | | | 2] A
NONLOC|SLASH

VxVy
(menber (y[LOCAL\CATEGORY\SUBCAT <I[LOCAL >], 2) —

menber ({4, 3]) V

6]

(to-the-left(e,y,@) A

Vz(to-the-left(zy[@) AzA#A6l—to-the-right (g, z1)) A
(r =V

(*[LOCAL|CONTENT|INDEX|INDEX [5]] A [6]LOCAL|CONTENT|INDEX|INDEX [5]])) A
(*[LocAL|CONTENT|INDEX|INDEX expletivé— x =T6]))))

The relationt o-t he-ri ght , defined in Richter (2004, ch. 4.2), holds of its
argument triple if the last argument is a list and the firsuargnt occurs to the
right of the second argument on that list. The relatiant t he- | ef t is defined
with respect to the relationo-t he-ri ght .

(19) Therelatiort o-t he- | ef t

VaVyVvz
(to-the-left(x,y,2) <> -to-the-right(z,y,2) Az #y)
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An objectz is to the left of an objecy on a listz iff = is not to the right of and
not identical withy.

The principle requires that for arword object whose SUBCAT list contains
an unsaturated complement, this complement’s subjectGAlOvalue must either
be in the describedords SLASH set, or there is some element on the described
words SUBCAT list that is the most oblique complement of the wtdt is still
less oblique than the unsaturated complem@&mith this object, then, the unsat-
urated complement’s subject is either identical or indexrsd.

4 Interaction with Description-Level Lexical Rules

The RP was not only used in Pollard and Sag (1994) to congtraioontent of ba-
sic lexical entries, but likewise to constrain the contdnbutput values of lexical
rules. This made sense intuitively, since lexical rulesenanceived of as rules
generating new lexical entries from existing ones. WithRfreunderstood as con-
straining all lexical entries, the output values of lexin#kes had to be constrained
as well.

Since no satisfactory formalisation of the meta-levels@mployed in Pollard
and Sag (1994) has yet been established, the descriptiehftemalisation given
by Meurers (2001) seems the only possibility so far to haveradl account of
lexical rules at all. But if description-level lexical rd@re employed, lexical rules
are understood as descriptionsl@f-rule objects. An application of a rule can be
understood as an object licensed by the rule. Input to arplibof an application
of a rule are represented as components of the correspoladingle object, that
is, asword objects that can be reached from thg-rule object via the attributes
IN and OUT, respectively. It is a crucial aspect of this folisation that no new
lexical entries for the rules’ outputs are generated atkddince the RP, even if it
were precisely formalised, could never constrain the dstptithese rules.

From this it follows that, even if the RP as a meta-level statat were to be
retained and a satisfactory formalisation of it were giviaen either lexical rule
outputs could no more be constrained by it or finding a satisfg formalisation
of meta-level lexical rules would again be an issue. In thigien, | assume that
description-level lexical rules are used and investigate imuch of the predictions
made about the output values of lexical rules using the RPolfafd and Sag
(1994) can be reconstructed employing these rules and theigdes introduced
above. Only two such arguments about output values of |exitas are know to
me, both stemming from Pollard and Sag (1994). | considdr bbthem in turn.

4.1 The Null Relativiser

The most explicitly formulated and also most interestinguarent known to me
in which the RP is employed in to reason about output values lekical rule

BRecall that the order on SUBCAT lists reflects the obliquerigerarchy.
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concerns the $BJECT EXTRACTION LEXICAL RULE (SELR) output for the null
relativiser. In this section, | briefly summarise the ceraispects of the relativiser
and the lexical rule and review this argument. | then showttiestructure shar-
ing that the RP should have guaranteed in the objects liddmgéhe rule’s output
for the relativiser is also enforced by the new principleshi@ output values of a
corresponding description-level rule. Thus the effectsRIP was intended to have
are preserved.

A null relativiser is employed in the treatment of relativauses suggested in
Pollard and Sag (1994). Given this phonetically empty wahé, relative clause
(20a) will have the structure shown in (20), with the religiév represented &s

(20) a. <mar> to whom you gave your pocket
b. <mar> [to whom [e [you gave your pocket]]].

The lexical entry fore requires the LOCAL value of the relative phrase to be
a member of the SLASH set of the clause which the relativigked as its com-
plement. The relativiser binds this SLASH set member. Furtiore it requires
the relativiser to select for a subjétwith just the LOCAL value of the relative
phrase. Together with the identification of the index whglkléscribed by the en-
try as the single member of the subjed’SHER|REL set with the relativiser’s
CONTENT|INDEX value and the INDEX of the modified N’, (20a) is licensed
with the syntax indicated in (20b) and appropriate semantic

It is for the analysis of sentences like (21a) that theB8&CT EXTRACTION
LEXICAL RULE (SELR) comes into play. The desired analysis of this seeténc
shown in (21).

(21) a. <marn> who gave his pocket to you
b. <marn> [who [e [gave his pocket to you]]]

Without the SELR, an analysis as indicated in (21b) would loeked by the
TRACE PRINCIPLE for English, which forbids the extraction of subjects toerul
sentences like (22) ungrammatical.

(22) *Who did Bob tell you that will visit us?

Yet the extraction of subjects seems possible in casesdiKe Where the sub-
ject of the embedded clausdo will visit usis fronted.

(23) Who did Bob tell you will visit us?

Pollard and Sag (1994) account for these sentences by uirggithe SELR
as shown in (24).

MRecall that in the theory presupposed hesabject of xsimply meansnitial member of the
SUBCAT list of x
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(24) [S$LOC|CAT|SUBCAT <Y, ... » Junmarked, >] —

1
S LOC|CAT|SUBCAT <Y, ,VP[SS {LOCWAT'SC <[LOC D] >}

NONLOC|INH|SL {}
NONLOC|INHER|sLASH {[1]}

This lexical rule guarantees that for each word that subocaitees for an un-
marked non-subject sentential complement there is anetbet, subcategorising
for a VP instead of the sentence and having the LOCAL valudisf¥P’s sub-
ject as the single member of ISHER|SLASH set!® (23) is then explained as
resulting from an application of the SELR tell. It is thus analysed as adAD-
FiILLER-CONSTRUCTION with did Bob tell you will visit usas the head and/ho
as the filler.

The SELR is employed to derive the null relativiser for (26gni that em-
ployed in (20), and here it is that the RP comes into play. @eng25a)® This
description of asynsenobject fits the input schema of the SELR and so can serve
as a part of its input (assuming for the moment meta-levétdéxules), yielding
an output about as shown in (25b), if the effects of the RPgrered.

rltvzr

INDEX [T
mMob N’ [NL\TO-BIND|REL {}]:{RESTR ]

[LC
LC CAT NL|INHER|REL [1]|’
(25) a. s¢ <
S[INHER|SL {@}, fin, unmarke}i
npro
CNT | INDEX
i RESTR {[4]}U2] 1]
|NL|T-B[sL {[3]} |
[T rltvzr 1]
INDEX
MoD N’ [NL TO-BIND|REL ¢[1 ]:
| | {0} |:RESTR ]

LC |CAT |[sc <INHERREL [, VP[SC <@[LC }>,f|n]:>

INHER|SLASH {}
npro
CNT |INDEX

| RESTR{[4}U[2]
[INHER|sL {[7]}
| T-B[sL {@BI}

NL

SNote that this is the first case considered in the CVP.
18 need to abbreviate some of the attribute names to make thé&fithe page. | also sometimes
abbreviate paths by leaving attributes out where this shoaot lead to any confusion.
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Pollard and Sag (1994) now argue that, to comply with the BG®)in addition
needs to specify th&d = [¢], which should also impl{g] = [7.
The argument runs as follows.

To see this, consider the following facts: (1) the SELR irgpec-
ifies structure sharing between tfi€® — BIND|SLASH value and the
first complement’s LOCAL value; (2) SELR specifies stucturarsg
between the outputENHER|SLASH value and the LOCAL value of
its VP complement’s SUBCAT value; and (3) the Raising Pplecre-
quires that there be structure sharing between the LOCAleval the
VP complement’s SUBCAT value and the LOCAL value of the first
complement. (In identifyinggynsenobjects, the Raising Principle of
course identifies the LOCAL values within tegnsenobjects.)

Pollard and Sag (1994, p. 219, fn. 4)

The central point is of course (3): because the subject iagsgigned a role by
the entry in (25a), it must be raiséd.It can only be raised from the VP comple-
ment, so must be raised from théfeSo, according to this argument, the subject of
the null relativiser in (25b) and the subject of its VP conmpéat must be the same.
This does not and may not result from the SELR itself; the fofrtell occuring
in (23) must be licensed by the output of SELR. Thd&aebis the subject of tell,
but the extracted subject correspondsvtwo, So they clearly cannot be identical.
Differently, in (21b), where the subject has been extraftedh the verbal com-
plement of the relativiser, identity of the relativisergsbgect to that of the VP is
crucial, as shown in (26).

(26) a. <mar> *who; e __; gave his pocket to you
b. <mar> who; e __; gave his pocket to you

Clearly, (26a) does not make any sense (given, of couege;), so (26b) must
be enforced. This is done by the RP.

The ACP will have similar effects. If description-level leal rules are em-
ployed, the descriptions in (25) must be seen as descriptibthe INPUT value

Note that it is necessary to consider it as an instanceolef assignmentvhen the CON-
TENT value is described in a lexical entry as a member of thscrilged word object’s
CONTENT|RESTR list. Otherwise the second complement of each relativisarldvnot be as-
signed a role and hence required to be described as raisdtei®R. This fact is reflected in the
second clause of the definition e filling, given above.

18As was already noted in Pollard and Sag (1994, p. 216, fnhi3)argument applies to the rule’s
input as well, but since the verbal complement there is aai@td sentence, the subject cannot be
raised. So (25a) actually cannot license anything at akk dimalysis presented here suffers from the
same problem. | assume that some modification of the ACP dlantines indicated in Pollard and
Sag (1994) is in order. This would amount to requiring any-arpletive non-role-filler to be either
raised or ‘SLASH raised’, i.e. have its LOCAL value on the StiA set of another member of the
SUBCAT list it is on, rather than be on the complement’s SUBQi4t itself.
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and OUTPUT value of somkx-rule object. All co-taggings indicate structure
sharing as in any other descripti&hBoth described objects must of course obey
all constraints orword objects. Since the relativiser does not contribute any se-
mantics of its own, it has no characterispsoa So itsCONTENT|LSC value

is none Hence none of its complements can be a role filler accordirthe last
clause of the definition able filling. The VP complement is a role filler according
to the second clause of the definition, but the subject is ®otthe last possibility

for the relativiser’s subject to fill a role would be identafits CONTENT value to
that of the relativiser, according to clause (i) of the défani. This is not possible
either?®

4.2 Null Complement Anaphora

Null complement anaphora is a complement drop phenomehertpinfinitival
complement of a raising verb can be dropped if it can be iatefrom the context.
But this is only possible with equi verbs, not with raisingb&! The contrast is
exemplified in (27).

(27) a. John tries to understand this article and Janet o t
b. *John seems to understand this article and Janet alsssseem

Pollard and Sag (1994, p. 141) assume that NCA is “a lexicatess that
removes an infinitival complement [...] from the SUBCAT laftverbs or adjec-
tives”. They offer no detailed analysis and also remaimsidout the exact nature
of this lexical process, but it seems safe to assume thatapsambased on lexical
rules was intended. Such a rule might look like the one gingi28).

HEAD verbV adj
(28) |:SS|LOCCAT [SUBCAT NPTef“iSt>@<VP[SUBCAT <N> inf]>”

[sslLoc|cAT|suBcCAT [1]]

The rule takes as input a lexical entry describing verbs aljgttves subcate-
gorising for an infinitival complement, this being the lasireent on their SUBCAT
list, and returns a lexical entry where this element has besrved from the list.
Considering the application of that rule to the lexical graf seem the relevant
parts of which are given in (29a), the result would be theyeint(29b)

¥In the meta-level approach they were usually ambiguousémstidentity of object and identity
of description.

20if cases exist in which this identity can hold, these casepathological. Their existence could
hence not be used to criticise the present theory but onlsitioise itself.

it should be noted that the arguments made here about NCAotéengeneralised so as to
explain also the phenomenon of VP deletion aSkwe can do it and Jack also can She wants to
go and Jack also wants t@s noted by Pollard and Sag (1994, p. 142, fn. 43). | shalfurdter
concern myself with this problem.
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HEAD verb

(29) a. |ssioc |:SUBCAT lNP[norrﬂ VP[suscAT [, inf[[2] l>]
seem

|:PSOArARG ]
[HEAD verb ]

b. |ssioc SUBCAT lNP[nomD

cont | M
PSOA-ARG

But (29b) clearly violates the raising principle: The suwbj&s not assigned
a semantic role in the content, so it should be raised, whithriot and cannot
be. Thus the RP rules out (29b) as a possible lexical entntltargwith (27b).
Furthermore, as desired, equi verbs can undergo NCA, theara lexical entries
for the exampldry being shown in (30).

SUBCAT <NP[nom], VP[SUBCAT <N> inf]:>

try
CONT | TRYER
PSOA-ARG

HEAD verb
CAT

(30) a. |sgLoc

HEAD verb
AT |suscar <NP[nom}>
b. |ssLoc try

CONT | TRYER
PSOA-ARG

Here, in the resulting lexical entry, the subject is asgigasemantic role; its
index appears as an argument of therelation in the TRYER slot. So the RP is
not violated and (27a) will be licensed.

It is not hard to see that the ACP makes the same predictidmesinput object
can be a raising verb as much as an equi verb. In the case diagraierb, not
only the indices of the input’'s subject and that of the vedmhplement would
be identical, but rather theynsenobjects as a whole would be structure shared.
But so, trivially, would then be the index. The index of théjgat is specified
as referentiaf? Thus it is non-expletive and, in the case of raising verbso al
a non-role-filler. So, by the ACP, th&ynsemobject that bears this index (here,
the subject) would have to be on the SUBCAT list of some furtdement on the
SUBCAT list of the output. Since there is no other such eldroarthe rest of lisfi
(as it is tagged in the lexical rule), the output does nosBathe raising principle

22if this were not the case, the rule would license senten&esThere/it seem(sfor expletive
therdit: Since the rule removes the VP complement, there would Henwteft that the CVP could
require to be token-identical or index-shared with the scfpjand since the subject is expletive, the
ACP would not have to say anything either. So the sentencédvbaulicensed.
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and hence is not licensed. As desired, the output of the suliegnsed for equi
verbs liketry. In their CONTENT values, the subject’s index fills a role tise VP
complement may be missing.

4.3 Conclusions

| have shown the informal meta-levelARBSING PRINCIPLE of Pollard and Sag
(1994) to be replaceable by a fully formalised descriptmrel alternative while

preserving the positively intended effects of the origiR&. Having a precise ac-
count of the enforcement of the raising configuration anellike the possibility to

employ it when reasoning about the output values of desonijdevel lexical rules

might make more detailed discussions, analyses of gesatialis about raising
phenomena in the framework of HPSG possible.
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