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Abstract

In this paper we investigate German idioms which contaimpéologi-
cally fixed clauses (PCI). To provide a comprehensive HP®Grihof PCls
we extend the idiom theory of Soehn (2006) in such a way thedrit dis-
tinguish different degrees of regularity in idiomatic eepsions. An in-depth
analysis of two characteristic PCls shows how our two-disimmal theory of
idiomatic expressions can be applied and illustrates thpesof the theory.

1 Introduction

The literature on idioms often focuses on VP idioms suclkials the buckebr
spill the beanswhere a particular verbal lexeme combines with a partiddR or
PP complement. These combinations show different degifeexibility. Hardly
any attention has been paid to idioms which comprise commleiuses. Idioms
with phraseological clauses are mentioned in passim irspbitagical studies such
as Fleischer (1997) but have never been in the focus of erapstudies, or of
detailed theoretical discussions. As clausal parts ohigi@re structurally more
complex than NPs or PPs, they are ideally suited for invatig a greater range
of structural and semantic variation in idiomatic expressi

In this paper we will look at phraseologically fixed clausB€l) in German.
The discussion of PCls is particularly interesting in ligiitattempts to combine
aspects of Construction Grammar with HPSG. One of the impoinsights of
Construction Grammar is that constructions may span maredHocal tree. This
contrasts with the lexical nature of HPSG and its historiged to context-free
phrase structure grammars. Another result of phrasea@brggsearch is the insight
that idioms are not all of the same kind. In the context of R@swill want to
distinguish between decomposable and non-decomposablasqWasow et al.,
1983), and between grammatical and extra-grammaticamisli¢illmore et al.,
1988).

We start with a presentation of the empirical properties efrfzan PCls (Sec-
tion 2). In order to get the necessary theoretical toolsteirtanalysis, we extend
an existing approach to idioms in HPSG to be able to diststgum our theory
between different types of idioms (Section 3). In Sectiomé theory is applied
to the PCl data. Section 5 contains a short comparison totamative attempt to
formalize basic ideas of Construction Grammar in an HPSSpiad framework.
A short summary and conclusion are given at the end of therpape

2 Data

In (1) and (2) we list idioms with phraseological clauses [jP€ach PCl in (1)
combines with a particular verb or a small group of verbs.iftiehavior resembles

TWe would like to thank lvan Sag for the lively and inspiringdlissions at HPSG'09 in Géttin-
gen, which led to numerous improvements of our theory. Tlyakio Janina Rad6 for proofreading.
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the behavior of the wortheadwayin the English expressiomake headwayi.e.
they act as a complement in a VP idiom where both the verb anddmplement
are part of the idiom. The PCls are declarative clauses)(((t€)), interrogative
clauses ((1-a), (1-b), (1-d)), and a free relative claugd-iae). The PCls in (2) are
adjunct clauses.

D) PClis a complement clause to one or a small group of verbs

a. wissenwo BartheldenMost holt
know whereBarthel the young winegets
(‘know every trick in the book’)

b. (nicht)wissenwo X_datderKopf steht
not know whereX the head stands
(‘have a lot of stress’)

c. glaubenX_ acctritt einPferd
believe X kicksa horse
(‘be very surprised’)

d. wissenwo (X_acc/dat)}der Schuhdriickt
know whereX the shoe presses
(‘know what is worrying X’)

e. hingehenbleiben(sollen),wo derPfefferwachst
go/ stay  (should) wherethe peppergrows
(‘go/ stay away’)

f.  glaubenX's Schweinpfeift
believe X's pig whistles
(‘be very surprised’)

2) PClis an adjunct

a. bis derArzt kommt
until the doctorarrives
(‘ad nauseam’)

b. wennOsternundPfingsterauf einen/denselbeTagfallen
when Easterrand Pentecoston one/ the same day fall

(‘never’)
c. aussehergls hattenX_datdie HihnerdasBrot weggefressen
look asifhad X the chickenthe breadeaten away

(‘look stupefied)
d. wieGott X _accgeschafferhat

as god X created has
(‘naked")

Apart from their idiomatic semantics, the PCls have thecstmal properties of
regular German sentences. On closer scrutiny, they digplagteresting contin-
uum of grammatical and lexical fixedness and flexibility.

In (1-b), (1-c), (1-f), (2-c), and (2-d) the constituent ikedt with X is anaphoric
to the matrix subject. In (1-d) the constituent marked witis Xptional and need
not be anaphoric to the matrix subject.
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3) Ich mochte wissen, wo (dich/dir) der Schuh driickt.
(lit.: 1 want to know where the shoe presses you)

PCls permit a certain degree of grammatical variation. Egrsaof some Ger-
man dialects prefer to use proper nouns with definite agticldhese speakers use
a variant of (1-a) with a PCI subject of the forter Barthel(the Barthe). Sim-
ilarly, until-clauses in German may optionally contain an overt comphdizrer
dass(thaf). Indeed, a variant of (2-a) with an overt complementizeatigsted, i.e.
bis dass der Arzt komnfantil that the doctor arrivels

However, not just any grammatical variation is permitte@t us consider the
idiom in (1-b). Outside of idiomatic phrases a combinatidéa possessive dative
NP and a definite NP can be freely replaced with a construgtitin the same
dative NP and a definite NP that contains a possessive detrniihe possessor
is then coreferential with the dative NP. The pattern isstiated in (4-a). This
otherwise systematic variation is not possible with theridi We use “#” to in-
dicate the non-availability of an idiomatic interpretatioThe same alternation is
also excluded for (2-c).

(4) a. Ichhabe Peter den/seinen Kopf verbunden.
(lit: ‘1 bandaged Peter the/his head")
b. Peter weil3 nicht, wo ihm der/#sein Kopf steht.

Another systematic variation is the active-passive adtéon. None of the PCls
with a transitive verb in (1) allow a passive in their idiomaneaning.

(5) a. #wissen, wo vom Barthel der Most geholt wird (passiviLe))
b. #wissen, wo X vom Schuh gedriickt wird (passive of (1-d))
c. #glauben, X wird von einem Pferd getreten (passive of){1-c

Finally, the PCl in (1-c) is a verb-second clause. In freesuysee can find
two kinds of alternation. First, verb-second complementusks alternate with
verb-final complement clauses. Second, any constituertieotliause can occur
as the first constituent (in theorfeld) in verb-second clauses without a change in
meaning. Both types of grammatical alternation are excudégl-c).

(6) a. #lch glaube, dass mich ein Pferd tritagsclause)
b. #lch glaube, ein Pferd tritt mich. (different first comséint)

All alternations discussed in (4)—(6) are neutral with ego the truth-con-
ditional semantics of the literal reading of the PCls, buhef the alternations
influence the information structure. Among the latter kinel\aalence alternations,
clause type alternation, and constituent fronting. Thisckass of alternations is
impossible with PCls. The permitted alternations, dassinsertion and the inser-
tion of a definite determiner in front of a proper name, do rifeca information
structure.

300



Let us, next, turn to variation at the level of changing oringdexical material.
Some lexical variation is clearly permitted. In (2-b) thdithays can be changed,
the subject may be any combination of Easter, PentecosChristmas. However,
some form of the veriizusammen-) falleis obligatory.

(7) #wenn Ostern und Pfingsten auf demselben Tag liegenégarikommen/
am selben Tag sind.

We also find some variation with respect to the matrix predithat the PCI
occurs with. The expression in (2-c) may combine with anyrixg@tredicate that
describes someone’s facial expression or someone’s auear The same vari-
ation is also found with other PCls that express a similaterdn They all are
comments on the way the referent of the matrix subject looks.

(8) aussehergin Gesichtmachentastehen,
look/ a face make/ appear
a. als hatten X die Huhner das Brot weggefressen. (=(2-c))
b. als hatte es X die Ernte verhagelt
lit. look as if X's harvest was destroyed by hail.
c. als hatte X ein Lineal verschluckt.
lit. as if X had swallowed a ruler
d. wie eine Kuh, wenn’s donnert.
lit. like a cow when it thunders

There is also some systematic variation in the matrix pegdgcthat express the
idea of “thinking”. All PCls that occur witlglauben(believg in the present tense
also marginally acceptenken(think) in the present tense. In past tense, however,
they systematically prefatenken

9) Ich glaube/ ?denke/ 7?*glaubte/ dachte
| believePREY think.PREZ believedrAsT thoughtPAST
a. mich tritt ein Pferd. (=(1-c))
b. mein Hamster bohnert. (lit.: my hamster is polishing tberf
c. ich stehim Wald. (lit.: | am standing in the woods)

In addition to the variation of obligatory material, somel®@®ay host more
lexical or semantic material. For example, there is vamatn the tense form of
some but not all PCls.

(20) temporally flexible idioms
a. Ich hab damals Tetris gespielt, bis der Arzt gekommen ist.
(pres. perfect of (2-a))
(‘l used to play Tetris ad nausam’)
(www.stern.de/digital/computer/scheibe/
scheibes-kolumne-pc-nostalgie-619141.html, 14.1®200
b. Erwusste nicht, wo ihm der Kopf stand. (simple past of)L-b
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(11) temporally fixed idioms
a. #Sie hat nicht gewusst, wo Barthel den Most geholt ha¢s(gerf. of

(1-a))
b. #lch glaube, mein Schwein hat gepfiffen. (pres. perf. €)1

Similarly, modals are allowed in some but not all of the PCls.

(12) modally flexible idioms
a. Hudezeck versteht sich auf die Kunst, die Lachmuskelrusstra-
pazieren, bis der Arzt kommen muss. ((2-a) withs})
(www.fnp.de/fnp/mobil/rmn01.c.5440589.de.htm, 142009.)
b. Als Reiseleiter ist Terje ein Mann der Praxis und weil3, nvamnd wo
auf Reisen der Schuh driicken konnte. ((1-d) weiblld)
(www.skantur.de/allgemein/award.htm, 14.10.2009.)

(13) modally fixed idioms

a. #Peter soll bleiben, wo der Pfeffer wachsen kann. ((1it)stould
b. #ch glaube, mein Schwein kdnnte pfeifen. ((1-f) wethuld)

PCls do not tolerate negation (see (14)), but non-truttditimmal modifiers
such asigentlich(actually), sprichwortlich (proverbial) can usually be added (see

(15)).

(14) a. #Peter weil3, wo ihn der Schuh nicht driickt. ((1-dhwigation)
b. #Peter weil3, wo Barthel den Most nicht holt. ((1-a) witlyai#on)
c. #wenn Ostern und Pfingsten nicht auf einen Tag fallen )(@dth
negation)
(15) a. Peter weil3 nicht mehr, wo ihm eigentlich der Kopf stéfi-b) with
actually)
b. Martha weil3, wo Barthel den sprichwortlichen Most h{{lL-a) with
proverbial)

Focus sensitive particles such asch (as wel) andselbst(even) are allowed
if they combine with lexically free slots of the PCls but ndten combining with
lexically fixed constituents. This is illustrated in (16).

(16) a. Peteweil3, wo [selbstihn]/ [auch ihn] der Schuhdriickt.
Peterknowswhereeven him/ him as wellhim the shoe presses
(‘Peter knows what is worrying even him/ him as well.)
b. Peterweil3, wo ihn #[auch/ selbst der Schuh] driickt.

Itis possible to add a negation to the expression in (1-theifrtegation is inside
the embedded free slot.

an Petemveil3, wo [nichtihn sondernrdenHans]der Schuhdriickt.
Peterknowswherenot  him but the Hans the shoe presses
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(‘Peter knows what is worrying not him but Hans.")

The following picture emerges from our inspection of thepgamies of PCls:
First, the information structure of the literal meaning toist be changed. This
implies that the application of valence alternating opereat is excluded (passive,
possessive dative shift) and so are changes with respebettopicalized con-
stituent. Second, the propositional semantic core of tieeali meaning must re-
main constant. In some restricted cases it may be modifieddsiahand temporal
expressions. Third, syntactic and semantic alternatiomp@ssible if they concern
free slots in the PCI or if they do not affect the informatidrusture or the core
propositional semantics of the PCI. Fourth, obligatorypmaic relations may
hold between elements inside the PCI and matrix elements.

The properties of PCls show that they cannot be treated a$aligls with
spaces”. Instead, they are inherently complex syntacits with different degrees
of flexibility. This is parallel to what was observed for oth&ioms in Wasow et al.
(1983) and elsewhere, and clearly sets PCls apart from fikyd forms such as
proverbs.

3 TheTwo-Dimensional Theory of Idioms

In this section we propose an extension of the theory of uleegy developed in
Richter and Sailer (2003), Sailer (2003), and Soehn (20@8&)er summarizing

the most important parts of that theory in Section 3.1, weésiginificantly extend

it in Section 3.2 to capture the different degrees of redgiyldound in idiomatic

constructions in a straightforward way. As PCls are charasd by a high de-
gree of syntactic regularity, this extension is partidylanportant for a systematic
analysis of PCls.

3.1 Internal and External Idiosyncrasies

The two-dimensional theory of idioms builds on the distioctbetweendecom-
posableand non-decomposablalioms in Wasow et al. (1983). In our terminol-
ogy, decomposable idioms will be treated as combinationgoofls with external
irregularities, non-decomposable idioms are analyzecessps whose structures
areinternally irregular.

Decomposable idioms comprise expressions suchase wavegcause trou-
ble) andspill the beangdivulge informatio). They show a considerable degree of
syntactic and semantic flexibility. Following Wasow et 4983) and Gazdar et al.
(1985) we treat them as syntactically free combinations afds with an idiom-
specific meaning: In its idiomatic use the waill is synonymous talivulgeand
the wordbeansneansnformation Our theory forces the two idiom-specific mean-
ing variants ofspill andbeansto co-occur obligatorily. Under this perspective the
expressiorspill the beangs not idiosyncratic with respect to the way it is put to-
gether from its syntactic and semantic components. Whagieisial about it is that
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it contains two words with a highly restricted distributjdhe idiomatic variants of
spill andbeans For this reason we regard the idiomatic variants of theselsvas
distributionally or externallyidiosyncratic.

To implement the idea of distributional restrictions folijawo new attributes
have been introduced into the grammar architecture. Bosthn (2004) proposes
the featureLiISTEME.! Its value is a unique atomic identifier for each item that is
listed in the lexicon. This feature allows us to distinguigitween the wordpill in
the meaninglivulge used in the idionspill the beansand the non-idiomatic word
spill. Second, the list-valued featuo®LL (context of lexical licensing) is defined
on the sortsign For every lexical item, the value @foLL is a non-empty list of
objects of sortbarrier. These barrier objects specify two things: (i) a syntactic
domain (in which they apply), and (ii) a requested licengingperty. A general
principle guarantees that in each structure, for eachdéxiem in this structure,
and for eachbarrier object on thecoLL list of each lexical item, the licensing
property holds in the syntactic domain specified in liagrier object. To take a
concrete example, the lexical specification of the idiomatrd beansintroduces
acoLL list with onebarrier object on it. The barrier demands that the idiomatic
word beansco-occur with a verb whoselSTEME value isdivulge-spilland that
the wordbeansact as the theme argument of that verb. Since the idipith the
beansis very flexible syntactically, the licensing domain of owample is the
entire utterance in which the idiomatic wdpgansoccurs?

The external dimension of idiosyncrasy is complemented byreension of
internal idiosyncrasy. Non-decomposable idioms, suclsas logs are syntacti-
cally and semantically frozen. This type of idioms may evamehan otherwise
unattested syntactic structure. Wasow et al. (1983) menéimong othersking-
dom comeandtrip the light fantasticas extreme cases. An analysis in terms of
fixed phrasal expressions appears to be most appropriatecte expressions. An
expression such aaw logss stored in the lexicon as a complex phrase with fixed
syntactic structure and the idiosyncratic mearsngre

The theory of idioms in Sailer (2003) and Soehn (2004, 200@&r®an en-
coding of such internally idiosyncratic phrases in HPSG thigectly exploits the
coLL feature. If a phrase has the specificatiao(L elis, it is regular, or non-
idiomatic. In this case the rules of regular syntactic antagic combinatorics
apply to it. Aninternally irregular phrase has the spedifica[coLL nelis§ and is
exempt. In this architecture, the lexicon contains the djetsons of words and of
internally idiosyncratic phrases. The lexical entriesh#f katter are callephrasal
lexical entries(PLE). The PLE for the expressidkingdom comén (18) provides
a simple example.

'For most purposes, this feature corresponds to the featixeeAL -1D (LID) in Sag (2007b). In
contrast to Soehn (and Sag), we assumeltl&teME is not a head feature. See Section 3.2 for our
motivation.

2The exact formalization of the collocational mechanismosrelevant in our present discussion.
See Soehn (2004, 2006) for details.

304



(18) The phrasal lexical entry &fngdom come

[phrase
PHON[1] ®
. CAT LISTEME kingdom-com
CONT MAIN  paradise
DTRS[N-DTRS ([PHON [1] (kingdom], [PHON (come)]>]

| coLL nelist

The phrase in (18) cannot be a regular phrase of English gsm@emantics
is not derived regularly from the semantics of its constitae The irregularity is
possible because the specificatiam[L nelisf exempts the phrase from the prin-
ciples of combinatorial semantics. With respect to therivdkesyntactic structure,
there is no identifiable syntactic heddor this reason we specify it as consisting
of two non-head daughters, but leave the details of the syateombination un-
derspecified. This accounts for the fact that it is not clelaatexactly the syntactic
relation is between the two wordthgdomandcome

The analysis accounts for the irregularity of the expregssamd it also captures
the idea that the two words in it are regular members of thdignigxicon. This is
a direct consequence of merely mentioning the phonologmlailes of the daugh-
ters without restricting their syntactic or semantic swoe in any other way. The
grammar must independently license signs with the requareshological proper-
ties. This requirement can be met by the regular wéidgdomandcome This
mechanism may seem trivial at first, but it illustrates agigled locality restriction
on idiosyncratic phrases: A phrasal lexical entry can oabally license idiosyn-
cratic properties of a phrasal node, but it cannot introddimesyncratic properties
at its daughters or at any deeper level of syntactic embgddin

Thus far it may seem that the central attributeLL, is used for two unrelated
and independent purposes: It encodes idiosyncratic lolisivphal requirements,
and it specifies whether a phrase is internally irregulamvéier, these two dimen-
sions of irregularity are in fact related. Inspired by thedadhat all lexical elements
may enter into collocational relations (Sinclair, 19913jl& (2003) formulates the
Predictability Hypothesis

(29) Predictability Hypothesis (Sailer, 2003, p. 366):
For every sign whose internal properties are fully pretiietathe distri-
butional behavior of this sign is fully predictable as well.

Since simple lexical items such as basic words or nondetaxgmes are in-
ternally idiosyncratic, they may also display idiosyniralistributional properties.

3Historically the expression stems from the phrisekingdom comin the Lord’s Prayer. There
the nourkingdomis used with a determiner, and the entire expression is @&Jawot a noun phrase.

“As discussed in Sailer (2003), this sets apart our HPSGniegatof internally idiosyncratic
phrases from an analysis that reliesemblocinsertion or the analysis in Tree Adjoining Grammar
in Abeillé (1995), which treats non-decomposable idiom#lisyncratic trees of arbitrary depth.
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Similarly, internally idiosyncratic phrases may also staigtributional irregulari-
ties. Again, the phraskingdom comés a good example. It is almost exclusively
restricted to the combinations with one of the three prejoos inuntil/till/to king-
dom comée Based on this observation we may assume that a more complete d
scription of thecoLL list of the PLE (18) should mentionlzarriers object whose
purpose it is to require thdtiingdom comeébe the complement of one of these
prepositions.

3.2 Partial Regularity in Irregular Phrases

While the idiomkingdom comés syntactically irregular, the majority of idioms is
not. ldiomatic expressions are characterized by a paatictiliomatic’ meaning
and by their frozen syntactic structure, but apart fromrtbeusual fixedness they
have regular internal syntactic properties. Typical exasipre expressions such
askick the bucketdie) andsaw logs(snorg. In both cases, we assume that the
syntactic structure is that of a transitive verb that corabiwith its direct object.
In the version of our theory in Section 3.1 we had to encodeegillar aspects
of the structure of idioms explicitly in each phrasal lexieatry. This introduces
an unwanted descriptive overhead in grammars which alreanain all relevant
syntactic well-formedness conditions on phrases. In thegit section we propose
an extension of the theory that captures the insight thayrimeegular phrases are
merely irregular with respect to the syntax-semantics rmapiput not with respect
to their syntax.

The core innovation is a distinction between constraing &pply to differ-
ent modules of the grammar. We tentatively assume that #rer@honological,
syntactic, and semantic principles. Thee®AT PRINCIPLE is a syntactic con-
straint, the 8MANTICS PRINCIPLE is one of the semantic ones, and linearization
principles count as phonological constraints. SincedbeL value of signs is the
place where we mark their idiosyncrasies, this is also wiwerepecify to which
degree a sign exhibits idiosyncratic behavior. For thappse, we enrich the struc-
ture of coLL values. From now on they are of savll. The subsorts o€oll
specify the degree of regularity of an expression. For ui@gitems an attribute
REQ(UIREMENT) is defined, whose value is a list barrier objects. This list cor-
responds exactly to the earlieoLL value. The details are provided induRE 1.

The names of the maximally specific subsortoll are inspired by the cor-
responding classification of idioms in Fillmore et al. (1988 that system the
idiom kingdom comeés classified as extra-grammatical because it only shows reg
ularity with respect to its phonological properties. In bigrarchy, it is classified
as an irregular construction which obeys the restrictidnshonologically regular
constructions but not those of syntactically or semantiaagular constructions.
It receives a phrasal lexical entry with tle®LL value extra-grammatical-idiom

5The British National Corpus contains 35 occurrencekingdom comeut of which 5 are irrel-
evant (band name or coincidental co-occurrence of the twalsyp14 reflect the biblical usage, 13
are with one of the above-mentioned prepositions, 3 otlrersses okingdom comas a noun.
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Figure 1: Sort hierarchy below the saull

coll
regular/\
reg-sem reg-syntax reg-phon irregular

REQ list
all-regular

grammatical-idiom extra-grammatical-idiom basic-word

The idiomsaw logss a grammatical idiom according to Fillmore et al. (1988)d a
is therefore specified agpLL grammatical-idionj. The maximally specific sort
grammatical-idiomis a subsort of bothegular-phonologyandregular-syntax For
that reason it is subject to all syntactic and phonologiciigiples, but not to the
principles of regular semantic composition. Finally, regyphrases have theoLL
valueall-regular and obey all principles of syntax, semantics and phonology.

In Section 3.1 we said that the principles of grammar onlyafipsigns with
an emptycolLL list. This theory must now be revised and made sensitivestauib-
sorts ofcoll. Syntactic principles such as theMEDIATE DOMINANCE PRINCI-
PLE (ID PRINCIPLE), the HEAD FEATURE PRINCIPLE, the NONLOCAL FEATURE
PRINCIPLE etc. must be modified. All syntactic principles defined ongbesign
are relativized to apply only to signs with tli®LL specificationregular-syntax
This can be achieved by simply adding a further antecedetitgmriginal for-
mulation of the principles. The relativized version of th2 PRINCIPLE in (20)
illustrates this technique.

(20) Relativized ID RINCIPLE:

[COLL regular-synta%
= (phrase:> (HEAD-SPECIFIER SCHEMA or HEAD-COMPLEMENT-SCHEMA OF . . .))

Idioms that are not extra-grammatical are still subject ltsyntactic well-
formedness conditions according to ttwl hierarchy, becausgrammatical-idiom
is subsort ofegular-syntax It follows that each grammatical idiom must obey one
of the ID SCHEMATA. For example, the VBaw logss specified as a regular head-
complement construction, and as such it is licensed by theDHCOMPLEMENT
ScHEMA. No special steps need to be taken to guarantee this result.

Let us finally turn to the principles of semantic compositiowhile many
idioms are syntactically regular, they all show semantiosgncrasy. To capture
this behavior, the principles of semantic composition rteduk relativized parallel
to what we did in (20). The relativizedeEmMANTICS PRINCIPLE is given in (21),
where SP is the description of the originaNANTICS PRINCIPLE.
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(21) Relativized E8MANTICS PRINCIPLE:

[coLL regular-semantics=> SP

The sort hierarchy in EURE 1 is constructed in such a way that we exclude
the existence of irregular phrases that are semanticalylae but syntactically or
phonologically irregular. On the other hand, as soon as asghis syntactically
irregular, we expect it to be semantically irregular as wellthis respect we agree
with the assumptions in Fillmore et al. (1988).

So far we have focussed on the principles of grammar. Let usaumsider
the question of what constitutes the lexicon. All propertad signs with the
coLL specificationregular follow from the properties of their constituents and
from the general combinatorial principles of the grammagn$ with thecoLL
valueirregular, however, require a further specification of those of thedpprties
that are not predictable from general grammar rules. Thegipation is given
in the lexicon. In our sort hierarchy belowoll we distinguish three subsorts of
irregular. The sortggrammatical-idiomandextra-grammatical-idionare confined
to irregular signs that have non-trivial internal syntadiructure. In the context
of the present discussion, these are phrasal signs. Thbasictwordis reserved
for signs without internal structure. In the present disaus this means that it
is thecoLL value of words. Words (which we view here as non-recursigasji
always display an unpredictable form-meaning combinatidrich qualifies them
as irregular. The idea that basic words are necessarilguilaie and that phrases
cannot have theoLL valuebasic-wordis captured in the principle in (22).

(22) BASE-LEXICON PRINCIPLE:

[word ] < [coLL basic-word

In the preceding discussion we deliberately ignored the tfzet words may
have internal structure as well. As soon as a more elaboiate an morpho-
logical structure (such as the one presented in Sag et &3)R% adopted, the
BASE-LEXICON PRINCIPLE heeds to be refined in such a way that the most basic,
non-recursive subsort gign replaceswvord on the lefthand side of the principle.
Furthermore, the type hierarchy belasll will need some extension as well in
response to additional principles of the morphological bvatorics.

The lexicon is defined by means of adND PRINCIPLE. This principle pro-
vides lexical entries for all irregular signs. In (23) LE eef to lexical entries
of basic words, PLE refers to phrasal lexical entries of greatical or extra-
grammatical idioms.

SAll idioms considered in this paper are phonologically faguNonetheless we include the type
regular-phonto allow for a relativization of the principles of phonolegl combinatorics such as the
CONSTITUENTORDERPRINCIPLE.
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(23) WORD PRINCIPLE:

{sign }:>(LE1\/,,,LE,L\/PLE1\/...\/PLEn/)

CoLL irregular

In Section 3.1 we emphasized the importance of tlsrEME attribute for
our theory of idioms. The name “listeme” is chosen very dstibely in Soehn
(2006) because Soehn assumes that all listed expressiotigbate their own
uniqueLISTEME value. This means that every lexical entry, phrasal or nay m
have its owrLISTEME value. An internally irregular phrase suchkaek the bucket
has aLISTEME value, saykick-the-bucket-idiomwhich differs from theLiISTEME
values of all of its daughters. While theedD FEATURE PRINCIPLE guarantees
that all head features suchasoRM, Aux are shared between the phrasal mother
and the head daughter, the idiomatic phrkisk the buckeand its head daughter
do not share thelSTEME value. It follows that Soehn’s assumption thet TEME
is a head feature is not compatible with the present ardhitecFor this reason we
treatLISTEME as acategoryfeature instead. With the new position in the feature
geometry, it is necessary to introduce a principle for thegation of LISTEME
values in regular phrases. The principle that takes cateabis given in (24). Itis
among those principles that apply only to non-idiomaticagles.

(24)  The LSTEME PRINCIPLE:

DTRS headed-phras SYNS LOC CAT LISTEME[L]
coLL all-regular DTRS[H-DTR [SYNS LOC CAT LISTEME [1]]|

As a consequence of our classification of grammar principis syntactic,
semantic and phonological, the structure of¢b# hierarchy, and the fundamental
lexical principles (22) and (23), there are four possiletitfor a well-formed sign:
Basic words always exhibit some degree of idiosyncrasy emdiagled out as hav-
ing their own irregular collocation typéasic-word Phrases come in three flavors.
A phrase may be completely regular, in which case it hasctbeL all-regular
and is subject to all principles of grammar. If it is irreguld must be licensed
by one of the phrasal lexical entries in thed®D PRINCIPLE. If a phrase is of
COLL TYPE grammatical-idiom it is subject to the regular syntax principles. If a
phrase is amxtra-grammatical-idiomit is irregular to a degree that it is exempt
from the principles of syntax.

Before closing this section let us briefly return to the rdi¢he Predictability
Hypothesis (19). This hypothesis establishes a link batvieternal irregularity
and the potential of specifying external idiosyncrasy. Ha version of the theory
in Section 3.1, all and only regular signs have an engayL list. In the modified
architecture of the present section, only signs withca L value of sortirregular
have anrReQ attribute, and only they can be specified for externallySgieratic
behavior. The idea of the Predictability Hypothesis is aiyeencoded in the sig-
nature of the grammar module that handles irregularity.
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Note that our new architecture foresees cases in which amaity irregular
sign is not distributionally constrained. While this pdsidly is denied in most
of the work on collocations, it seems to be the standard gstsoimin formal ap-
proaches to grammar. It is also compatible with the origfioaiulation of the
Predictability Hypothesis. So far, we do not see compeltemsons for claiming
that idioms such akick the bucketre distributionally constrained. In previous
versions of the theory we were forced by the architecturessoime that there was
somebarrier object inside thecoLL value, although no such object was explicitly
specified. With the new version of the theory, it is possibledmbine thecoLL
valuegrammatical-idiomof a phrase with an emptyoLL REQist.

4 Modeling Phraseological Clauses as Phrasal L exical
Entries

In FIGURE 2 we sketch the PLE for the idiom in (2-a). The PLE specifies it
overall clause is a modifier with the semantizknauseamThe phrase is a head-
complement combination, where the head daughter is theogitegm bis (until).
The non-head daughter is a finite clause. Inside the compleriere must be a
verbal word with theLISTEME valuekommerwhose subject is a definite singular
NP with the wordArzt as its lexical head. The PLE specifies theLL value as
grammatical-idiom Consequently, all principles of syntax apply, which means
that we do not need to specify tiEAD value of the clause nor the effect of the
SUBCAT PRINCIPLE or of the HEAD-COMPLEMENT SCHEMA. The REQ value
of the clause is empty, which expresses the observatiorttibeg are no further
constraints on the distribution of the PCI.

The data section showed that there are some restrictiorfeatructure of this
PCI: While tense and modality may vary, negation is not pttedi This can be
expressed by requiring that there be no negation in the obot¢he PCI. For other
PCls we must also ban modal operators from the semanticseqgions. Since
modalities can be contributed by modal verbs and by adJsrhilae restriction
must be imposed on operators in heNTENT value of the PCls.

In Section 2 we saw that all PCls we considered disallow radttions that
change the information structure of their literal meani8ace the constituents of
PCls are non-idiomatic in our theory, the literal meaningheir combination is in
principle available. As there are various proposals to rhiodermation structure
in HPSG, it should in principle be possible to formulate aprapriate constraint
on information structure. For reasons of space, we will nospe this direction
here. Instead, we exclude valence alternations by oth&styb restrictions in
the PLEs. To exclude the passive and the dative-possedsiraadion in (1-a)
and (1-b), we impose syntactic restrictions on Almes-sT or thevAL value of the
words in the expressions, which are all available in PLEs.kdep the analysis
simple and as complete as possible, we will stick with thiatsgy for the rest of
the paper.
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Figure 2: Sketch of the phrasal lexical entrybi$ der Arzt kommt
[phrase

HEAD MOD [L CONT e]
CAT
ssL LISTEME ad-nausea
CONT MAIN ad-nauseam’(e)
[head-complement-struc

HEAD prep

LISTEME bis
H-DTR |SSL CAT

verb
VAL COMPS { |L CAT HEAD )
DTRS VFORM fin

word

LISTEME kommen
C-DTRS{ |DTRS |...H-DTR
SS L CAT LISTEME arzt,D

VAL SUBJ<NP|:
DEF +, g

[grammatical-idio
|REQ elist

CoLL

Let us now turn to a more intricate example. The data (25)-@&al details
about the frozenness of the PCl in (1-c). We compare the PthEirta) sentences
with a parallel non-idiomatic construction in the (b) sentes. (25) shows that the
PCI requires an anaphoric relation between the matrix stibjed the accusative
argument in the PCI. As we remarked earlier, neither an @aeriplementizer nor
a change in the constituent that occupies thefeld are permitted (see (26) and
(27)). The PCl may not occur in therfeld of the matrix sentence (28).

(25) a. Ichglaub, mich/#dichtritt ein Pferd.
| believeme/you kicksa horse
‘| am very surprised.’
b. Ichglaub, mich/dichjagt eineKuh.
| believeme/you chasesa cow
‘| believe a cow is chasing me/you.’

(26) a. #lch glaub, dass mich ein Pferd tritt.
b. Ich glaub, dass dich eine Kuh jagt.
(27) a. #lch glaub, ein Pferd tritt mich.
b. Ich glaub, eine Kuh jagt dich.
(28) a. #[Mich tritt ein Pferd], glaub ich.
b. [Dich jagt eine Kuh], glaub ich.

In FIGURE 3 we sketch the relevant PLE. Th®LL valuegrammatical-idiom
accounts for the syntactically regular internal structurbe PCI is specified as a
verb-second clause whose lexical head is the tretkbn This verb must take two
arguments. The first one is an indefinite NP headeBfieyd The second one is an
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accusative NP which is fronted. This condition follows froine LocC value iden-
tity, [1), between the element on theG-sT list and the highest non-head daughter,
which is a filler daughter. The VP might be modified by adjunetkich is ac-
counted for by only requiring thatetenbe the syntactic head of the construction.
The appeal to the regular expression notati@mTgs HDTR ™) is only meant as a
more readable abbreviation of a (technically more accuratational expression
that relates the head daughter of the head-filler structuite head daughters.

Next we turn to thecoLL REQ value. As in the other sentences in (1), the
combination of the matrix verb and the PCI behaves like irodgmsable idioms
of the typespill the beansexcept that the complement is now a clause instead of
an NP. According to the theory in Soehn (2004), this mearisttteamatrix verb
selects a complement with a particulasTEME value. The complement clause,
in turn, has a non-emptyEQ list. The element on itREQ specifies that the PCI
must co-occur with a particular matrix verb, the listeswprise-glauben The
PCI must be the complement clause of this matrix verb. Fuoribee, the sort
specification indicates the syntactic domain within whiled to-occurrence must
hold. In Soehn (2004) the sorp_neis used to specify that the relevant domain is
theLocAL value of the smallest projection of the matrix verb that dustés both
the matrix verb and the complement clause. In other wor@sPtl must occur as
a sister to (the trace of) the matrix verb. What is most imgoarfor our purposes
is that information about the matrix verb is available in thenulation of the PLE
of the clausal complement. This is necessary to encodetlthatbeX value of the
embedded direct objedg], is identical with that of the matrix subject.

To sum up, the PLE in IEURE 3 excludes passive alternation (see (5-c)), be-
cause it specifies that the veritenoccurs with a transitive argument structure. It
also requires that the PCIl be a verb-second clause (se¢ I§§-apecifying that it
is a head-filler structure, and it determines the first cturestit (see (6-b)) by spec-
ifying it in the PLE. The anaphoric relationship betweenéhgbedded accusative
and the matrix subject is also encoded directly.

There is in fact further evidence that a special relatignstulds between the
embedded PCl and the matrix predicate, and that the magdiqate is not the free
form of the verbglauben We already saw in (9) that, depending on the tense form,
the matrix verb is either a form aflaubenor of denken The relevant judgments
are shown in (29).

(29) a. Ich dachte, mich tritt ein Pferd. (pastdeinkenpresent in the PCI)
b. ??Ich glaubte, mich tritt ein Pferd. (pastgtéuben present in the PCI)
c. #lch glaubte, mich trat ein Pferd. (pastgbduben past in the PCI)
d. ?Ich denke, mich tritt ein Pferd. (presentieihkenpresent in the PCI)

The combination o§laubenand the PCl is a decomposable idiom, because the
very same variation of the matrix predicate can be obsenidgdather PCls (see
(9)). German has a special listeme (which we saliprise-glaubehwhich com-
prises forms oflaubenanddenkerin its paradigm and combines with complement
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Figure 3: Sketch of the PLE for the idioglauben, Xacc tritt ein Pferd

[phrase

CAT LISTEME very-surprised
Ss LOC .
CONT MAIN surprlsed/(m)

r [word } T
F-DTR

SS LOC
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"word

DTRS SS LOC CAT |:

HEAD  [TENSE pres]]
HDTR

LISTEME treten
(DTRS HDTR)T NP[LISTEME pferd, DEF -, sg],
[ grammatical-idiom

< CAT  [HEAD CASE acc| >
ARG-ST

CONT {ppro
vp_ne

LoC

INDEX

COLL i

REQ< LISTEME surprise-glaube >
LOC-LIC |CAT

VAL SUBJ <N>

clauses that express (negative) surprises, astonishoremtnoyance. (30) shows
that this listeme can be found with non-idiomatic completredauses as well.

(30) Ich glaub/ ?denk(e)/ ?*glaubte/ dacht(e)
a. derhat’nenVogel.
he hasa bird ('...heis crazy’)
b. dasmussjetztecht allesnochmalneugemachtwerden.

thismust now reallyall again newmade be
(‘... this must all be redone [annoyed]’)

We conclude that even though the matrix predicate is not ribe form of
glaubenitis an instance of a (special) attitude predicate that etsurs outside of
idioms. For this reason, the matrix predicate need not blegtesl to a particular
PCI. However, the PCl in IEURE 3 must be collocationally bound to this special
matrix predicate, and the PCI must impose its context requiént in the lowest
dominating VP to exclude its own topicalization.

5 Modelability under Strict Locality Assumptions?

The two-dimensional theory of idioms is capable of capwirihe properties of
PCls. Being able to refer to deeply embedded parts of a plimaaePLE is an
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important ingredient of this theory. It makes HPSG esphciakll-suited to in-
tegrate a fundamental insight of Construction Grammar: sBantions can span
more than a local tree (Fillmore et al., 1988; Jackendof§5)9

In this section we briefly consider a few interesting aspefta second ap-
proach to construction-like phenomena in HPSG, which sféepossible alterna-
tive to our analysis of PCls. However, we do not intend a thghocomparison
of the two approaches and only point out a few interestinglaiities and differ-
ences. In a recent series of papers (Sag (2007a,b) and)adthees shown that
various phenomena of apparent non-locality can be encaglad an extension of
HPSG’s feature geometry and a restructuring of signs. Ifirtreework proposed
there,Sign-Based Construction Gramm&BCG), phrasal signs no longer contain
their daughters. Insteadpnstructobjects are introduced that correspond to local
trees. Signs only occur as nodes in these constructionsntdrsee consists of a set
of constructions, each of which represents a local treethase trees do not form
a single joined feature structure. With this architectat@@nge the formulation of
PLEs like the ones in IBURE 2 and FGURE 3 is not possible.

To account for non-locality SBCG uses two head featurestigteane attribute
LEXICAL-ID and the attributexARG whose value is the subject of the sentence.
These two attributes are sufficient to describe the cort#ruén (2-a), because
the obligatory elements in the embedded clause are thealexé@adkommerand
the subjectArzt, i.e. exactly those parts that are locally available for akerall
construction.

(31) A SBCG description dbis der Arzt kommt

bis-der-arzt-kommt-cxt

moD [sem [1]] }

SEM ad-nauseanft])

DTRS <[L|D bis] , S[XARG [LiD arzt]]>

LID kommen

MOTHER |:

To allow modal verbs and temporal auxiliaries we can simghluane that the
LID value of a verbal complex is identical with that of the mosemlg embed-
ded lexical verb in the verbal complex. To exclude modal amdpioral variation
in other idioms, we could impose the same kind of restrictias in Section 4,
i.e. we could describe which operators may not occur in timectt values of the
daughters.

Recall that truth-conditionally neutral, grammaticaligtion occurs in some
but not all PCls. In the two-dimensional account we refeh®ARG-ST value of
an embedded verb to exclude passive and other valenceatiteim Since SBCG
allows reference to the highest subject in a PCI, activsipasalternations can
similarly be excluded by requiring a particulam value inside thex ARG value.
Alternations that do not involve the subject are harderdattbecause it is only the
subject information that percolates up the tree.

This brings us to an interesting problem. Information altbetarguments in-
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side a PCl is not only necessary to restrict valence alt®mait is also important
to express the coreference constraints attested with m@is; Fhe PCl in (1-c)
is a good example. The accusative NP inside the PCI must beraym that is
anaphorically related to the matrix subject. The accusatbject is on theRG-ST
list of the embedded verb. The matrix subject is onAke-ST list of the matrix
verb, the matrix verb has access to the value of the embedded verb and to its
XARG value. However, neither of them can be used to establistkdétween the
embedded accusative NP and the matrix subject. The samleprobcurs in other
cases where the PCl contains an embedded open slot that erusaphorically re-
lated to the matrix subject: The PCls in (1-b) and (2-c) remgich a relation to
an embedded dative object. A potential way out within SBC@ésintroduction
of a percolation mechanism for the entikeG-ST values instead of the more re-
stricted subject percolation mechanism. While this sotutvorks for the cases of
German PCls that we have found so far, the English examp&2nngight still be

a problem. In this expression the element X must be coreiafenith the matrix
subject. However, X is embedded in a locative modifier. Usilesative modifiers
are on theaARG-ST list, the locality assumptions of SBCG do not seem to leage th
necessary kind of structure accessible to enforce coreferbetween X and the
matrix subject.

(32) look as if butter wouldn’t melt [in X’s mouth] (‘look copietely innocent’)

At the moment, we do not see which kind of solution is most appate for
the general locality assumptions that underly SBCG. We kbage this issue to
future research.

6 Conclusion

In this paper we drew attention to a largely neglected ssbatd idioms: Idioms
that contain full clauses, phraseologically fixed clauge€l). We investigated
properties of German PCls and arrived at new generalizatiout their potential
fixedness and flexibility. While there is a certain range aitagtic and lexical
variation, all PCls we investigated forbid the applicatarsyntactic processes that
change the information structure of their literal meaning.

To account for the frozenness of PCls together with theiuleggnternal syn-
tactic structure we substantively modified the two-dimenal theory of idioms
developed in Richter and Sailer (2003), Sailer (2003), aneh8 (2006). These
earlier versions of the theory had already incorporatediistinction between de-
composable and non-decomposable idioms, but only the raddifieory lets us
express the systematic differences between grammatidabdra-grammatical id-
ioms. The theory captures the empirical properties of GarRfals.

"See (Milller, 2007, Chapter 12.3) for further critical reksaon SBCG's locality assumptions
and fundamental open questions about its architecture.
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We very briefly compared our account with a possible altéraanalysis in
the framework of Sign-Based Construction Grammar (SBC@mM& properties
of PCls may be problematic for SBCG’s strict locality asstions. Our theory
can be seen as taking a middle position between the SBCG wieieh demands
that constructions only span local trees, and the traditiQonstruction Grammar
perspective, which holds that constructions can be ofraryistructural complex-
ity. In our system a construction is licensed by a phrasatébentry (PLE). A
PLE does two important things: First, an idiosyncratic seticaand/or syntactic
combination is licensed in a local tree. Second, restnistican be imposed on con-
stituents that are embedded inside this combination. Thegipperty is a weak
version of a locality assumption: A PLE can only license apnsgncrasy in an
immediate mother-daughter relation. The second propeotyever, is a weak ver-
sion of a complexity assumption: We can refer to propertiesl@ments that are
deeply embedded in the structure of the phrasal sign lickbgehe PLE. In this
setting it is crucial to realize that the embedded consitsieust be independently
well-formed. This means that we can restrict which ones eftkll-formed signs
may occur inside the overall expression, but a PLE cannehdie embedded, id-
iosyncratically structured signs. In this sense, our aagdncorporates the idea
of arbitrary depth of constructions, but it also inherits thsight of phrase structure
grammars that complex structures are built from local trees

The two-dimensional theory of idioms that we developed is ffaper helps
us to reduce the amount of individually specified idiosysgria the description of
idiomatic constructions even further than its predecesue principles of the reg-
ular syntactic combinatorics apply to grammatical but dexemposable idioms.
We obtain a very flexible grammar architecture which covexs apparently con-
tradicting tendencies in the domain of idioms at the same:tiithe need to allow
forirregularity at all levels; and the observation that frid®ms are not completely
arbitrary in their structure but largely obey regular pijahes of grammar.
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