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Abstract

We explore the interaction of sentential negation and wodeéiin Basque
using a small experimental implemented grammar based oGtammar
Matrix (Bender et al., 2002, 2010) to test the analyses. Vkthiat the anal-
ysis of free word order (Fokkens, 2010) provided by the GramMatrix
customization system can be adapted to handle the Basaqise dad that
the constructional approach taken in that analysis supploetintegration of
negation. Keywords: Basque/Euskara, [eus], word ordgatien, Grammar
Matrix

1 Introduction

We present a case study of using grammar engineering torexple analysis of in-
teracting phenomena, as proposed in Bender 2008. In partieee look at the case
of Basque [ISO-639: eus] word order and negation and askh&hekisting HPSG
analyses of each of these can be adapted to work togethedelBopment work
was facilitated by open-source grammar engineering toutkjding the Grammar
Matrix customization system (Bender et al., 2002, 2010}, tKB grammar de-

velopment environment (Copestake, 2002) anditier tsdb()] grammar profiling

software (Oepen and Flickenger, 1998). The grammar and:tteganying word
order and negation test suite are available for downloadfanider development
and experimentatioh.

Although word order is a central concern for theoreticaltayA no HPSG
analysis of major constituent word order has been presemtech attempts to
account for its attested ability to interact with negati®myer, 1988). As for nega-
tion, Kim (2000) examines sentential negation within theS@&framework in a
small selection of both European and Asian languages. bgdki Dahl (1979) for
typology, Kim describes three types of negative markingtstgies: morphological
marking of negation, syntactic marking through a selecikeb, and negative
auxiliary verbs. Word order is not impacted by negation ig ahthe languages
Kim considers. Thus, on the basis of the existing litergtaree might expect word
order and negation to be independent (orthogonal) phermmehose analyses
could perhaps be expected to be trivially interoperablegtioguistically.

However, descriptive linguists have reported that negatiteracts with word
order in Basque (Manandise, 1988; Saltarelli, 1988), wihative and positive
sentences occurring in differing word order patterns. Woisl order and negation
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can not be treated entirely independently in Basque. On ttiner thand, we find
that our independently motivated analysis of the word ofdets of non-negated
sentences neatly sets up the machinery needed to handigditieraal constraints
that arise under negation. More specifically, word ordetegpas fall broadly into
two classes and, on our analysis, each of these classessawgloys a particular
construction-specific rule. Because sentential negasoonly compatible with
one of these word order classes, we proposeAD feature, NEGATED bool], and
use it to ensure that negated and non-negated sentenceslgascour with the
observed major constituent orderings.

2 Basque

Basque is a language isolate spoken across the WesterreBgriarNorthern Spain
and Southern France. It is an ergative-absolutive languatiea rich system of
agreement markers expressed on the finite element of vddumes. Most lexical
verbs in Basque are incompatible with the morphologicatgaties that indicate
finiteness. For this reason, most Basque sentences contauxdiary verb which
supports tense and mood markers, as well as agreement jleitthon and number
of the verbal arguments. Thus a typical intransitive clansBasque contains at
least three elements: the subject, the lexical verb, andinite auxiliary?’ An
example is given in (1) (Manandise, 1988,*8Jhis example also illustrates what
is often considered the basic order for Basque clausesa(8iilt 1988).

(1) Miren ibilli da
Mary.ABS walk.PERF3SGO.PRES
Mary has walked. [eus]

With respect to the nearly free permutations of major cturestit order, Laka
(1996) points out that while there is much variation, tha@aras are not informa-
tionally equivalent. The position to the left of the lexicadrb is singled out in
Basque descriptions as thaldegaia the object of inquiry, or the focus position.
The importance of this notion is best illustrated with anregke (2) (Manandise,
1988, 8-9). While all of the sentences in (2) are generalyrgnatical, only (2b)
is an acceptable answer to the question in (2a). In the fictibseof this paper, we
briefly discuss the focus position’s interaction with thiemretation of negation.

(2) a. Liburu bat nork irakurri  du?
book o0neaBs.SGWhOERG.SG.FOC readPERF3SGO.PRES3SGA
Who has read one book? [eus]

b. Liburu bat Mirenek irakurri  du.
book oneaBs.sG Mary.ERG.SG.FOC readPERF3SGO.PRES3SGA
Mary has read one book. [eus]

3Pronominal arguments may be indicated solely through ageaemarking on the auxiliary.
4Glosses here and throughout are adapted from Manandis8)(198
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c. Mirenek liburu bat irakurri ~ du.
Mary.ERG.SG book 0neABS.SG.FOC readPERF3SGO.PRES3SGA
Mary has read one book. [eus]

3 Analysis. Word order

While the ordering of major constituents in Basque is gdhefieee, or more ac-
curately, pragmatically determined, at least one autlemd that Basque does not
freely permute all combinations of the major constitueManandise’s (1988, 15)
constraint on possible orderings, is reproduced as (3).

(3) If the lexical verb is to the left of the auxiliary, theretfexical verb must be
left-adjacent to the auxiliary.

(4) *Liburu irakurri Mirenek du.
bookABS.SG READ.PERFMary.ERG.SG 3SGO.PRES3SGA
Mary has read a book. [eus]

Manandise further claims that this constraint holds fordg@smain clauses
with up to three NPs and that beyond this constraint, no éurthecks on major
constituent order apply. The sentence in (4), for exampleyled out by (3). In
fact there are further constraints on word order: those segdy interaction with
polarity, which is discussed in the next section.

Manandise’s constraint suggests a bifurcation of the datathose sentences
in which the auxiliary precedes the lexical verb and thosevimich it follows.
The patterns in (5) schematize these two (complementaty@rpa. In aux-first
strings, the NPs can occur freely around and between théaay»and the verb, as
summarized in (5a). When the verb precedes the auxiliawyeter, NPs may not
intervene between them, as shown in (5b). First we turn dentbn to achieving
free word ordering amongst the first group.

(5) a. (NP)Aux (NP) V (NP)
b. (NP)V Aux (NP)

For the strings of the aux-first type (5a), we wish to allowefrgord order.
We begin with the default analysis for free word order frora Grammar Matrix
customization system (Fokkens, 2010).

Note that this analysis relies on binary branching rulesllofing the En-
glish Resource Grammar (Flickenger 2000) and the Gramméiixyieve take the
somewhat pragmatic view that the role of derivation trees ithe first instance
to serve as the scaffolding for mapping strings to semaaticasentations (while
also modeling grammaticality). Accordingly, where thergraatical facts require
a constituent, our grammar must posit one, but conversedydent make the
strong claim that every constituent in our derivation treé$ be motivated by

49



constituency tests. This is partially motivated by techhitonsiderations: Our
grammar is implemented within tieeLPH-IN joint reference formalism (Copes-
take 2000), which requires rules to have fixed arity and fixettoof daughters.

Given this, a grammar with binary branching rules needsdaef rules than one
that strives for flatter structures. In general, licensireeforders fom elements

with maximally flat structure will require:! rules. Grammars with fewer rules,
even if they come at the cost of more complicated trees, ate tpreferred for

reasons of both parsimony and grammar maintainability.

Turning back to our analysis, as Fokkens notes, handlirgvirerd order en-
tails much more than allowing unconstrained syntax. Intaadio licensing all of
the orders, the syntactic arguments need to be linked toditeat semantic posi-
tions. Fokkens handles this with a series of binary-brarghules of the familiar
head-nexus types. However, simply providing both head-&éind head-initial rule
types for each phrasal rule leads to spurious ambiguity. ake & specific case,
we consider auxiliaries: To handle the combination of pridpg between the verb
and finite auxiliary in our grammar we take an argument coritiposapproach
to the auxiliaries (Hinrichs and Nakazawa, 1990). Suchleués can combine
with NP elements, and so can lexical verbs, so we have case whultiple heads
can compete for a given argument (with one head also takingttier as an argu-
ment). This ambiguity is schematized in (6)h#ad-argrules have both head-final
and head-initial forms, then both of these trees will bedvphrses for the string
X H with no semantic difference between them.

(6) arg-head head-arg

head-arg H H arg-head
H X X H

Fokkens’ approach constrains the space of possible asabysezquiring the
grammar to apply any head-initial rules before any head-fidas® In this way,
left and right branching rules cannot factor across eachraththe parse forest.
Instead, given a [Aux, NP, Verb] sequence, only the braogdfiAux NP] Verb] is
licensed.

The grammar must also rule out spurious ambiguity for seceenf the type
[Aux, Verb, NP]. There is potential here for two parses usinty head-initial rule
types: [[Aux Verb] NP] and [Aux [Verb NP]]. The grammar we leadesigned
enforces a single bracketing of these sequences autoityaligdaking advantage
of the need for argument agreement on the auxiliary.

Auxiliaries in Basque agree with up to three arguments otthese. We model
this in the grammar by positing argument composition aasés (Hinrichs and

SA featureATTACH and a small value hierarchy are employed to effect this. ®tkehs (2010)
for details.
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Nakazawa, 1990), and then simply having the inflected arat constrain the
agreement features of all NP arguments on their valence Tiste feature structure
in (7) shows some of the constraints stipulated on an auxilexical type. This
type inherits from Matrix core grammar tyjpeg-comp-aux-no-pre{Bender et al.,
2002). Note the nonempty specification for the auxiliary’'stitomplement’s first
complement.

(7) [trans-abssg-aux-lex
SUBJ <[CASE erg]>

FORM  nonfinite
. . @ @
COMPS [AGR|NUM mdef-or-smq

COMPS <

We leverage this nonempty specification, along with the taat in typical in
HPSG grammars head-argument rules cancel elements offatbece list as the
head path is projected, to constrain the analysis of seggeoicthe form [Aux,
Verb, NP]. If the lexical verb first combines with its complent, a VP ComMPs
satisfied) structure is the result. This VP is incompatibitihwhe specification on
the auxiliary’s complement (as in (7) and (10)). The onlgiised bracketing then,
is [[Aux Verb] NP], as illustrated in (8, 9 and 16).

(8) ez-ditu irakurri  liburuak
NEG-3PLO.PRES3SGS readPERFDOOKABS.PL
has not read books [eus]

(9) COMPS(
PER 3rd
[coMPs( l> AGR NUM plural }
SUBJ <CASEerg
liburuak

PER 3rd COMF’S<I
COMPS I COMPS o AGR ea

NUM plural

ez-ditu irakurri

5We discuss the negation marker and provide analysis in tkieseetion.
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head-comp-phrase cannot be constructed
unification fails

(10)

N
SUBJ <[CASEerg}> \\/P

[COMPS()}
AGR PER 3rd
NUM plural @

COMPS<

COMPS<

’ Vv NP
R PER 3rd
NUM plural

ez-ditu {COMPS<>} AG

irakurri liburuak

This analysis of the first set of data allows us to capture theldle word order
properties of Basque while avoiding spurious ambiguitye Tdble in (11) presents
a summary of the discussion to this point. There are foursrulhich combine
NPs, Aux, and V in free word order patterns where the auxilirecedes the
lexical verb. We deal with potential spurious ambiguity wotpatterns using the
constraint on head-initial rules and valence list access.

grammar rules] head-comp

comp-head

head-subj

(11) subj-head

constraints: head-initial rules apply low

patterns: HXH — [[HX] H] h-init constraint
HHX — [[HH] X] valence list access

Let us now turn to the set of examples in which the lexical yedredes the
auxiliary. Our analysis of the orders schematized in (5imjtcamply be the mir-
ror image of those in (5a), because we need to rule out amgstin which an
NP intervenes between the verb and the auxiliary. To acdsmiftis, the gram-
mar is augmented with a verbal complex analysis. This opaaiso a part of
the word-order library (Fokkens, 2010) that the GrammarriMatustomization
system makes available. Rather than making the verbal esngviailable for all
sentences, we use it only for the class of sentences sclzechati (5b).

The grammar’s verbal complex rule is presented in (12). fthestype inherits
from bothbasic-head-1st-comp-phrasedhead-finaltypes (Bender et al., 2002),
which implement the Valence Principle and head-finalitgpextively.
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(12) [comp-aux-phrase ]
verb
HEAD
AUX +
NON-HEAD-DTR|HEAD verb
HEAD-DTR|LIGHT +

The feature, ¥c luk] (mnemonic for verbal cluster), is defined in the grammar
on phrasal and lexicalynsers.”-8 Lexical verb types are constrained to e [+],
while auxiliaries are set to/lc —]. Head-complement rule types are then defined to
inherit theirvc value from their non-head daughter. These additional cainss
are shown on the verbal complex rule in (13). In this way, axil@any which
has picked up its lexical verb complement will form a phradgclv is [vCc +].
The value ofvc on a phrase indicates whether or not the lexical verb is ptese
in that phrase. The comp-head and subj-head rules are the® seasitive to the
vC value, such that auxiliary-headed constituents cannobawrwith subjects or
objects unless they first combine with the main verb.

(13) _comp-aux-phrase ]
VvC
verb
HEAD
AUX +
VC
NON-HEAD-DTR HEAD verb]
HEAD-DTR|LIGHT +

To see how these types rule out phrases which contain one i@ Ni®s in-
tervening between the lexical and auxiliary verbs, consttle sequence [Verb,
NP, Aux]. If the lexical verb first picks up the NP argumeng tiesulting valence
list is shortened and the auxiliary will not be able to acdgssconstrain) case
and agreement information on the NP (as described abovae)s fhie bracketing
[[Verb NP] Aux] is ruled out. Secondly, we specify that in cpthead and subj-
head rules, the head daughter must\be {]. In this way we avoid the bracketing
[Verb [NP Aux]]. These two aspects of the grammar thus ruletba sequence
under consideration, and the same facts generalize to wétbesore than a single
intervening NP; sequences that match the regular exprefgob NP~ Aux/ are
equally unparseable.

lex-ruletypes are also annotated such that they pass up the valk@tbfough the inflectional
pipeline.

8luk, borrowed from the English Resource Grammar FlickingeO(@0is named after Polish
logician Jan Lukasiewicz. It is a generalization of the tipoel that is consistent with three values:
{+, —,na}.

53



Turning now to grammatical strings, as with the aux-inipaitterns consid-
ered above, we again confront the potential for spuriousiguntly, this time on
sequences of the form [Verb, Aux, NP]. We do not wish to allasthbbracket-
ings [[Verb Aux] NP] and [Verb [Aux NP]]. The verbal complexle we have just
defined does not inherit from thieead-final-head-nexutype which enforces that
head-initial rules apply before head-final ones. This isabnse we use the verbal
complex rule to ensure that the Verb and Aux elements appijacent to each
other and despite the fact that the Aux element heads theghnee want the ver-
bal complex rule to apply before any argument attachmenhynliaensed parse
of the verb-first data. This is the motivation for the stigigda [LIGHT +] in the
comp-aux-phras@resented in (13). Inspired by theTe feature of Abeillé and
Godard (2001), the featureGHT is defined orsynsera with a valuduk. Lexical
items are [IGHT +], while phrases areL[GHT —]. This stipulation ensures that
the verbal complex rule applies before the auxiliary pickgny arguments in any
successful parse.

The grammar as we have defined it thus far provides an impleti@m of
Manandise’s constraint on word order—modeling the pdytfate word order ob-
served in Basque in an explicit, testable form. The tabldéraging information
about the grammar is updated in (14) to review the grammasstihe constraints
we've defined, and ambiguous patterns that we've constiaiithe next section
discusses the overlay of the negation analysis onto thergeaimpresented.

rules: head-comp

comp-head

head-subj

subj-head

comp-aux

constraints:| head-initial rules apply low

(14) head-comp rules inherit VC from non-H-dtr
head-final rules H is VG-

comp-aux H is LIGHT+

patterns: HXH — [[HX]H] h-init constraint
HHX — [[HH]X] valence list access
*[V [NP Aux]] head-final rules H is VC+

V Aux NP — [[V Aux] NP] comp-aux H is LIGHT

4 Negation

Sentential negation in Basque is accomplished by the ptigfixaf a negative
morpheme.ez to the finite element (Manandise 1988, 12; Saltarelli 1988,
Manandise does not discuss the bound or free status of thisheime, but she
does present examples without whitespace betweeand the auxiliary—flouting
typical orthographic conventions—in her introductory egition. Saltarelli, on the
other hand, explicitly calls this morpheme a particle, gingaan analysis as a free
morpheme, but does not offer any argument. We follow Marssnbere in treating
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negation as bound for reasons analogous to those given in(2000, 34) for the
Korean morpheman. Both Basque and Korean allow relatively free permutation
of syntactic elements, but the position efis fixed to the auxiliary verb. There
is no possible intervention of adverbials. These facts diwalve to be dealt with

in the syntax if we treaézas free, by treating it as bound, the Grammar Matrix’s
implementation of the Lexical Integrity Principle (Bresnand Mchombo, 1995;
Kim, 2000) ensures that bound morphemes cannot stray fremhbsts. In our
analysisezis added tauxtypes by a lexical rule.

As mentioned in the introduction, negation interacts withrevorder in Basque.
The interaction is such that although Basque allows maiosela in which the
lexical verb appears to the right or to the left of the auxyliserb, under negation,
only those constructions in which the main verb follows theikary verb are licit?
Furthermore, in non-negated sentences, the auxiliary eanmnot appear to the
left of the lexical verb, but must appear to the right (and;ause of Manandise’s
generalization (3) it must appear immediately to the right) this way Basque
negated auxiliaries are in complementary distributiorhwibn-negated ones with
respect to their positioning on one side or the other of thie# verb. Only those
sentence-types described by the pattern in (5a) are cdrgatith negation, as
shown in (15a), while (15b) shows patterns that can only oadilout negation:

(15) a. (NP)ez-Aux (NP) V (NP)
b. (NP)V Aux (NP)

If we were to assume that negation and word order are indepéreand just
add the lexical rule to attach the negative morpheme toianxiverbs—the gram-
mar will overgenerate, licensing strings that match thiegpas in (16), even though
these are uniformly ungrammatical:

(16) a. *(NP)V ez-Aux (NP)
b. * (NP) Aux (NP) V (NP)

Manandise augments her analysis with two more filters, a PI&$ Which
rules out non-negated auxiliaries to the left of lexicabgmand a NEG filter which
rules out negated auxiliaries to their right. We formulate$pecifics of these filters
in terms of constraints on our analysis of word order pastern

The analysis of word-order given above required the intctida of a construc-
tion-specific rule—a verbal complex rule which combined f&deljacent lexical
verb with a selecting auxiliary. We engineered this ruleuiatsa way that it bisects

This is only true of main clauses. In subordinate clausesakical verb precedes the finite
element because of an independent constraint on subaditaatses which requires that the finite
element appear finally. While the solution may rely on addii specialized rules, we believe that
the approach presented here will scale as we extend our ér@gm handle subordinate clauses as
well.
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a priori possible sentences into two groups: aux leading (5a) vsleading (5b).

The verbal complex rule only and always appears in sucdgsafses of the verb-
leading examples. Thus, it provides a natural target foistamts that should
apply to only one group or the other. We implement the comgtvéa a flag feature
whose value is set by the negation rule and we stipulate amripatible value for
the instances of the verbal complex rule.

The grammar presented here thus definsGaATED bool] as appropriate for
headtypes. We modify the lexical rule that carries out negatiaohsthat it is
[NEGATED +]. The definition of a lexical verb is updated to speciREGATED
—]. These changes ensure that the feature ATED encodes whether or not an
auxiliary verb has been negated. Finally, we add to defmitbthe comp-aux-
phrase(verbal complex rule) the stipulatioNEGATED —]. The lexical rule for
negation and the updated verbal complex rule are given ip g¢hd (18). The
interaction of these components conspires to rule out aaynples in which the
lexical verb appears to the left of a negated auxiliary.

(17) [neg-lex-rule
HEAD|NEGATED +

C-CONT|RELS <

event-rel
PRED "neg_rely

| DTR|HEAD verb

(18) [comp-aux-phrase

[verb
HEAD

AUX  +
NON-HEAD-DTR/HEAD verb

LIGHT +
HEAD-DTR NEGATED -

But at this point the grammar still overgenerates. We needléout sentence
types where a non-negated auxiliary appears to the lefteofetkical verb. The
example in (19) is ruled out by Manandise’s POS filter, butidgsrised by our
grammar as we've discussed it so far.

(19) *Da ibilli Miren.
3sGS PRESwalk.PERFMary.ABS
Mary has walked. [eus]

We ruled out rightward negated auxiliaries by engineerimggrammar so that
all rightward auxiliaries pass through the verbal compid&,rthen making this rule
unavailable to negated verbs. In a similar fashion we caatera rule that all left-
ward auxiliaries must pass through by creating subtypebeohtad-complement
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rule (20)1° We still want to allow lexical verbs to combine with argumeniithout

being negated, subtyping and constraining the rule in tlaig &chieve this. Non-
negated lexical verbs can pick up NP complements usinghtmeverbal-head-
comp-ruleand (only negated) auxiliaries can pick up their verbal cemgnts

using theverbal-head-comp-rule

(20) head-complement-rule

verbal-head-comp-rule
HEAD|NEGATED  +

non-verbal-head-comp-rule
NON-HEAD-DTR/HEAD noun

5 Conclusion and Outlook

We have seen that the existing analyses of (mostly) free wiaddr and negation
can in fact be adapted to work together to capture the facBasfijue. A key
property of this success was the constructional approaemthy the word-order
analysis, which led to the availability of specific rules ohigh to hang the con-
straints about negation.

The next step in this work is to consider the interaction ahbword order
and negation with focus. Focus is encoded in Basque word,dodé negation
also interacts with the focus position in Basque. In Basdoe,element which
appears just to the left of the lexical verb is focused. WHhgs ¢lement is the
negating auxiliary, Manandise (1988) treats the negatdreaing sentential scope.
When the focused element is a NP, Manandise treats thisraotish as constituent
negation. While a full treatment of information structureddts interaction with
negation is left for future work, it seems quite likely thatfact both instances in
fact involve sentential negation. It is well known that sstial negation in English
is focus-sensitive (e.g., Fischer 1968 and Beaver and QI20OB), as illustrated in
(21) 1t

(21) a. Kimdidn't read a longOOK.
b. Kim didn’'t read a long book.

c. Kim didn’'t READ a long book.

1°To achieve greater coverage with these rule types, we’ll negeneralize the constraint on the
head value of the non-verbal rule to be non-verbal, ratheer #trictly nominal.

Hin these examples small caps indicate prosodically maredst Note that the default focus
position for English is sentence final and focus can sprefaddeds from that final position to suc-
cessively larger constituents (Bolinger, 1961; Jackeind®i72).
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d. Kim didn't read aLONG book.

Similarly, it would not be surprising to find that sententialgation is focus-sensitive
in Basque. If focus is indicated through pre-verbal positibe interpretations that
Manandise notes should follow.

We contend that the interfaces between information stractsyntax and se-
mantics can only be fully understood via modeling with a ecomachine-readable
grammar. We believe that the analyses presented here witl foe basis of a
grammar that can be extended to cover interactions withtiaddl phenomena,
including focus.
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