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Abstract

The HPSG binding theory in Pollard and Sag (1994) cannotwaddor
the binding-theoretic interaction between main clause aajdnct-internal
elements. Following Hukari and Levine (1995), | claim th@tistural con-
figurations must be taken into account. In this article, kprd a revised ver-
sion of Hukari and Levine’s configurational relation callgdlence-based)-
c-command and propose that Principle C must involve thiicel in addi-
tion to the obliqueness-based relation of o-command. Newale provided
that strongly support the proposed revision of the HPSGibgqtheory. Fi-
nally, | argue that Principle C is syntactic rather than pratic in nature.

1 Introduction

Binding theory accounts for the distribution of anaphors,spnal pronouns, and
R-expressions and defines the syntactic conditions undehvdoreference rela-
tions among linguistic expressions are obligatory, pagdijtor prohibited. Various
syntactic theories in the tradition of the Government andadBig theory, starting
with Chomsky (1981) and Reinhart (1976, 1981, 1983), pmwid account of coin-
dexation possibilities in terms of the phrase structuraltien of c-command. The
HPSG binding theory presented by Pollard and Sag (1994 céfierih P&S-94)
rejects these configurational formulations and insteatduices a relation called
o-command which is based on the relative obliqueness ohagts of the same
head, as reflected in itsRG-ST list. But this analysis faces a number of prob-
lems. For example, it fails to address the binding-theorgtieraction between
elements in the main clause and elements within adjuncthidrarticle, | present
a revision of the HPSG binding theory that can account foset®nding phenom-
ena. | follow Hukari and Levine (1995), who claim that a coaof&tional relation
similar to c-command is needed in order to capture the bgnd@havior of adjunct-
internal elements. To this end, they introduce a relatidieda/(alence-based)-c-
command and propose that Principle C must involve this cardigonal relation
in addition to the obliqueness-based relation of o-commadrttey show that the
(anti)reconstruction effects as well as binding effect¥htopicalization fall out
from this revised binding theory. However, as a formal dé&éniin terms of the
HPSG formalism, Hukari and Levine’s formulation of vc-coma is flawed. To
remedy this deficiency, | propose a revision of vc-commaatlificompatible with
the foundations of the HPSG framework. | provide new datagtrangly support
the proposed revision of the HPSG binding theory.

This article is structured as follows: | present a brief egwof P&S-94's bind-
ing theory in section 2 and some of its problems concerningdibg into adjuncts

1 would like to thank Bob Levine, Manfred Sailer, Gert Wehelh the audience at the HPSG
conference, and three anonymous reviewers for helpful cemtsrand discussion.

I employ here the featurerG-sT as used in more recent work within the HPSG framework to
replace thesuBCAT feature as used in P&S-94.
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in section 3. In section 4, | give an outline of Hukari and lrevé (1995) valence-
based binding theory. After describing its deficienciespppse a new formulation
of ve-command and explain how it accounts for the problecridia presented ear-
lier. Section 5 shows some further empirical consequentd®eaevised binding
theory, namely that it accounts for the (anti)reconstandieffects and for binding
phenomena in extraposition, VP topicalization, and VP dempnts. Finally, in
section 6, | briefly address the question of whether Priedpis pragmatic in na-
ture, a claim that has often been made in the literature. Ueatiyat the evidence
provided in favor of these claims is not convincing enoughetoite the syntactic
nature of Principle C, which is also supported by psychalisiic evidence.

2 Bindingtheory in P& S-94

The binding theory proposed by Pollard and Sag (1994) repltw tree-configur-
ational notion of c-command by a relation called o(bliqueeommand, which
is based on the relative obliqueness that obtains betwegmants of the same
head. Relative obliqueness is modeled by position onathe-sT list of some
lexical head. The ordering corresponds to the traditiomdijoeness hierarchy,
with the subject (the least oblique element) appearing (feefiimost), followed by
the primary object, the secondary object, and other, moligueb complements
(in that order, if such exist). In the revised binding theprgsented in chapter
6.8.3 of P&S-94, two relations, a general (“weak”) relat@@ailled o-command and
a “strong” relation called local o-command, are defined #sVis:

(1) LetY and Z besynsenpbjects with distinct.OCAL values, Y referential.
Then Ylocally o-commandg€ just in case either:
i. Yis less oblique than Z; or
ii. Y locally o-commands some X that subcategorizes for Z.
(2) LetY and Z besynsenobjects, with distincLoCAL values, Y referential.
Then Yo-commandZ just in case either:
i. Yis less oblique than Z; or
ii. Y o-commands some X that subcategorizes for Z; or

iii. Y o-commands some X that is a projection of Z (i.e. theaD values
of X and Z are token-identical).

It follows from these definitions that local o-command is &dpl case of o-
command; the cases of local o-command are just those casaeddy clauses (i)
and (ii) of o-command. O-command serves as the basis of bieding relation:

(3) Y (locally) o-bindsZ just in case Y and Z are coindexed and Y (locally)
o-commands Z. If Z is not (locally) o-bound, then it is saidoe(locally)
o-free
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The Binding Principles are formulated as follows:

(4) i. Principle A. A locally o-commanded anaphor must bealfyco-bound.
ii. Principle B. A personal pronoun must be locally o-free.
iii. Principle C. A nonpronoun must be o-free.

To illustrate this binding theory, consider the followirlgformed example:
(5) * She believes that John likes Mayy

TheARG-sT list of the matrix verlbelievesconsists of the pronousheand the CP
that John likes Maryhenceshe(locally) o-commands the CP by definition (2i) (or
(1i), respectively). By repeated application of (2ii) adi}, sheo-commands the
head daughtethat of the CP, the head vetlikes of the subclause, and finally the
arguments ofikes Hence,sheo-commands$vary. Since the two are coindexed,
Mary is o-bound and Principle C is violated.

3 Problemswith P& S-94's binding theory

P&S-94's nonconfigurational binding theory cannot accdanthe coindexation
between main clause and adjunct-internal elements. Atjuame not selected
by heads and thus do not appear ARG-ST lists. Hence, they do not stand in
obliqueness relations to argumeftst follows that an adjunct is never (locally)
o-commanded, and no element within it can ever be o-bounchisieanent out-
side of the adjunct. Consequently, P&S-94’s theory canredipt any Principle C
effects involving nonpronominal NPs within adjuncts boundarguments of the
main clause.

But there is considerable evidence that adjuncts are taa@spfor binding pur-
poses. First of all, a nonpronominal NP contained withinlatiee clause cannot
be coreferential with an argument preceding the NP comigittie relative clause,
as illustrated in (6§. Since a relative clause functions as a modifier, a name within

2As will become clear in the following discussion based on &tuland Levine (1995), approaches
in which adjuncts are added to th&G-sT list, as for example van Noord and Bouma (1994) and
Sag (2005), fail on empirical grounds since they cannotiptélde complex cataphora asymmetries
demonstrated below, for example the contrast betweendtifesed and object-based cataphora into
withoutadjuncts as shown in (7) and (8).

3During the discussion after the talk, lvan Sag claimed thecceptability of the ungrammatical
examples provided in this article would improve in certaomtexts or, for example, when the name
is more deeply embedded, as in (i):

(i) She was grateful to ALL the people who contributed to the campdlat had guaranteed
Lola;’s election to public office.

Sag proposes no non-structural analysis of the effect. Bobnk replied that the reason for this effect
could be processing and memory effects. Be that as it matersegs such as in (i) contain a number
of structural properties simultaneously, like constmafivcus orall and the doubly embedded relative
clauses, that might be structurally responsible for thekereaffect of Principle C as well. Moreover,
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it is not o-commanded by a preceding argument of the matexsd, and P&S-
94’s binding theory incorrectly does not predict a Pringifd violation for these
sentence$.

(6) a. * She admires the people [who work with Lgla
(Reinhart, 1983, p. 102)
b. * | sent hey many gifts [that Mary didn't like] last year.
(Culicover and Rochemont, 1990, p. 29)
c. *1told him; about your new argument [that supports J&htheory].
(Fox and Nissenbaum, 2000, p. 5)

Other types of adjunct clauses also constitute a problerthéobinding theory.
As observed by Hukari and Levine (1995, 1996), an R-exprassithin awithout
clause may not be coreferential with the subject pronouhefatrix clause:

(7) a. * They went into the city [without anyone noticing the twjhs
b. * They, went into the city [without the twinsbeing noticed].
c. * They, could never do anything [without the twinfeeling insecure about
it].

However, there is an asymmetry between subject and objéetedents. While
cataphora into thevithoutadjunct is impossible when the pronoun is in subject
position (as in (7)), it is possible when the pronoun is areclbpf the main clause,
as shown in (8).

(8) a. You can't say anything to therfwithout the twing being offended].

b. You can't say anything about theivithout Terry criticizing the twing
mercilessly].

c. | lectured herfor an hour [without a single one of my points getting
through to Terryj.

d. | was able to criticize hig[without anyone realizing that Rohinvas
the object of my scorn].

e. | was able to criticize hefwithout anyone realizing that | was talking
about Robig].

as Bob Levine has pointed out to me, the necessary strongsi&isig of_ola to get the coreference
might turn the name into a kind of epithet, which must be gdatifferently than regular names and
descriptions with respect to the binding principles.

“Note that the original formulation of Pollard and Sag’s limdtheory (1992; 1994) can ac-
count for these data because o-command is defined in termslofmaation relation. Thus, the
pronoun locally o-commands the phrase which dominatesdghpronominal NP within the relative
clause so that the latter is o-commanded and hence o-boutitelypindexed pronoun in violation
of Principle C. However, these definitions of the bindingattyefail to predict binding relations in
certain unbounded dependency constructions. In addilotiard and Sag (1994, p. 277) suggest
to “minimally extend local o-command in such a way that unegped reflexive subjects of VP and
predicative complements become subject to Principle Aatisiwhy they revise the definitions and
provide a totally nonconfigurational binding theory in cteay5.8.3.
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This subject/object-asymmetry can also be found in seatendth other types of
adjunct clauses:

(9) a. * She always gets angry [iffwhen Kimis criticized].
b. * He; always stops [before Freddgays something stupid].

c. *He; came into the room [as quickly as Jotluould].
((9¢) from Culicover and Rochemont (1990, p. 33))

(10) a. Sara always stops hifivefore/when Freddyacts stupid].
b. We always console hgfwhen Kim; is criticized].

The binding theory in P&S-94 does not predict these cataphsymmetries. Ac-
cording to its definitions, all of the sentences in (7)-(10wWd be equally gram-
matical.

Hukari and Levine (1995) argue that thvithout-clause has the status of a VP-
adjunct by applying conventional tests for VP-adjuncth¢mmbrdination, proform
replacement, and displacement) that clearly suggestautal difference between
withoutclauses and complements on the one hand, and betwideoutclauses
and sentential adjuncts on the other. These structurardiites are reflected and
thus supported by contrasts in coreference possibili@snpare the sentences in
(8) to those in (11).

(11) a. *You can't tell them[that the twing are being offensive].
b. * You can't tell them [that people are irritated at the twifs

Cataphora is possible from an object pronoun inteithoutadjunct, as in (8),
but not into athat-clause complement, as in (11). Assuming a configurational
binding theory that is based on a c-command relation, Ri@dC prohibits the
coreference in (11) since the nonpronominal is in an objectse which is clearly
c-commanded by the coindexed prondhem® The fact that the sentences in (8)

5An anonymous reviewer claimed that there are variants gf €lich as in (i), which are (more)
acceptable. Similarly, lvan Sag (p.c.) provided the exaniplii), among others, as a counterexam-
ple to a structural version of Principle C.
(i) ? You can't require/expect of thenthat the twing should win every single match thepglay.

(i) I've never been able to explain to hehat Betsy's gophers destroyed my lawn each spring.

If the PP containing the pronoun was less oblique than theptmment clause containing the coin-
dexed name, these examples would be problematic for betlbitiding theory proposed here as well
as for P&S-94’s theory based on o-command. However, | afgaethe PP is indeed more oblique
than thethat-clause. The following paradigm shows that only the dirdgect can be passivized:
(i) a. Yourequired that of them.

b. That was required of them.

c. * They were required that of.

The argument structure oéquire seems to beARG-ST <NP, NP, PB;>. When the direct object
is athat-clause, as in the sentences above, it is probably linehlést because of its heaviness. But
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are grammatical indicates a lack of a c-command relatiomase examples and
hence a structural difference between the complementelanshe one hand and
the adjunct clause on the other.

Moreover, the difference in coreference possibilitiesdeein (12) and (13) is
an indication of the structural difference betwegithoutadjuncts and adjuncts
that are clearly sentential.

(12) * They; could never do anything [without the twingeling insecure about
it].

(13) They hadn’t been on the road for half an hour [when the tywindiced that
they had forgotten their money, passports and ID].

In both sentences, the relevant M twinsappears within an adjunct clause and
is coindexed with a pronoun in the subject position of themwause. But only
when the NP is within the sentential adjunct is coreferenussible (see (13)).
When it is inside the VP-adjunct, as in (12), coreferenceasailowed. This
contrast cannot be predicted by an obligueness-basednpitidéory. Since nei-
ther sentential nor VP-adjuncts appeara®G-ST lists, the nonpronominal Néhe
twinsis not o-commanded and thus not o-bound by the subject promoeither
case. The sentences should be equally grammatical. In tdrecasommand, how-
ever, (12) is ruled out by Principle C since the subject pusno-commands the
coindexed nonpronominal inside the VP-adjunct. The séialeadjunct in (13) is
not c-commanded by the subject and thus the sentence isitpipesdicted to be
grammatical.

Finally, the subject/object-asymmetry between the seetein (7) and those
in (8) also indicates a c-command relation between the subjehe matrix clause
and the adjunct in (7), but a lack of a c-command relation betwthe complement
of the matrix verb and the adjunct in (8). It thus supportsaksumption that the
withoutclause is a VP-adjunct.

All these data provide evidence that there are some binili@gretic interac-
tions between main clause elements and elements withimetdju Specifically,
there is a subject/object-asymmetry in cataphora pogmbil But, as shown in
detail, the HPSG binding theory in P&S-94 does not captuesatleffects. It has
to be modified in order to rule out cataphora into certain st One possible
solution, which was specifically addressed by Hukari andne¢1995), would be
to add adjuncts to therRG-sT list in the style of van Noord and Bouma (1994)
or Sag (2005), in order to preserve P&S-94's purely obligssrbased approach.
The VP-adjuncts would have to be placed between the subjettree comple-
ments. In this position, elements within the adjunct wowddbkcommanded by the
subject but not by any objects, and the cataphora asymmeigald be correctly
predicted. Sentential adjuncts, however, would have todaged differently. Since

with the underlying argument structure, these sentencewmticonstitute a problem for a binding
theory based on o-command or vc-command.
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they do not show any Principle C effects with main clause eles) they should
not be placed on theRG-sST list.

Hukari and Levine (1995) argue that this approach is proatensince this
position on theARG-ST list is implausible for adjuncts. There is ample cross-
linguistic evidence, for example Keenan and Comrie’s () 9&3ts for relativizabil-
ity which have led to the formulation of the accessibilitgtarchy, that adjuncts
are placed at the lower end of the obliqueness hierarchygglraore oblique than
subjects, direct objects, and other objects. This is alppated by linearization
facts, as the examples from Hukari and Levine (1995) in (hdps

(14) a. Harrytalked [to Margaret] [about the problem] [vaith paying attention
to the time].
b. * Harry talked [to Margaret] [without paying attention ttee time] [about
the problem].
c. * Harry talked [without paying attention to the time] [todvbaret] [about
the problem].
d. Harrytalked [about the problem] [to Margaret] [withoatying attention
to the time].
e. * Harry talked [about the problem] [without paying atientto the time]
[to Margaret].
f. * Harry talked [without paying attention to the time] [aliothe problem]
[to Margaret].

The unmarked linear order seems to be that adjuncts comeBash Pollard and
Sag (1987, p. 181) concluded their discussion about thei@o$or adjuncts and
complement PPs and APs with the remark that “[...] adjun@srere oblique than
complements”.

However, there is an alternative solution, which was preddsy Hukari and
Levine (1995) and which | adopt. This approach is presemeida next section.

4 A valence-based binding theory

In order to account for the cataphora effects with elememégdé of adjuncts,
Hukari and Levine (1995) suggest to supplement the defirstaf the HPSG bind-
ing theory with the new structural relation of vc-command aeformulate Princi-
ple C so that it is based on both, o-command and vc-commarttie lfollowing, |
will first introduce Hukari and Levine’s valence-based lirgdtheory. | will then
propose a revision of the relation of vc-command and dematesthat it captures
all the binding effects depicted above.

Hukari and Levine (1995) propose the following commandtiefehip in terms
of configuration. Since it is similar to c-command but basedle valence of an
element, they call it v(alence-based) c-command.
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(15) v(alence-based) c-command:
Let o be an element on a valence ligtand o/ the DTRS element whose
SYNSEM value is structure-shared with Then if the constituent that would
be formed by»’ and one or more elementshas a null list as its value foy,
« ve-commands? and all its descendants.

This relation is added to the definitions of P&S-94’s bindihgory; that is, it exists
in addition to o-command, and Principle C is replaced by tilewing formula-
tion, which | slightly adapted here:

(16) Principle C: A nonpronominal must neither be bound under o-command nor
under a vc-command relation.

In essence, a subject vc-commands the VP and all its desusndad a comple-
ment vc-commands all its sister constituents and theiredetants. So, crucially,
vc-command is a relation that exists between a subject anddjiihcts (includ-
ing all descendants) but not between complements and \etdj Moreover,
it exists between a subject or complement and any adjund¢ksnwinore oblique
complements. The revised Principle C prohibits the binddhgonpronominals
under vc-command as well as o-command, thus causing thedesdfects.

While | agree with the gist of Hukari and Levine’s definitiohwe-command,
its formulation is conceptually flawed, especially as consg¢he modality in the
formulation, which renders it extremely suspect. In ordedétermine whether or
not a given feature structure is legal, one has to compavettier possible feature
structures and identify whether a certain relationshiglhidletween them. That is
somewhat strange for a formalism that employs the kind afdations that HPSG
adopts. The modality in the definition might not be formalbmpatible with and,
moreover, it might not even be formulable in a constrairgdohframework like
HPSGS® | therefore propose the following refinement:

(17) ve-command (revised)” :
Let o, 3, v be synsenobjects, ands’ and+’ signs such thas’: [SYNSEM /3]
andy’: [SYNSEM~]. Thena ve-commandss iff

i. 7' [ SSLOC|CAT|VAL |SUBJ («) ] and~’ dominates?’, or
ii. alocally o-commands and+’ dominatess’.

5This was also endorsed by one of the anonymous reviewersnwiamuld like to thank for his
or her additional comments.

"Stefan Milller has suggested to change the requirementithaton thesuslist of 4/ into the
requirement that it be the first element on theG-sT list so that the definition would also apply
to other languages like pro-drop languages. Along thess|i@livier Bonami has proposed the
following formulation as an alternative to (17i):

(i) +': [ SYLOC|CAT|ARG-ST{a, ...) ] andy’ is theHEAD-DTR of a phrase that dominatgs.

On closer inspection, however, it becomes evident thatdéfition fails to account for the sen-
tencesin (7). | leave it to future work to carefully scrutiaithe proposal and investigate its empirical
relevance. | am grateful to Stefan Muller and Olivier Bom&on their comments.
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This revised formulation of vc-command is formally and teichlly clean. More-
over, it emphasizes the primacy of the subject. The sulgdbiei least oblique and
(in English) the sole obligatory argument of the verb andhia superior structural
position. This special status is reflected in its bindingasédr. Subjects are strong
binders; some languages possess anaphors that can onlyrm osubjects.

The revised binding theory predicts all of the data providedve. The un-
grammatical sentences are now correctly ruled out by RiecC. First of all, in
the sentences in (6), the pronoun locally o-commands theddRining the rela-
tive clause because they both appear omthe-sT list of the main verb. The NP
in turn dominates the nonpronominal NP inside the relatimase so that the latter
is vc-commanded by the coindexed pronoun in violation afiéiple C.

Next, consider again the sentences in (7). The structuréedf (epeated here in
(18a), is given in (18b). TheyNsEMvalue of the subject pronouheyis structure-
shared with the element on tis&/BJlist of the VP. Under the assumption that the
withoutclause is adjoined to VP, the adjunct is dominated by thadriyy P node.
But then the nonpronominal NfRe twinsis also dominated by that VP. It follows
from clause (i) of the definition in (17) that the NRe twinsis vc-commanded by
the subject pronoun. Since the two are coindexed, Prin€pseviolated.

(18) a. * They went into the city [without anyone noticing the twjihs

*S
b. |:SUBJ<>:|

/\

NP VP

{ss} [susa<>]

They; VP/\
g {SUBJ<>] PP

N

SUBJ > [ PP
sSS } - — -
ARG-ST > without anyone noticing the twigs
‘ AN
went into the city

There is no Principle C effect in the sentences in (8) sineer¢evant non-
pronominal is not vc-commanded by the coindexed pronouri) (ibes not apply
since the pronoun is an object and not a subject, and (1#8 dot apply since the
withoutclause does not appear on theG-SsT list of the main verb and therefore
is not locally o-commanded by the pronoun.

The relevant nonpronominal in (13) is not bound by the sulgjemoun, either,
under the assumption that the adjunct containing the noimpnnal is a sentential
adjunct. It adjoins to the S node, which already has an esipsglist.
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5 Further consequences of therevised binding theory

The binding theory that incorporates both obliqueness amfiguration into the
formulation of Principle C has additional desirable conseges. First of all,
as Hukari and Levine (1995) noticed, it can account for phesmma known as
(anti)reconstruction effects, first observed by van Ridjksthd Williams (1981)

and taken up by Lebeaux (1988), in which adjuncts and comgsnwithin ex-

tracted arguments show different behavior with respectriocple C. When a
coindexed name appears inside a complement, a Principl@aion is maintained
when the NP including the complement is extracted, as showh9d). When the
name is in an adjunct, as in (20), a Principle C violation iswinvented when the
NP including the adjunct is fronted.

(19) a. *He denied the claim [that Johtikes Mary].

b. * Whose claim [that Johrikes Mary] did he deny t?
(20) a. * He denied the claim [that Johmade].

b. Which claim [that Johynmade] did helater deny t?

With the new Principle C being based on both relations, oroamd and vc-com-
mand, these effects can be straightforwardly explainega)(is ruled out because
the pronoun (locally) o-commands the K claim that John likes Margn the
ARG-ST list of denied Since the coindexed nandehnis within the clausal com-
plement ofclaim, it is also o-commanded by the pronoheby repeated applica-
tion of clauses (ii) and (iii) of P&S-94’s definition of o-camand (see (2)). (20a)
is correctly predicted to be ungrammatical because the imreecommanded by
the coindexed pronoun (by (17i) or (17ii)). It is the o-commdaelation that is re-
sponsible for the ungrammaticality of (19b). Recall thatomamand is defined in
terms of “projection of”, or sharedeAD features. As shown in the tree structure
in (21), helocally o-commands the gap on theG-sT list of deny

{SL;:H()]

ot o)

(21)

NOM

[HEAD]
gap-ss

N/\ ; NP are-sT{ | ¢

cp [ss} SLASH{}

HEAD [2

lCOMPS<> {SS} SLASH {}

T |

Whose claim that Johp likes Mary  did he; deny

VP
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Since the gap structure-sharesLitscAL value with the filler (the NRvhose claim
that John likes Mary; its HEAD value is identical with theliEAD value of the filler
as well as its head daughtesigim). Thus, by repeated application of (2ii) and
(2iii), heo-commandslaim, the clausal complement ofaim, and finally the coin-
dexed namdohnin violation of Principle C. The tree structure for (20b) i8/n

in (22). Although the head of the filleclaim, is o-commanded by the pronoun
hein the same way as in (19b/21), the o-command relation doesxtend to the
relative clause because relative clauses are not selegtbeé head that they mod-
ify. So, Johninside the relative clause is not o-commanded by the malaixse
subjecthe It is also not bound under a vc-command relation. In orderdéhn

to be vc-commanded blye, it would have to be dominated by a constituent that
is locally o-commanded bke (according to (17ii)) or by a constituent on whose
suBJlist the pronoun appears (i.e., the VP with the hdady (according to (17i)).
But there is no way in which such domination relations casstexndependent of
which analysis is assumed for unbounded dependency cotistrst

S

(22) {susa <>}

) NP
LoC [HEAD }

NOM
|:HEAD }

/\
BIN RC

et IR e I G el )

| P

Which  claim that Johp made SLASH {}

[
did he; deny

I would like to emphasize the crucial difference betweerobymand and vc-
command at this point. The relation of vc-command, beingnéeffiin terms of
domination, breaks off at the gap site. It is not passed am faogap to its filler.
The o-command relationship, on the other hand, is passethoaisis defined in
terms of the relation “projection of”, or sharettAD features.

Observations similar to the (anti)reconstruction effezts be found in extra-
position constructions. Adjunct extraposition circumtgea Principle C violation,
but complement extraposition does not, as the examplesFmaand Nissenbaum
(1999, p. 139) demonstrate:

(23) a. ??/*1 gave hima picture [from Johyis collection] yesterday.
b. | gave him a picture yesterday [from JoHs collection].
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(24) a. *1 gave hima picture [of Johyis mother] yesterday.
b. ??/* 1 gave hima picture yesterday [of Jokis mother].

It should be clear by now how the revised Principle C rulestbethonextraposed
sentences. The nonpronominal is vc-commanded by the oc@dd&onoun when
it appears within an adjunct, as in (23a), and o-commandeghvithis inside a
complement, as in (24a). The extraposed variants are showre i(b)-sentences.
There are different approaches to extraposition in HPS@raemovement-based
analyses treat extraposition as a nonlocal dependenay tsrsame kind of mech-
anism that accounts for extraction to the left (e.g., Kell&94; Muller, 1999). For
relative clause extraposition, an anaphoric approachaagsimple adjunction of
the extraposed adjunct is proposed by Kiss (2005). Crysr{ilemappear) suggests
a combination of the two approaches for complement clauderelative clause
extraposition in German. No matter which analysis is appliee binding theory
proposed here interacts with any of them in the desired way.ttis reason, the
extraposition mechnism is not further specified in the titaecture in (25), which
shows the syntactic structure of the sentence in (24b) Wwerektraposed comple-
ment. Since a complement, whether extraposed or not, istedldy a head, it
appears on tharG-sT list of that head, where the binding principles can be ap-
plied in the familiar way. Sohim (locally) o-commands the NR pictureon the
ARG-ST list of gave and through a chain efEAD identities and selection (see (2ii)
and (2iii)) it finally o-commands the coindexed nad@hnwithin the extraposed
PP, and Principle C is violated.

(25) *S

NP/\
[SS.} /\H
/\ ss[5]
VP ADVP A

V%\

NP NP
|:ARG—ST <>} [Ss] [ss | L | CAT | HEAD } yesterday

gave him; N

of John's mother

bP HEAD
4
[SS] ARG-ST <>
a picture

Elements within adjuncts, on the other hand, are never avtamded by arguments
outside of the adjunct, as | have explained in detail abohe. Aonextraposed ver-
sion in (23a) is ruled out by Principle C under vc-commande €hktraposed ad-
junct in (23b), however, escapes a vc-command relationn Evaugh the pronoun
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him locally o-commands the NR picture it does not vc-command the coindexed
nameJohnbecause, under the assumption that constituents extfrose within

VP may adjoin to the VP, the NR picturedoes not dominate the extraposed PP
containingJohn Note that when the pronoun is in the subject position, ag@j),
adjunct extraposition does not circumvent a Principle Qation. This fact sup-
ports the suggestion by Culicover and Rochemont (1990),ngnathers, that a
constituent extraposed from an object must be adjoined toa¥ffer than S. Under
this assumption, the sentences in (26) are correctly ruietypthe binding theory
proposed here since the subject pronoun vc-commands thaéex@id name within
the extraposed adjunct.

(26) a. * Sheinvited many people to the party [that Mamgidn’t know].
(Culicover and Rochemont, 1990, p. 28)

b. * She told many people about the concert [who Mamgade nervous].
(Guéron and May, 1984, p. 10)

As the examples from Hukari and Levine (1995) in (27) demmaiest (anti)re-
construction effects are not found in VP topicalization, adoservation cited by
Huang (1993) which goes back to Chomsky. In contrast to aegiraxtraction
(cf. (20b)), a Principle C violation is not circumvented whe VP is fronted that
includes an adjunct that contains a name coindexed with thtexrsubject pro-
noun.

(27) a. *...and leave office without anyone ever trustingadsjphe; did.

b. *...and gather injunctions until Richardsdrad every crook behind bars
he, knew he would.

(28) *S
VP/\S
suBJ ()
Loc [1]| suBJ COMPS()
[ < >] SLASH {}

...leave office without anyone ever trusting Nixon

gap-ss

Loc SUBJ<>:|

o)

he; did
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On Huang’s account, these contrasts follow from the VPriateSubject Hypoth-
esis. But the same effects also fall out from the proposeiicevof the HPSG
binding theory, as noticed by Hukari and Levine (1995). Aevahin (28), the
suBJ specification of the fronted VP is structure-shared with $beJ specifica-

tion of the VP gap, which in turn is structure-shared with heNsem value of

the subject pronouhe Therefore, all these elements share their indices. Since
the suBJspecification of the fronted VP vc-commands any constitdentinated

by that VP (according to (17i)), no element within it may bda same index, as
required by Principle C.

Finally, another outcome of the revised Principle C is thatoirrectly pre-
dicts the ungrammaticality of sentences as in (29). Thendffeg name is in a
relative clause that is contained within a VP complemenis bBound by the pro-
noun complement of the matrix verb under vc-command (se@ ) aut not under
o-command.

(29) * John seems to heto have made a claim which Maryesented.

To sum up, | have shown that the binding theory proposed tereuats for
all of the problematic data given above concerning the heha¥ adjunct-internal
elements with respect to Principle C. In addition, it has edurther benefits. It
offers an account of the (anti)reconstruction effects anthe binding behavior
in sentences with extraposition, VP topicalization, and ddplements. In the
following section, | will address the question of whetheinBiple C is pragmatic
in nature and provide evidence that refutes this claim.

6 IsPrinciple C pragmaticin nature?

It has been repeatedly suggested in the literature thatiplenC should be ex-
plained in semantic/pragmatic rather than in syntactimsefcf. Bolinger (1979);
Bresnan (2001); Bouma et al. (2001); Kuno (1975); Bickertd®75); McCray
(1980); among others). Bresnan (2001) and Bouma et al. 2@f¥lexample, pro-
vide contrasting pairs such as (30) and (31) to demonstnateéPrinciple C cannot
be based on grammatical structure, or more specificallyncrcand, because in
that case the (b)-sentences, which they assume to be sallictdentical to the
sentences in (a), would be incorrectly ruled out. They floeeesuggest that prag-
matic effects, theme/rheme conditions, and informationcstire must be taken
into account, but they do not provide a specific analysis.ddoer, | am not aware
of a pragmatic theory which covers all Principle C effectst thas been integrated
into HPSG.

(30) a. * Shewas last seen when Lqlgraduated from high school.
(cited from Reinhart (1983, p. 104) in Bresnan (2001, p. 227)

b. He’'simpossble, when Bepngets one of his tantrums.
(cited from Bolinger (1979, p. 302) in Bresnan (2001, p. 227)
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(31) a. *He always gets angry when Sandy criticized.
(cited from Hukari and Levine (1996, p. 490) in Bouma et aDQZ2,

p. 44))

b. He gets angry wheevER the people Sandyoves criticize him.
(Bouma et al., 2001, p. 44)

The proposals that have been provided in functionalist $erior example,
Kuno (1975), Bickerton (1975), Bolinger (1979), and McC(4980), cannot ade-
quately account for the coreference options of nonpronalsiras already noticed
by Reinhart (1983). She carefully scrutinizes these ambres notes that they ei-
ther fail, are vague, or “not fully formalisable” (p. 98), cdwsoncludes that “[...]
the fact that when there is a discrepancy between domaitioredeand functional
relations coreference options follow the synactic requésts, indicates that coref-
erence restrictions are determined by syntactic progérte 100)8

In addition, as far as | am aware, the proponents of the pragaggproach have
not provided any careful syntactic analyses of the exanpieg discuss. Thus,
they do not show that these data actually fall within the scopPrinciple C and
accordingly falsify a configurational binding theory. Iretfollowing, | will show
that under a correct syntactic analysis of the sentencésasimn (30) and (31), a
configurational binding theory can indeed account for thetrest in coreference
possibilities.

Consider Bolinger’s example in (30b). In addition to it, Bgler (1979, p. 302)
provides the example shown in (32a), in which the temporairad appears in
the first position of the sentence. An adequate structurstrg#ion is given in
(32b), in which thewhenclause is adjoined to S. Since such adjunct structures
exist, and since, in principle, adjunct configurations gmarsetrical, it follows
that (33) is a plausible analysis for the sentence in (30i8t s, the sentence-
final whenclause is also analyzed as a sentential adjinThis is additionally
supported by phonological considerations. The sentenct Ineupronounced with
an intonational break between the main clause and the sigaglevhich is typically
indicated in written form by a comma. Under this analysisiterces like (30b)
and (31b) are not problematic for a configurational versibthe binding theory.
Since the names are within sentential adjuncts, they areamaobmmanded (or c-
commanded) by the coindexed pronouns in the main clause?amciple C is not
violated.

(32) a. When he gets one of his tantrums, Ben is impossible.
b. [s[When he gets one of his tantrums] Ben is impossible]].

(33) [s[sHe's impossible] [when Bengets one of his tantrums]].
(34) *[s He; [ve always [» gets angry [when Sandiys criticized]]]]

8The reader is referred to Reinhart (1983), especially @naft for her survey of functional
approaches, which | cannot reproduce here for reasons o spa
°I thank an anonymous reviewer for pointing out to me this symynof adjunct configurations.
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The whenclauses in (30a) and (31a), on the other hand, are analyzedPa
adjuncts, as shown in (34). Hence, the name is vc-commangéuebcoindexed
subject pronoun of the main clause in violation of Principle

Further evidence thathenclauses can appear in different structural positions
and thus behave differently with respect to Principle C svjted by Kazanina
(2005, pp. 13-21). She argues that in the sentences in (&hame in thevhen
clause and the pronoun in the matrix clause can be coref@rasitice thewhen
clause is a sentential rather than a VP-modifier. To justdy ¢dlaim, Kazanina
presents several arguments. First, she observes thatreclauses in (35) con-
tain a non-agentive event which is not controlled by the agéthe main clause
and often causes surprise or even shock for that agent. @lgethg content of the
whenclause so that it expresses an agentive event results iead#eg acceptabil-
ity of coreference between the two subjects, as shown in (36)

(35) a. He had been staring at the control panel for over an hour whelky Jac
received a message from his commander.

b. He was threatening to leave when Jaokticed that the computer had
died.

c. He was about to place a few bets when Mikes advised that the cops
were in the bar.

(36) a. ?? Hehad been staring at the control panel for over an hour whelky Jac
gave an order to his soldier.

b. * He; was threatening to leave when Jatlkned on his computer.
c. *He; was about to place a few bets when Mikgarted singing a song.

Secondly, Kazanina claims thathenclauses have different statuses depending
on the various interpretations of the wosthen!® These include an interpretation
corresponding to the subordinatehile and thus serving to provide the background
for the main event (see (37a)), and an interpretation sirtdlafter, which links

the subclausal event expressing a cause to the main clagse that expresses
the result of that cause (see (38a)). In both casdgnlocates the event of the
main clause inside the event of the embedded clause, arfgeaquestion about
the main event (see (37b)/(38b)) is felicitously answerngdhie sentence. As the
(c)-sentences in (37) and (38) show, coreference betweeprtémoun in the main
clause and the name within théhenclause is impossible in these cases.

(837) a. Mary was talking on the phone when John was cookingedin
b. When was Mary talking on the phone?

c. He,/, was talking on the phone when Jghmas cooking dinner for
Mark;,.

%K azanina (2005) refers to Moens and Steedman (1988) andstaid Bates (2002), who noted
thatwhenis ambiguous and that its different interpretations depemthe different kinds of events
that it links.
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(38) a. Kate broke the glass when John kicked the door.
b. When did Kate break the glass?
c. * He; broke the glass when Johkicked the door.

In the sentences in (35), in which coreference is availafdhesnfunctions as a co-
ordinator with an interpretation like “and/but suddenlytait moment”. The event

in the main clause serves as a setting for the event exprégste: subordinate
clause. According to Kazanina, these sentences are itdelicas an answer to a
correspondingvherrquestion about the main event, even when coreference is not
at issue, as the following question-answer pairs show:

(39) a. When had he been staring at the control panel?

b. Larry had been staring at the control panel for over an gwen Jack
received a message from his commander.

(40) a. When was he threatening to leave?

b. Mark was threatening to leave when Jack noticed that thepater had
died.

(41) a. When was he about to place a few bets?

b. Samuel was about to place a few bets when Mike was advisé¢dhii
cops were in the bar.

The contrast in behavior between the sentences in (35) ahe$8) is unnatural
if whenhas the same status in all of these sentences. However, iKa2@005)
claims that it can be straightforwardly explained underabksumption that there
are two different kinds ofvhen One functions as a sentential modifier that adjoins
to IP (or S), and the other is a VP-modifier that adjoins to R.\hen a question
is asked about temporal properties of the VP that expects -mufifier as an
answer, it follows naturally that the sentences in (35) @&83-(41) are infelicitous
as answers since thehenclauses here are sentential adjuncts. In addition, the
differences in binding behavior are correctly predicted. (37) and (38),when
functions as a subordinator and adjoins to VP. Hence, cenede between the
main clause subject and the name within the adjunct is ruledy Principle C.
In (35), whenis similar to a coordinator and therefore reasonably adjbito S,
where it escapes a Principle C violation.

Kazanina (2005) and Kazanina et al. (2007) also providelpdyguistic evi-
dence that Principle C is syntactic in nature by investigahiackwards anaphora in
language development and in sentence processing. Basezbarpaehension task
with 3-6-year-old Russian speaking children, Kazanina®D8Ghows that struc-
tural constraints on coreference, in particular Principlare respected by children
already at the age of three. The Russian-specific discoarsgraint on backwards
anaphora, on the other hand, becomes operative in thegildmmar only at the
age of 5-6. In real-time processing, the findings from sdventine self-paced
reading studies on English and Russian reveal that backvearaphora dependen-
cies are processed with a grammatically constrained astiech mechanism. This
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means that when the parser encounters a cataphoric prom@atively searches
for an antecedent in the following material. Importantlyridg this search, it does
not consider positions that are excluded by Principle C.i#altally, results from
offline acceptability rating experiments show that judgteesf coreference are
degraded when a pronoun c-commands its antecedent (Kaz&i@5; Kazanina
etal., 2007).

Summarizing the discussion, the data that have been claimnatiermine the
structural account of Principle C stop being problematiceothey are carefully
analyzed and a proper syntactic structure is provided. [Bdsam psycholinguis-
tic investigations show that structural constraints orefamence exert an influence
at the earliest stage of language development and realgliceessing. | therefore
conclude that there is no strong evidence against the gigeture of Principle C.

7 Conclusion

In this paper, | have argued, following Hukari and Levine93)p that structural
configurations must be taken into account in order to cagheéntricate binding-
theoretic interactions between adjunct-internal and nocknse elements, which
are not predicted by P&S-94’s binding theory. To this endk&fuand Levine intro-
duced the configurational relation of ve-command and refgaed Principle C so
that it prohibits coindexation under both relations, o-coamd and vc-command.
Phenomena such as the (anti)reconstruction and VP taomtialn effects fall out
from this revision. | have developed Hukari and Levine’s rapph further and
proposed a refinement of the definition of vc-command. My psap has four
benefits: First, my revised definition of vc-command doesimailve a modality,
and secondly, it motivates the superior role of the subjediimding. Thirdly, |
have proposed crucially different interactions of the tiefes of o-command and
vc-command with fillers (including extraposed constitggnEourthly, | have pro-
vided new data that strongly support the proposed revisicgheoHPSG binding
theory. Finally, | have shown that, once they are correatigiyzed, the data that
have been provided against a syntactic account of Prin€iptan be explained
straightforwardly by the configurational binding theorpposed here.
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