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Abstract

Backshift is a phenomenon affecting verb tense that is leisib a mis-
match between some specific embedded contexts and otheorements.
For instance, the indirect speech equivalent of a sentéreKim likes read-
ing, with a present tense verb, may show the same verb in a past figm,
as inSandy said Kim liked readingNVe present a general analysis of back-
shift, pooling data from English and Romance languages. @Dalysis ac-
knowledges that tense morphology is ambiguous betweegrdiff temporal
meanings, explicitly models the role of the speech time aedevent times
involved and takes the aspectual constraints of tensesdamtsideration.

1 Introduction

The following pairs of sentences, adapted from Michael0@), illustrate the
phenomenon of backshift, visible in indirect speech. Ea&tttence in parentheses
is the direct speech counterpart of the embedded clause sathe line:

(1) Debra said shéked wine. (“I like wine”)

Debra said shigkeswine. (‘I like wine”)

Debra said shlerought the wine. (“I brought the wine”)
Debra said shiead brought the wine. (“I brought the wine”)

Debra said shwould bring some wine. (“I will bring some wine”)

® Q0 T 9o

When the matrix verb is a past tense form, the verb tensesl fiouthe embed-
ded clauses are sometimes different from the tenses uséckat speech (1a, 1d,
le), but not always (1b, 1c). For instance, in this contextsametimes find the
simple past instead of the simple present in English (Lathigwrespect English
is in sharp contrast with Russian, where present tense casdtkin similar em-
bedded contexts with the same meanings as the English sesatasing the simple
past (example from Schlenker (2004)):

(2 Petya skazal, ¢to on placet. (present tense in the @deloeclause)
Petya said that he was crying.

An initial observation is thus that English uses tense inlasokute way (the
embedded past tense in (1a) is used to locate a situatioe jpetét), whereas Rus-
sian uses it in a relative way (the embedded present ten& mgrks a situation
that was present at the time that the situation in the mataxse held). Based
on similar data, Comrie (1986) argues that English excalgiuses tense in an
absolute way. However, the example in (3), from Rodrigu804), shows that
in some cases English also uses tense in a relative way. sliexaimple, the past
tense is associated with a situation that may hold in thedutvith respect to the
speech time. The past tense here signals precedence vitrés the time of the
event in the higher clause (which is in the future). The plhegmon is thus more
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complicated than a simple separation between languagessia#ense in a relative
fashion and languages that use it in an absolute manner.

3) Maria will tell us after the party tomorrow that she dkdno much.

Several verbs trigger tense shifts in their complement. oR& verbs are
often identified with this group, but other verbs, like bekerbs or verbs like
decideor remembercreate similar contexts.

The phenomenon is also known as transposition, sequeneasd#d oconse-
cutio temporumalthough some authors use some of these expressions iadebro
sense, encompassing constraints on the co-occurrencasafsten the same sen-
tence. We reserve the term backshift to refer to the morefapease of the com-
plements of the class of verbs just mentioned. In this papefocus on backshift,
in this narrow sense. This is because backshift is more i@net than the general
co-occurrence of different tenses in the same sentencein§tance, Rodriguez
(2004) points out that relative clauses are temporallypedéent, as illustrated by
the example in (4).

(4) Felipe spoke last night with a girl that was crying thisrming.

Here, two past tenses are found, and the verb of the reldause refers to a
situation that temporally follows the one denoted by therixaterb. In turn, in
backshift contexts involving two past tense forms, the esded tense never sig-
nals a time that temporally follows the time associated Withembedding tense:

(5) *Debra said last night that she brought a bottle of wing thorning.

In this paper we present a novel account of backshift anddbzeit in HPSG.
We use Minimal Recursion Semantics (MRS; Copestake et @053, but our
account is quite neutral with respect to the theory or forafiaemantic represen-
tation used. We treat backshift as the result of the comioimaff three dimensions.
The first one is acknowledging that tense, as it is visible amghology, is ambigu-
ous. The second one consists in classifying the meaningseofenses along a
number of lines: direction (present vs. past vs. futuredpeas(perfective vs. im-
perfective), relativity (relative vs. absolute). Direstiand aspect determine which
kinds of temporal relations are involved in the meaning of&s (inclusion, over-
lap or precedence relations). Relativity is how the argumanthese relations are
chosen: absolute tenses always take the speech time as tme ajuments of
one of these relations; relative times look at a perspegiiet, which can be the
speech time or the time of another event, depending on thadicmcontext. The
third dimension is that some tenses may appear only in cesdricontexts: they
may occur only in contexts where the perspective point isutterance time, orin
contexts where these two times are different, or in both e$¢hcontexts.

Our analysis contains novel aspects. It provides a verynatistinction be-
tween absolute and relative tenses, making it depend orsthefuwo features. It
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correctly constrains the possible readings of past undsrquastructions depend-
ing on grammatical aspect, which no other theory of backstiblains.

The paper proceeds as follows. In Section 2 we present thargemepresen-
tations for some tenses, which we will need in order to traakbhift. The analysis
of backshift we propose is explained in Section 3. In Secfiome compare this
analysis with the treatments of backshift found in the ditare. We conclude the
paper in Section 5 with a summary of our contributions.

2 A Simple Representation of Tense

In this section we present a representation of the meaningnses that will be
used in the analysis of backshift developed in Section 3.

Ambiguity of Tense Tense presents ambiguity at two levels:

e The same surface form can correspond to more than one gréraltahse.
An English example is the verb forput, which can, for instance, be present
tense or past tense. Some languages show this ambiguitgdugiive con-
jugation patterns. For instance, Portuguesegemosis both a present and a
past form of the regular vertorrer “run”.

e The same grammatical tense can locate a situation in timéfeneht ways.
An English sentence likeleave tomorrowshows that present tense can re-
fer to the future. This tense can also locate an event in tesept. Other
languages show similar cases.

We make a distinction between grammatical tense and setrtantie: we will
use the first expression to refer to the morphological cae@md the second one
to refer to the meaning of tenses, i.e. their semantic reptason.

In order to account for this two-fold ambiguity, we assumea-tayer analysis.
The first layer consists in a set of rules that map surface forgnammatical tense.
The second layer consists in a set of rules that map grammhditse to semantic
representations of tense. Both sets of rules are made @flexiles, i.e. unary
rules that apply to lexical items (verb forms in this case).

Description of the Tenses We assume a Davidsonian (Davidson, 1967) repre-
sentation of situations which employs event variables aditht argument of the
predicates. We model tense via @nrelation that relates this event variable with
a temporal index. A temporal index can be viewed as a free vianiable, in the
spirit of Partee (1973). The temporal index in thisrelation is the event time
of Reichenbach (1947). Also drawing inspiration from Reigbach, we describe
tense by resorting to various temporal indices and tempelations between them.
Temporal indices have their own typeWe represent the speech or utterance time
by a subtypes of t. Theat relation and the temporal relations holding between the
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temporal indices are all introduced at the second layereofekical rules for tense
(the layer that maps grammatical tense to semantic tense).

For our purposes, we do not need full Reichenbachian reqasms (relying
on the three times: event time E, reference time R and spaecgtievance time
S) for many of the tenses: in some cases we will represenethedral relation
between the event time and the speech time directly, and aiyng about the
reference time. For instance, we assume semantic preseattemporal relation
between S and E, in particular a temporal overlap relatioe. folflow Discourse
Representation Theory (DRT; Kamp and Reyle (1993)[p. S&iPrther assuming
that the speech time is seen as punctual, which means tabueilap relation
is more specific than just overlap, and it is an inclusiontieta the event time
includes the utterance time.

We distinguish between imperfective and perfective teraseghey occur in
e.g. Romance and Slavic languages or Greek. We assume éisanpicannot be
perfective and, similarly to Michaelis (2011), that langaa without perfective vs.
imperfective distinctions show ambiguity in the other &fnsThe examples in (6)
are hers and support this last claim. The highlighted vetihénEnglish sentence
in (6a) is lexically telic, but the sentence neverthelessdraimperfective reading.
In (6b) the highlighted verb is lexically stative, but thawse where it occurs has a
perfective reading. Since these are cases of aspectuaiaosimilar to the ones
found with the perfective and imperfective past tenseskiglish past tense must
be ambiguous between the two.

(6) a. At the time of the Second Vatican Council, thiegitedthe mass in
Latin.

b. He lied to me and believedhim.

Similarly, future tense (or future constructions) is amiaigs in English as well
as Romance languages with respect to perfectivity, in ashtio languages like
Greek and Russian, that show perfectivity distinctions aighe future tenses.

The examples in Table 1 show the sort of temporal representtitat we have
in mind, using the situation of John smoking. We leave futerse aside, as it
adds nothing new to the discussion. We also leave perfeecgsgs exemplified
by the English present perfect, outside the scope of this tex

These representations are inspired by Kamp and Reyle (E9fBYan Eynde
(1998). Inthe case of the past tenses, these authors adsairttestrelation between
the location time of a situation and a perspective pointt(twaresponds to the
utterance time) is determined by aspectual class. Forsstaiteis one of overlap.
For non-stative situations this is, more specifically, oh&emporal inclusion. It
follows from the event time being included in the locatiomei and the location
time preceding the utterance time (the past tense sempihtitshe event time also
precedes the utterance time. This is essentially the diegpliepresentation that
we use here for the perfective past. Unlike these pieces df,wa do not make
this distinction depend on aspectual type but rather asshatét is the difference
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Semantic imperfective present: “John smokes”
smoke' (e, john') A at(e,t) A includes(t, s)

Semantic imperfective past: “John smoked”
smoke' (e, john') A at(e,t) A overlap(t,ta) A before(ts,s)

Semantic perfective past: “John smoked”
smoke' (e, john') A at(e,t) A before(t,s)

Table 1: The meaning of some tenses

between imperfective and perfective tenses. It just happiest perfective tenses
constrain the whole clause to be telic whereas imperfetéimees constrain it to
be stative or at least atelic (de Swart, 1998, 2000; Bonad@i2 2Flouraki, 2006),

which means that imperfective tenses trigger no aspedt whién they combine

with states, and neither do perfective tenses when they io@mwtith culminations

or culminated processes. The following Portuguese examphsed on those in
(6) above, motivate our departure from their analysis:

(7) a. Na altura do Segundo Concelho do Vaticano, recitaramssa em
Latim. (perfective)
At the time of the Second Vatican Council, they recited thesnira
Latin (they did that just once).

b. Na altura do Segundo Concelho do Vaticano, recitavam sangis
Latim. (imperfective)
At the time of the Second Vatican Council, they recited thesnma
Latin (they used to do that).

8) a. Ontem acreditei nele. (perfective)
Yesterday | believed him (I believed what he said yesterday)

b. Ontem acreditava nele. (imperfective)
Yesterday | believed him (I still believed him).

The examples in (7) both exhibit the phraseitar a missd‘recite the mass”,
which is a culminated process (i.e. a telic situation). Téreances in (8) contain
the stative verlacreditar “believe”. In all cases there is a PP or an adverb that
locates the described situations in time. The examples thélperfective forms
describe situations that happen only once and within the tirtterval referred to
by these modifiers. The imperfective sentences describatisihs that are more
prolonged in time and may extend outside the boundariesesktintervals.

Not explicitly shown in these representations are thesecisal (i.e. Aktion-
sart) constraints associated with the different tenses: asmsttioned, imper-
fective tenses (including present tense) constrain theteatity being temporally
located to be a state (possible results of this coercionudtechabitual readings,
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epistemic readings, etc.), whereas perfective ones @nstrto be a telic situa-
tion (which can force inchoative readings, among othergr iRstance, the se-
mantic representation @imoke which is an activity/process lexically, used in the
perfective past could include an operator to convert thtwicinto an accom-
plishment/culminated process. In the imperfective tersetative operator, like
the habitual operator, could be present, in the spirit of wars(1998). For our
purposes, however, we can ignore these aspectual cotstagithey do not affect
our analysis.

3 Backshift

For the purpose of handling backshift phenomena, we sepashantic tenses
into two groups: relative tenses and absolute tenses.abbelute tensealways
refer to the utterance time directly: they introduce in teeantic representation
a temporal relation with the utterance time as one of itsrmgnts. In turn, the
relative tensetroduce a relation with a perspective point as one of gsiaents.
This perspective point is the utterance time if the corradpuy verb is the head of
the main clause of a sententd his perspective point is instead the event time of
a higher verb, if that higher verb is a verb likay, triggering backshift.

For the HPSG implementation of such an analysis, revolviograd this dis-
tinctive constraint of the perspective point and the utieeatime, three features
are employedUTTERANCE-TIME, Which represents the utterance time, or speech
time; PERSPECTIVEPOINT, for this perspective point; aneVENT-TIME, for the
eventtime. As mentioned before we use the tyjoe these features. There is also a
subtypesof t for the speech time or utterance time. The feaWTeERANCE-TIME
is declared to be of this more specific type.

We put theuTTERANCE-TIME feature undesgLOC|CTXT|C-INDICES, as sug-
gested in Pollard and Sag (1994) and in line with Van Eynd®&1.9The feature
PERSPECTIVEPOINT must be undess(YN)s(Em), since lexical items can con-
strain thePERSPECTIVEPOINT of their complement. We assume the two features
are grouped together under a featur@es, which is unders§LOC|CONT|HOOK,
because they are relevant for the composition of semanfibgs featureTIMES
must be percolated in the appropriate places (headed ghetse.

This perspective point is similar to the perspective possumed by DRT. Assuming that, in
the case of matrix clauses, the perspective point is alwaysitterance time is a simplification that
we make here because we are only interested in describihglifiqi.e. embedded clauses). The
following example, from Kamp and Reyle (1993), illustraties issue:

1) Mary got to the station at 9:45. Her train would arrive @i0b.

The perspective point of the second sentence must be thetewerof the first sentence, so that
this example can be accounted for by saying that conditivad) forms andwould + infinitive
constructions convey a semantic future tense anchoredastgprspective point. More cases where
the perspective point of a main clause does not coincide thighutterance time are presented in
Kamp and Reyle (1993)[p.595 and following ones].
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The event time is always the second argument ofitheslation introduced in
the MRS representations by the lexical rules responsibléhtBosemantic tenses:

semantic-tense-rule
LTOP
HOOK INDEX e
TIMES|EVENT-TIME t
at
SYLOC|CONT
LBL Rl
RELS U BUIA]
ARGO
ARG1
HCONS
HOOK
DTR|SYLOC|CONT | RELS
HCONS

whereB is the semantic contribution of specific tenses, i.e. sudsygsemantic-
tense-rule

The temporal semantics we assume in this paper do not useaiotsson han-
dles, since all elementary predications are conjoined.thismreason, theiICONS
of the mother is simply theicons of the daughter for all tense rules. Theok
feature of the mother is also token-identical to theok of the daughter. On the
one hand, theTopr andINDEX of the verb have to be made available higher in the
tree for the composition of semantics. On the other handethtereEVENT-TIME
has to be visible by the daughter node of this rule, sincesvrdt trigger backshift
in their complement constrain this feature, as shown belbepending on how
the semantics of temporal location adverbials (suctoday, next monthetc.) is
implemented, this featulevENT-TIME may also have to be available higher in the
syntax tree. Therefore it is also in th®ok of the mother.

The utterance time must be accessible at any point in a sen{@s argued
above), so this feature must be unified acrossigiis present in a feature structure.
Therefore, syntax rules must unify th@ TERANCE-TIME of the mother with that
of each of their daughters:

phrase
SYLOC|CTXT|C-INDICES|UTTERANCE-TIME [ S

[ss| LOC|CTXT|C-INDICES|UTTERANCE-TIME }

DTRS( ...,

[ss| LOC|CTXT|C-INDICES|UTTERANCE-TIME }
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The types for lexical rules must be constrained in a simdahion. Addition-
ally, in the start symbol, the featureSTERANCE-TIME andPERSPECTIVEPOINT
are unified: the perspective point is thus the utterance itim@atrix clauses:

CTXT|C-INDICES|UTTERANCE-TIME S
CONT|HOOK|TIMES|PERSPECTIVEPOINT

sgLoc

Because some verbs lilgaytrigger backshift in their complement, but other
elements do not, the relation between an item’s perspepbug and that of its
complement is controlled lexically. For most items (theaddif case) they are uni-
fied, but in the case of backshift triggering elements, ffERSPECTIVH-POINT
of the complement is theveNT-TIME of the head. This is encoded in the lexical
types. For instance, lexical items that backshift the terfigbeir first complement
include the constraint:

CAT|VAL\COMPS<[LOC\CONT\HOOK|TIMES|P—POINT t}>
sgLoc

CONT|HOOK|TIMES|EVENT-TIME

The absolute tenses look at the featut@ ERANCE-TIME in order to find one
of the arguments for the relevant temporal relation thay th&oduce in the se-
mantics. The relative tenses look at the attrilRE®@SPECTIVEPOINT instead. As
an example, the semantic perfective past tense is a retatige. Consider:

9 a Kim lied.
at(ey,t1) Nbefore(ts,s) Alie(es, kim')
b.  Kim said he lied.
at(eg,t;) Nbefore(ty,s) A say'(eg,kim',es) A
at(eg,ts) Nbefore(ts,ty) Alie(eg, kim')

The second argument of tlhe fore relation associated with semantic perfec-
tive past is not the utterance time (as has been presenteat)sbut rather the
perspective point, because this tense is a relative tenskee Icase of main clauses
this perspective point is the utterance time—this is whapleas in examples such
as (9a), and it is also the case of the matrix verb in (9b). énctise of clauses oc-
curring as the complement of verbs that trigger backslhfg, perspective point is
the event time of the higher verb. The example in (9b) is tluneectly analyzed as
saying that the event of John lying precedes the saying easman be seen from
the semantic representation provided in (9b). The AVM ferdbmantic perfective
past tense rule thus includes the constraints:
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semantic-relative-perfective-past-tense-rule
LTOP h
INDEX e
HOOK
P-POINT t
TIMES
EVENT-TIME t
SYLOC|CONT at before
LBL LBL
RELS , U [4]
ARGO ARGO
ARG1 ARG1
HCONS
HOOK
DTR|SYLOC|CONT | RELS
HCONS

By contrast, the semantic tense given by the English présesg, in examples
like (1b) and (10) below, is an absolute tense.

(10) Kim said he is happy.
at(eg,t1) Nbefore(ts,s) A say' (e, kim' ez) A

at(eg,ts) Aincludes(tz, s) A happy'(es, kim')

The semantic present carries an inclusion relation betie=ervent time and
another time. Because it is an absolute tense, this othersimlways the utterance
time, regardless of whether it occurs in backshifted cdetexregular ones.

semantic-absolute-present-tense-rule
[ CTXT|C-INDICES|UTTERANCE-TIME &S |
LTOP h
HOOK INDEX e
TIMES|EVENT-TIME t
sgLoc '
S CONT at includes
LBL LBL
RELS , U [4]
ARGO ARGO
ARG1 ARG1
HCONS
HOOK
DTR|SSLOC|CONT | RELS
HCONS
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English Semantic Tenses Romance

grammatical tenses grammatical tenses
Simple present Absolute (imperfective) present Present
Simple past Relative (imperfective) present Imperfegtiast
Simple past Relative imperfective past Imperfective past
Simple past Relative perfective past Perfective past

Table 2: Mapping between some grammatical tenses and sonaamte tenses, for
English and Romance languages

We follow the strategy mentioned above in Section 2 of Igtangrammatical
tense be ambiguous between two or more semantic tenses.el@tienr between
grammatical tense and semantic tense is language depgeagatiown in Table 2,
where this mapping with semantic tense (middle column) sswshfor some En-
glish grammatical tenses (left column) as well as some geimseome Romance
languages (right column).

The following examples illustrate each of the semantic éensonsidered in
this table under the influence of a higher past tense verb:albiselute present,
denoting overlap with the utterance time, and represenyeithd English simple
present in (11aj;the relative present, signaling overlap with the perspegipint,
and materialized in the English simple past in (11b); thatiad imperfective past,
marking precedence with respect to the perspective pastcated with a stative
interpretation of the clause and realized by the Englistpirpast in (11c); and
the relative perfective past in (11d), similar to the refatimperfective past but
associated with telic situations instead of stative ones.

(11) a. Kim said he is happy. (“I am happyAbsolute present
Kim said he was happy. (“I am happyRelative present
Yesterday Kim said he was happy when he was a child. (‘I was
happy when | was a childRelative imperfective past
d. Kim said he already had lunch. (“I already had luncRglative
perfective past

The constraints associated with the relative imperfeqtizst are as expected
from the discussion so far:

2The meaning of the “present under past” is not trivial (Magni1992), and we opt for a simpli-
fied view of it here.
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semantic-relative-imperfective-past-tense-rule
LTOP h
INDEX e
HOOK .
PERSPECTIVEPOINT t
TIMES
EVENT-TIME t
SYLOC|CONT at overlap before
LBL LBL LBL
RELS : , U [4]
ARGO ARGO ARGO
ARG1 ARG1 t| |ARG1 [d]
HCONS
HOOK
DTR|SYLOC|CONT | RELS
HCONS

Both the English tense system and the Romance one show awnbignast
tenses. The Engliskimple pastcan have the readings that the Romance gram-
matical perfective past has as well as those of the gramahatiperfective past.

In the Romance case, the grammatical imperfective past isgaumous between a
semantic present (signaling temporal overlap) and a seécrzast (marking prece-
dence). In contexts with no tense shift, it is always a seimamiperfective past.

However, in backshifted contexts it can also be a relatiesgmt tense. For in-
stance, the Portuguese sentences that are translatiohe ekamples (11b) and
(11c) use the grammatical imperfective past. The direat@pequivalents can be
the grammatical present or the grammatical imperfectiat: pa

(12) a. O Kim disse querafeliz. (“Sou feliz")

b. O Kim disse querafeliz quando era pequeno. (“Era feliz quando
era pequeno”)

The relative present signals a temporal overlap relatitwéxen the time of the
event denoted by the verb used in this tense and the pergpedint: this is the
reading for the examples in (11b) and (12a), where the twatevaverlap. We
give this relative present tense (denoted by grammaticlipdackshift contexts)
a semantic representation similar to that assumed for thelatle present tense
(denoted by grammatical present), the only differenceastte perspective point
is used as the second argument oftheudes relation (it is a relative tense rather
than an absolute one). These examples are thus analyzevyiras theat the event
time for the event described in the embedded clause inclindetsime of the event
introduced by the matrix verb.
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semantic-relative-present-tense-rule
LTOP h
INDEX e
HOOK
PERSPECTIVEPOINT t
TIMES
EVENT-TIME t
SSLOC|CONT at includes
LBL LBL
RELS , U [4]
ARGO ARGO
ARG1 ARG1
HCONS
HOOK
DTR|SYLOC|CONT | RELS
HCONS

The only difference between the semantic relative preggren by the gram-
matical imperfective past, and the semantic absolute ptegaen by the gram-
matical present, is the second argument of #th€udes relation that these two
tenses introduce in the semantics. With the semantic velgtiesent this is the
perspective point, whereas with the semantic absoluteeptékis is the utterance
time.

Because the grammatical (imperfective) past cannot havelatiye) present
reading in contexts with no tense shift, the lexical ruletfos semantic tense (the
relative present) must be constrained so that it only triggethe appropriate syn-
tactic context, namely in backshift contexts. There areralyer of ways to do this.
One may simply add the constraint that the perspective pwistto be different
from the utterance time. This solution is inadequate bex#usllows the gram-
matical (imperfective) past to have a semantic relativegmereading in contexts
where the perspective point is not the utterance time arigtisvwent time of a verb
that occurs in any tense that is not the present. Considdolibe/ing Portuguese
example:

(13) A Maria dir-nos-a4 amanha depois da festa que bebiaadiaao. (im-
perfective past in the embedded clause)
Maria will tell us after the party tomorrow that she dranke(i.used to
drink) too much.

This sentence is similar to the one in (3) in that it contaipsst tense clause
embedded in a future tense clause. Whereas the past cla{Behas a perfective
reading (she drank too much at the party), the one in (13)alis@n imperfective
past. But despite being imperfective, the reading of tempoverlap with the
main clause, of the sort that we find in (11b), is unavailable] only the one of
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temporal precedence is, as in (11c). For this reason, irscasHh as this one, even
though the perspective point is not the utterance time,g¢hwastic relative present
cannot be associated with the grammatical imperfectiveé pais clear then that
the semantic relative present can only occur in contextseue perspective point
is a past time.

An alternative that fixes this shortcoming is to use feattwesncode the tem-
poral direction of temporal indices. This temporal direstican be first thought
of as the location of the times denoted by temporal indicabéntime line past
present future). As will be made clear shortly, this location is not absel(ite. it
is not with respect to the speech time), so we use valuedhkkward forward
andno-dir(ection)instead. We may think of a featumR(ECTION) appropriate
for temporal indices, but instead we use two different fe=gwndemIMES: a fea-
ture P-DIR for the direction of the perspective point and a feate¥eIrR for the
direction of the event time. We do not user features under temporal indices
because the purpose of these features is to enforce a syrtacstraint (namely
blocking semantic relative present tenses from occurrirthe contexts where the
perspective point is not a past time) and the temporal isdst@w up in the MRS
representations produced by our analysis.

The possible values for these direction featurestéeeporal)-dir(ection)the
featuresp-DIR and E-DIR are declared to be of this type) and its three subtypes
no-dir, backwardandforward, which have no common subtypes.

The places where theERSPECTIVEPOINT is constrained to be the utterance
time also see the featureDIR to have the valu@o-dir. The revised constraints
for the start symbols are thus:

CTXT|C-INDICES|UTTERANCE-TIME S

sgLoc PERSPECTIVEPOINT
CONT|HOOK|TIMES ,
P-DIR no-dir

As presented above, by default lexical items unify their ptament’s perspec-
tive point with their own perspective-point. These elersaraw additionally must
unify their complement’®-DIR with their ownpP-DIR. The lexical items that trigger
backshift on their complements identify their event tim¢hwheir complement’s
perspective point. They now also identify their complersaPHDIR with their own
E-DIR. For instance, verbs that backshift the tense of their fostglement have
the constraints:

P-POINT t

CAT|VAL |COMPS( | LOC|CONT|HOOK|TIMES .
P-DIR [2] t-dir

sgLoc

EVENT-TIME
CONT|HOOK|TIMES

E-DIR
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Finally, the lexical rules for the various semantic tensasstrain theire-DIR
in the expected way: the semantic absolute present tenséraiois it to take the
valueno-dir, past tenses withackwardand future tenses witforward.

In the definition of the rule for the semantic relative preésdre P-DIR feature
has the value typbackward This means that this tense rule can only occur in
contexts where the perspective point andrk®ir feature have been constrained
by a backshift triggering verb in the a past tense form. Tlisstraint closely
reflects the fact the the present tense reading (i.e. thednpverlap reading)
of the grammatical (imperfective) past tense only occursdntexts where the
perspective point is a past time, i.e. it is identical to thent time of another verb
that is in a past tense:

semantic-relative-present-tense-rule
LTOP h
INDEX e
P-POINT t
HOOK
P-DIR backward
TIMES
EVENT-TIME t
SYLOC|CONT I E-DIR backward_
at includes
LBL LBL
RELS , U [4]
ARGO ARGO
ARG1 ARG1
HCONS
HOOK
DTR|SYLOC|CONT | RELS
HCONS

Note that for this tense the-DIR is also constrained to belackwardlooking
one, just like for the past tenses. This is because of exanspieh as:

(14) O Kim disse que dizia que era feliz.
Kim said (perfective) that he said (imperfective; = “usedsty”) that
he was happy.

This example shows that a clause in the semantic relativeeptean be em-
bedded in another clause also in the semantic relative ireSence the semantic
relative present needsackwardlooking perspective point, it too needs to supply
abackwarde-DIR (which becomes the-DIR of the complement clause due to the
constraints just described), or at least leave it undeifspéc It cannot constrain
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its E-DIR to be no-dir even though it is semantically present in the sense that it
denotes temporal overlap, as that would prevent this coatibim

Furthermore, the values of these direction features arabsatiute (i.e. relative
to the utterance time), because of sentences like (3) and4ad this is why we
use the type namdsackward no-dir and backwardinstead ofpast presentand
future Even though the embedded clauses in these examples wdlénézature
E-DIR with thebackwardvalue, they are not necessarily associated with past events
(the preferred reading for (3) is arguably one accordingh@ivthe drinking event
is after the speech time).

Although this extra feature on the temporal indices may sagfinst to make
our temporal semantics redundant, as we now have two waysofiding the rela-
tion of an event time with a perspective point (the elemgnpaedications describ-
ing various temporal relations between temporal indicesthe direction features
describing the temporal direction of temporal indices)niist be noted that they
are in fact independently required, since they descritferdifit things: as just men-
tioned for the example in (3), lrackwardlooking event time does not necessarily
mean the corresponding event is a past event.

4 Reéated Work

Many analyses of backshift and sequence of tense can be fouhd literature,
some of which we describe briefly. Reichenbach (1947), infdnisous analysis
of tense as involving temporal constraints between thectpéme S and a ref-
erence time R on the one hand and between that referenceRpaind the event
time E on the other, mentions tipermanence of the R-poina sentence like ¥
had mailed the letter when John has commengrammatical because the temporal
constraints between R and S are incompatible in the two $aéngelved (the past
perfect constrains R to precede S while the present perfedt@ins them to be
simultaneous).

However, Reichenbach did not develop a full account of HaittksA Reichen-
bachian analysis of this phenomenon is that of Hornstei@1},%hat posits a se-
quence of tense rule which associates the speech time S ohlaedded clause
with the event time E of the higher clause. In this analysisraiional form of a
verb is considered to be, underlyingly, a future form, whikransformed into a
conditional form in backshift contexts. As pointed out byt@urez and Fernandez
(1994), this fails to explain why the two tenses combineedéhtly with adverbs
like yesterday If the conditional form in (15b) is a future form in deep stiure,
(15b) should be ungrammatical just like (15a) is:

(15) a. *Juan asegura que Pilar asistira ayer a la fiesta.
Juan affirms that Pilar will attend the party yesterday.

b. Juan asegur6 que Pilar asistiria ayer a la fiesta.
Juan affirmed that Pilar would attend the party yesterday.
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The work of Comrie (1986) suffers from the same problem, atsit consists
in a sequence of tense rule that transforms the tenses foutidect speech into
the ones found in reported speech.

According to Declerck (1990), when two situations are ledan time, there
are two possibilities: either both of them are represenseckkated to the time of
speech (absolute use of the tenses), or one situation ieddtathe time of speech
while the second is related to the first (relative use, in #@Bd case). In the
second case, the simple past simply denotes overlap wittvéops situation. This
is very similar to our proposal, but we classify the diffdréanses as to whether
they are relative or absolute, whereas Declerck (1990)assupoth possibilities
for all tenses and lets pragmatics disambiguate, but theggmatic conditions are
never made explicit.

For Stowell (1993), past morphology is like a “past poldritgm that needs
to be licensed by a Past operator (that in English is covert3coping it. The
Past operator is what conveys the temporal precedenceraiomstpresent in the
semantics. Past morphology can be bound by Past operatdiféeirent (higher)
clauses, which explains sentences like (11b). The anabfsidbusch (1994) is
similar in spirit, but it resorts to semantic rather thantagtic constraints.

Like us, Michaelis (2011) also assumes that the English Isippst is am-
biguous between two tenses (a perfective/eventive one rmid@erfective/stative
one). Because of this, and similarly to us, she is in a pasitibere it is possible
to account for the interplay between aspect and tense—dréegtive past clauses
in backshift contexts are always anterior to the main clawsat—, which the rest
of the literature on backshift cannot explain.

However, the author fails to notice that and instead analgzamples like (16),
which is hers, as an example of an embedded imperfectitieéstanse (when its
translation to other languages shows that it should be demgean instance of
a perfective tense). She then tries to obtain precedeneetgffrom constraints
coming from this imperfective tense, by deriving from it amtic content similar
to that of the English present perfect, which the grammhitioperfective past
never has in languages like the Romance ones.

(16) He said that he paid $2000 for his property in 1933.

This relation between aspect and the possibility of the tast pnder past
readings had been noticed by En¢ (1986). The author mentiat statives allow
two interpretations, one of simultaneity (17a) as well as ofiprecedence (17b)
with respect to the event in the main clause. In the same xpmen-statives
do not exhibit the two readings that statives do. They orlgwathe precedence
reading, as in (17c).

(17) a.  Johnremembered that Jane was not even eighteen.
b. John remembered that Jane was not even eighteen when hemnet
C. John remembered that Jane flunked the test.
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As the following examples in Portuguese show, this conieadependent not
on the lexical aspect of the verb but on the aspectual typkeoéntire clause, i.e.
whether a perfective or imperfective tense is used (as tbagtrain the aspectual
type of the clause, as mentioned above).

(18) a. O John lembrou-se que a Jane tinha dezoito anos.r{entee)
John remembered that Jane was eighteen.

b. O John lembrou-se que a Jane tinha dezoito anos quandde-con
ceu. (imperfective)
John remembered that Jane was eighteen when he met her.

c. O John lembrou-se que a Jane teve dezoito anos. (pegjectiv
John remembered that Jane was (once) eighteen.

d. O John lembrou-se que a Jane chumbou no teste. (perjective
John remembered that Jane flunked the test.

e. O John lembrou-se que a Jane chumbava no teste. (imperfect
John remembered that Jane flunked the test (e.g. she flurdwesyt
time she tried).

f. O John lembrou-se que a Jane chumbava no teste quandoe& conh
ceu. (imperfective)
John remembered that Jane flunked the test when he met her (e.g
she flunked it every time she tried).

These examples show the combinations of perfectivity aadwvio lexical as-
pect classes considered by Enc (1986). The clauses wittcpige past tense forms
can only be interpreted as describing a situation that plescéhe matrix one. The
ones with imperfective forms are ambiguous and allow battuieaneity as well as
precedence readings. The precedence readings are easiethehtemporal loca-
tion of the situation is mentioned explicitly, hence thibenclauses. Our analysis
correctly describes this generalization.

The collection of papers in Lo Cascio and Vet (1986) is abens¢ phenom-
ena, including sequence of tense phenomena. Particuédelyant are those of Lo
Cascio (1986), Rohrer (1986), Lo Cascio and Rohrer (1986)Rigter (1986).
Lo Cascio (1986) distinguishes between deictic tensesétdoectly linked to the
utterance time) and anaphoric tenses (those linked to theuate time indirectly).
This is similar to our distinction between absolute andtiaatenses. Our use of
a perspective point draws on the work of Rohrer (1986), wiscan analysis of
backshift for French in Discourse Representation Theoike Ls, the author uses
it to relate embedded tenses to the time of matrix situatidvisre specifically,
“the time denoted by the event of the matrix sentence becahgeemporal per-
spective point of the complement clause”. The perspectimet f)s hecessary for
those cases when the main verb shows future tense and theléscbene shows
a past tense, like examples such as (3) illustrate. In susdscpast tense merely
indicates precedence with respect to the perspective, gmitihot necessarily with
the utterance time.
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Van Eynde (1998) is a DRT-inspired analysis of English terieeHPSG that
also discusses transposition or sequence of tenses. ghhmiconsiders data such
as the sentence in (19), rather than data involving the cemght clauses of verbs
like say the data are nevertheless very similar. In the secondrsante (19) the
simple past is a semantic present relative to a past peigpguiint introduced
in the first sentence. However, the author does not discessgh of simple past
tenses to convey temporal precedence with the perspedaiing ip transposition
contexts, a possibility that is clearly available in badkstontexts, as examples
like (1c) show.

(29) Mary had been unhappy in her new environment for more ¢hgear.
But now she felt at home.

More generally, the treatment of tense and aspect in HPSGdies the work
of Van Eynde (1994, 2000), Bonami (2002), Goss-Grubbs (R0fxad Flouraki
(2006), among others.

5 Conclusions

In this paper we presented a cross-language account oftbeické/e illustrated
the problem with data from English and some Romance languager approach
relies on two levels of tense representation: the morplicdbgne and the semantic
one. The relation between these two levels is language depen

In this scenario, backshift is the result of the interactbthree key properties
of tense: (i) grammatical tense can be ambiguous, (ii) thening of tense is the
combination of three characteristics (direction, asplecty the arguments of the
temporal relations are chosen), and (iii) some of these @uatibns occur only in
restricted contexts.

One strong point of our analysis is the clean distinctionveen the tenses that
constrain the utterance time directly and the tenses thatteean abstract perspec-
tive point, that needs to be resolved (as the utterance tmadternatively as the
event time of a higher event). Another contribution is theeation between per-
fectivity distinctions and the availability of temporalenap readings in past under
past constructions, which the remaining literature on dpéctfails to explain.

References

Abusch, Dorit. 1994. Sequence of Tense Revisited: Two SémAccounts of
Tense in Intensional Contexts. In Hans Kampf (eBl)ipsis, Tense and Ques-
tions pages 87-139, University of Amsterdam, dYANA deliveraRIl@.2.B.

Bonami, Olivier. 2002. A syntax-semantics interface forsteand aspect in French.
In Frank Van Eynde, Lars Hellan and Dorothee Beermann (edibg Pro-

104



ceedings of the 8th International Conference on Head-Drikérase Structure
Grammar, pages 31-50, Stanford: CSLI Publications.

Comrie, Bernard. 1986. Tense in Indirect Speégiia Linguistica20, 265-296.

Copestake, Ann, Flickinger, Dan, Sag, Ivan A. and Pollarak].2005. Minimal
Recursion Semantics: An Introductiodournal of Research on Language and
Computatior3(2—3), 281-332.

Davidson, Donald. 1967. The Logical Form of Action Sentasnde Nicholas
Rescher (ed.)The Logic of Decision and Actiptuniversity of Pittsburgh Press.

de Swart, Henriétte. 1998. Aspect Shift and Coercidatural Language and Lin-
guistic Theoryl6, 347-385.

de Swart, Henriétte. 2000. Tense, aspect and coercion mss-tinguistic per-
spective. In Miriam Butt and Tracy Holloway King (edsBroceedings of the
Berkeley Formal Grammar conferencgtanford: CSLI Publications.

Declerck, Rennat. 1990. Sequence of Tenses in Engfiadia Linguistica24, 513—
544,

Enc, Mirvet. 1986. Temporal Interpretation.Rroceedings of the Fifth West Coast
Conference on Formal LinguisticSeattle, Washington.

Flouraki, Maria. 2006. Constraining Aspectual Composititn Stefan Muller
(ed.), The Proceedings of the 13th International Conference ond-2dven
Phrase Structure Grammapages 140-157, Stanford: CSLI Publications.

Goss-Grubbs, David. 200B\n Approach to Tense and Aspect in Minimal Recur-
sion SemanticdViasters Thesis, University of Washington, Seattle, Wagtion.

Gutiérrez, Angeles Carrasco and Fernandez, Luis Gai&i84. Sequence of
Tenses in SpanishWorking Papers in Linguistics, UniveraitCa'Foscari
Veneziad, 45-70.

Hornstein, Norbert. 1991As Time Goes ByYCambridge, USA: MIT Press.

Kamp, Hans and Reyle, Uwe. 19930om Discourse to Logic: An Introduction to
Modeltheoretic Semantics, Formal Logic and Discourse Bsgmtation Theory
Dordrecht: Kluwer.

Lo Cascio, Vincenzo. 1986. Temporal deixis and anaphor imesee and text:
Finding a reference time. In Vincenzo Lo Cascio and Co Ves.jedemporal
structure in sentence and discourpages 191-228, Dordrecht: Foris.

Lo Cascio, Vincenzo and Rohrer, Christian. 1986. Inteoactbetween Verbal
Tenses and Temporal Adverbs in Complex Sentences. In Viacka Cascio
and Co Vet (eds.)Temporal structure in sentence and discourgages 229—
249, Dordrecht: Foris.

105



Lo Cascio, Vincenzo and Vet, Co (eds.). 198émporal Structure in Sentence and
Discourse Groningen-Amsterdam Studies in Semantics, DordrechisFo

Manning, Christopher. 1992. Presents embedded under. pestsiscript.

Michaelis, Laura. 2006. Tense in English. In Bas Aarts andIAMcMahon (eds.),
The Handbook of English Linguistic®xford: Blackwell.

Michaelis, Laura A. 2011. Stative by Constructidumguistics49, 1359-1400.

Partee, Barbara. 1973. Some Structural Analogies Betwerses and Pronouns
in English.The Journal of Philosophy0, 601-609.

Pollard, Carl and Sag, lvan. 1994ead-Driven Phrase Structure Gramma&tan-
ford: Chicago University Press and CSLI Publications.

Reichenbach, Hans. 194Flements of Symbolic LogiBerkeley: University of
California Press.

Rigter, Bob. 1986. Focus Matters. Temporal structure in sentence and discourse
pages 99-132, Dordrecht: Foris.

Rodriguez, Joshua P. 20Q4terpreting the Spanishmperfecto Issues of Aspect,
Modality, Tense, and Sequence of TeRde D.thesis, The Ohio State University,
Columbus, Ohio.

Rohrer, Christian. 1986. Indirect discourse and “consedamporum”. In Vin-
cenzo Lo Cascio and Co Vet (edsTlgmporal structure in sentence and dis-
course pages 79-97, Dordrecht: Foris.

Schlenker, Philippe. 2004. Sequence Phenomena and Dougles$ Readings
Generalized (Two Remarks on Tense, Person and Mood). Incarine and
J. Guéron (eds.)The Syntax of Tim&€ambridge, Mass.: MIT Press.

Stowell, Tim. 1993. Syntax and Tense. Manuscript.

Van Eynde, Frank. 1994. Auxiliaries and Verbal Affixes: A moetratal cross-
linguistic analysis. Habilitation thesis, Katholieke Maisiteit Leuven. Leuven,
Belgium.

Van Eynde, Frank. 1998. Tense, Aspect and Negation. In FvankEynde and
Paul Schmidt (eds.),inguistic Specifications for Typed Feature Structure For-
malisms. Studies in machine Translation and Natural laggurocessingvol-
ume 10, pages 209-280, Luxembourg.

Van Eynde, Frank. 2000. A constraint-based semantics fagete and temporal
auxiliaries. In R. Cann, C. Grover and P. Miller (ed&yammatical interfaces
in HPSG pages 231-249, CSLI Publications.

106



