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Abstract

It is known that VP-ellipsis and VP-anaphora are typolotyadifferent
phenomena. English has VP-ellipses whereas Korean hassffhara. The
goals of this paper are (i) to develop a unified algorithm Wwhian analyze
these two different phenomena and (ii) to explain them usiegdeveloped
resolution algorithm. In order to analyze these phenomtris,paper in-
corporates Jager (2010)’s anaphora resolution mechanierthe typed fea-
ture structure formalism of Head-driven Phrase Structuss@nar (HPSG).

In this paper, VP-ellipsis and VP-anaphora are analyzealémnfs. First,
Englishdo and Korearkuleha-taare introduced with the Geach value, and
this value is changed with slash-eliminatiorrule. Then, one constituent
combines with another by ordinary syntactic rules, whike itiformation on

the target predicate is percolated up. When a potentialceocappears, a
slash-introductiorrule is applied. Then, the source predicate activates the
VP-resolutionrule, and the target predicate is connected with the source i
the semantic representations.

1 Introduction

Ellipsis is one of the interesting topics in syntax and seransince syntactically
elided parts have to be recovered in the semantic intetpmetdt is also an inter-
esting area in computational linguistics where the syntak semantics of words
and sentences are computationally implemented.

As the sentences in (1) illustrates, English has VP-elipienomena.

(1) a. John came, and Mary p came ], too.
b. John came, and Mary digtp come], too.

The VP parts of two conjuncts are identical in (1a), and thed¥fhe second
conjunct is elided in (1b) while the dummy auxiliatlp takes the past tense in the
second conjunct.

Whereas English has VP-ellipsis, Korean has VP-anaphaagrhena. Let's
see the example sentences in (2).

2) a. Chelsoo-ka 0-ass-ko, Younghee-to [y pO]-ass-ta.
Chelsoo.NOMcome.PAST.andfounghee.to@ome.PAST.DECL

‘Chelsoo came, and Younghee came, too.’

b. *Chelsoo-ka o0-ass-ko, Younghee-to [y po]-ass-ta.
Chelsoo.NOMcome.PAST.andYounghee.to@ome.PAST.DECL

‘Chelsoo came, and Younghee came, to0.’

c. *Chelsoo-ka o0-ass-ko, Younghee-to [y pha]-yss-ta.
Chelsoo.NOMcome.PAST.andYounghee.to@ome.PAST.DECL

‘Chelsoo came, and Younghee came, too.’
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d. Chelsoo-ka o0-ass-ko, Younghee-to [y pkuleha]-yss-ta.
Chelsoo.NOMcome.PAST.anfounghee.to@ome.PAST.DECL

‘Chelsoo came, and Younghee came, too.’

Since the VP parts of two conjuncts in (2a) are identical MReof the second con-
junct is elided in (2b) but it results in an ungrammaticaltsene. In (2c), we have
ahasupport, which is similar tdo-support in the English sentence in (1b), to take
a past tense morphemess However, theha-support does not save the sentence.
On the other hand, in (2d), the pro-forkaleha-tais inserted into the elided VP
position, and it makes the sentence grammatical. In thiteeea, the pro-form
kuleha-tarefers to the verlo-ass-tacome’ in the first conjunct. The example sen-
tences in (1) and (2) demonstrate that English has VP-aljggenomena but that
Korean has VP-anaphora.

The goals of this paper are (i) to develop a unified algorithinictvcan analyze
these two different phenomena and (ii) to explain them utiegdeveloped algo-
rithm.! In order to analyze both VP-ellipsis and VP-anaphora phemann HPSG
(Pollard and Sag, 1994; Sag et al., 2003; Kim and Sells, 2QBR) paper adopts
basic ideas from Categorial Grammar (CG) and providesu&ealalgorithms for
these two different phenomena.

This paper follows the tradition of previous studies andsctile site for VP-
ellipsis and VP-anaphora ttiarget and the elided VP or the antecedent VP the
source Though there are many interesting syntactic phenomegeceto VP-
ellipsis or VP-anaphora such as quantifiers, scope, stoppy reading, and so on,
this paper only focuses on how to search for the source @tedicom the target
site.

2 Previous Approaches to VP-Ellipsis and VP-Anaphora
2.1 VP-Ellipsis in HPSG

In the traditional HPSG framework, ellipsis has been aredywith one of the
NICE properties where NICE refers to negation, insertiamtiaction, and ellipsis.
For example, the following pair of sentences contains apsidl. (Sag et al., 2003,
p. 419)

(3) a. Would there be any point in asking for seconds?
b. Yes, there would.

Here, the second sentence (3b) contains an ellipsis, anglitteal VP is be any
point in asking for seconds

In order to handle this kind of ellipsis phenomena, Sag ef2803, p. 419)
proposed the followingl-rule in their accounts.

1This paper is not the first trial to provide a unified analydiswo typologically different phe-
nomena, VP-ellipsis and VP-anaphora. Several previodestincluding Hardt (1993) proposed the
possibility that VP-ellipsis and VP-anaphora can be aredyaith similar (resolution) algorithms.
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d-rule

aux-v-Ixm
INPUT ( [1],
= ARG-ST( )Pl

;

Figure 1:d-rule for Ellipsis

;

aux-v-Ixm

OUTPUT<, ARG-ST<>

Through thisd-rule, the input Attribute-Value Matrix (AVM) is mapped onto the
output AVM. As you can observe in thisrule, the argument structure of the aux-
iliary lexemeaux-v-Ixmis changed through the rule and the complement of the
auxiliary is deleted in the output AVM.

If we explain the sentence (3b) using thdisule, it will be as follows. First, the

input feature structure of the auxiliawill will be as in Figure 2. (Sag et al., 2003,
p. 419)

word

FORMfin
AUX +
POL -
AGR[O

HEAD
SYN

VAL
<Wi|l, L

ARG-ST(NP) - >

[MODE prop
INDEX s;

SPR<[AGR ]>

SEM RELN will
RESTR< SITs >

ARGs;

Figure 2: The Auxiliarywill befored-rule

If the auxiliary will goes through thd-rule in Figure 1, the AVM of Figure 2 is
changed into that of Figure 3.
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[word

FORMfin
+
HEAD AUX
POL -

SYN AGR

AL SPR<[AGR }>
<Wi|l, COMPS)) >

ARG-_ST<N P>

[MODE prop
INDEX s;

SEM RELN will
RESTR< SITs >

ARGs,

Figure 3: The Auxiliarywill afterd-rule

As you can see in the AVM in Fogure 3, the COMP value becomes IN&fter
applying thed-rule. This implies that the auxiliarwill takes no complement. This
means that the VP part is elided in the sentence (3b).

Even though this kind of analysis can explain how the sertgBb) can be
formed, it does not provide an account for which VP is elidédrahe auxiliary
will and how the elided part can be recovered from the sentencenefiioned
in the Section 1, since the goal of this paper is to providesalotion algorithm
for VP-ellipsis and VP-anaphora, a more technical algorithill be developed to
account for which VP is elided after the auxiliamll and how the elided part can
be recovered from the sentertce.

2.2 VP-Ellipsis and VP-Anaphora in CG

Through a series of papers (Jacobson, 1996, 1999, 2000), ZAlline Jacobson
has developed an alternative categorial approach to priobmnaphora resolu-
tion and applied it to a wide range of empirical phenomena iStnoduced a third

slash connective that is responsible for anaphoric depenele and she used the

2] don't deny that VP-ellipsis and VP-anaphora demonstriferdnt syntactic distributions. As
pointed out by many previous studies including Hankamer%agl (1976) and Sag and Hankamer
(1984), the syntactic behaviors of VP-ellipsis are différeom those of VP-anaphora. | don’t deny
the facts. What | want to mention in this paper is that thesedifferent phenomena can be handled
with similar resolution algorithms even though they shoffedéent syntactic behaviors.
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notationA? for signs of categonA that needs an antecedent of categdr{n the
other hand, Jager (2010) used other notafi to stress the similarity with the
other slashes. In their analyses of anaphora, a pronothimeself has a category
NP|NP, and it translates intax.x.

Based on the category and meanindiohself Jacobson analyzed the sentence
John likes himselas in Figure 4.

likes
lex

LIKE’
(np\s)np himself
zZ lex
AVZ.LIKE’(12) Ax.x
John (np\s)nplnp nplap
lex A
JOHN’ AZ.LIKE’(Z)
np np\s
As

LIKE JOHN JOHN’
s

Figure 4: Jacobson’s Analysis of the Sentedakn likes himself

A Geach ruleZ is applied to the verllikes Its syntactic category is changed
from (np\s)/np to (np\s)/npjnp, and its semantic interpretation is changed from
LIKE’ to AyzLIKE'(y2.2 Then, the vertikes combines with the NFhimself
by A-. Then, the VRikes himselfcombines with the NBohnby A_.* As the
final semantic interpretation demonstrates, Jacobsorlysia also succeeded in
capturing the meaning of reflexivemself

Jager (2010) developed a Lambek Calculus with Limited @atibn (LLC) in
his book, where a limited version of the Contraction is caetpinto the logical
rules of a logical connective. In his analyses of anaphopagpaominalhimselfhas
a categonNP|NP, and it translates intax.x. Based on the category and meaning
of himself she analyzed the sentent@hn likes himselas in Figure 5.

3Jacobson (2008, p. 49) mentioned tHais a operation which takes a typea,<e,b>> and
maps it into a type< <e,a>,<e,b>> such thaZ (a)=Af [Ax[a(f (X)) (X)]].
“Here,A- refers to dorward functional applicatior . to abackward functional applicatian
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himself’
lex

Ax.x

likes nplnp
lex — |E
LIKE’ JOHN’
John (np\synp np
lex E
[JOHN"]; LIKE JOHN’
np np\s
\E

LIKE JOHN JOHN’

S
Figure 5: Jager’s Analysis of the Sentedodin likes himself

For the wordhimself the |-elimination rule is applied. Its syntactic category is
changed frormp|np to np, and its semantic interpretation is changed frixx to
JOHN'. Then, the/E is applied when the veilikescombines with the NRimself
and the\E is applied when the NBohncombines with the VRikes himselP As
we may observe in the final semantic interpretation, Jageralysis also correctly
captured the meaning of reflexitemself

Then, the dummy auxiliargdoin English and the pro-forrkuleha-tain Korean
may have a categoryS{NP)|(S\NP) whose translation i3P.P. As for category
combinatorics for the anaphora, Jacobson adopted Geashwihile Jager (2010)
used|-elimination and-introduction rules in the analyses. Based on the category
and meaning of the auxiliargtid, she analyzed the sentensghn walked and Bill
did as in Figure 6. (Jager, 2010, p. 187)

did

AP.P
Bill (np\s)| (np's)
lex E,i
BILL’ WALK”
John walked and np npls
lex lex lex £
JOHN’ [WALK’ ]; Apg.prg WALK’BILL
np npls (s\s)/s N
E E

WALKJOHN" Aq.g/WALKBILL’
§ S\

£

WALKJOHN’ AWALK 'BILL’
s

Figure 6: Jager's Analysis of the Senterdodin walked and Bill did

®Here, /E corresponds to forward functional applicatiorand\E to abackward functional ap-
plicationrespectively in the CG literature.
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For the worddid, the|-elimination rule is applied. Its syntactic category ismhed
from (np\s)|(np\s) to np\s, and its semantic interpretation is changed frdfP to
WALK’. Then, the\E is applied when the NBill combines with the vertid, and
the /E is applied when a conjunction and combines with tH&ilEdid. Likewise,
the\E is applied when the NBohncombines with the vertvalked Finally, the/E
is applied when the first conjundbohn walkedcombines with the second oiall
did. As the final semantic interpretation demonstrates, Jgealysis correctly
recovers the elided part of VP-ellipsis in English.

3 VP-Ellipsis and VP-Anaphora Resolution in HPSG

3.1 Basic ldeas

For the purpose of analyzing both VP-ellipsis and VP-anephahenomena in
HPSG, this paper incorporates Jager’'s anaphora resolalgmrithms. In this pa-
per, English VP-ellipsis and Korean VP-anaphora are apdlys follows. First,
the English auxiliarydo and the Korean pro-forrauleha-taare introduced with
the Geach value, and this value is changed witlagh-eliminationrule. Then,

one constituent combines with another by ordinary syrgaates in HPSG, while
the information on the target predicate is percolated up.eiine target pred-
icate meets a potential source predicata)ash-introductionrule is applied and
the Geach value was changed again. Then the potential soredieate activates
the VP-resolutionrule, and the target predicate is connected with the sourteei

semantic representatiofs.

3.2 Type Hierarchy and AVM

In order to provide a unified analysis to VP-ellipsis and \fyahora phenomena,
this paper incorporates Jager’s ideas into the typed rfeatuucture formalism of
HPSG and modifies type hierarchy and feature structuredias/fo

In the Lexicon, a new typellip-ana-aux-v-Ixmis introduced into the type hi-
erarchy as in Figure 7, and Englidb and Korearkuleha-taare instances dadllip-
aux-v-Ixmandana-aux-v-Ixnrespectively. The AVM for the typellip-ana-aux-v-
Ixmis shown in Figure 8.

Four attributegfeatures are introduced into the typed feature formaliSBBAGH,
ELLIP/ANTE, ASTORE, and PRED-ST. The first one encodes whether alGea
rule is applied or not. If a Geach rule is applied, its valuedmees +. If the VP-
ellipsis/VP-anaphora resolution algorithms are activated, itsesalecomes -. For
the second attribute, if the given auxiliary is an instaitiaof ellip-aux-v-Ixm the
auxiliary has ELLIP and it refers to the label of the elided. VRhe given aux-
iliary is an instantiation o&na-aux-v-Ixmthe auxiliary has ANTE instead and it
refers to the label of the antecedent VP. The third attriRRR&ED-ST contains the

5This paper assumes that Minimal Recursion Semantics (€aest al., 2005) is used in the
semantic interpretation.
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lexeme
anaphoric-Ixm aux-v-Ixm
ellip-ana-aux-v-Ixm

ellip-aux-v-Ixm ana-aux-v-lxm

Figure 7: Hierarchy for the Typellip-ana-aux-v-Ixm

_eIIip—ana—aux—v—Ixm
STEM*dlist*

syn
SYN |CAT [HEAD verb]
GEACHboolean
[ LTOP handle

HOOK [INDEX [ index
XARG handle

KEY
SEM relation
PREDstring
RELS< ARGO[O >

ARG1index
ELLIP/ANTE handle)

HCONS()
ASTORE[VP—ANA “list* ]

PRED-ST*list*
DTRS*list*

Figure 8: AVM for the Typeellip-ana-aux-v-Ixm
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predicates of the sentences. The fourth attribute ASTOREp(@oric expression
store) contains the HCONS values in A-HCONS (anaphoricesgion HCONS),
that encode which source predicate refers to which targeliqate.

3.3 Slash Rules

Three types of slash rules are introduced into the type tuleyato analyze VP-
ellipsis and VP-anaphora phenomena in HPSG. Theyskash-eliminationrule
(IE), slash introductiorrule (|I), and VP-resolutionrule (VP-Resol). These rules
are organized in the type hierarchy as follovs.

slash-rules
slash-elim slash-intr resol-rule
vp-slash-elim ... “.. vp-slash-intr> ...~ ... vp-resole

Figure 9: Type Hierarchy for Slash Rule

A slash-eliminatiorrule changes the value of GEACH from - to +. Along with this
change, a hook for the target predicate has to be stored én p#nts of the AVM.

A slash-introductiorrule is triggered when the target predicate meets a potentia
source predicate, and this rule changes the value of GEAGMH fr to -. AVP-
resolutionrule finds out the source predicate and connects the targdicpte with

its source predicate.

4 An Analysis of VP-Ellipsis in English

Based on the AVM of the typellip-aux-v-Ixmin Figure 8 and the slashes rules in
Figure 9, the overall analysis processes of English Vipsafliare as follows. Here,
the important operations are marked with Step A, Step B, aep G.

In the Step A, the Englisdointroduced into syntax with the feature [GEACH
-].2 Then, when there is aallip-aux-v-Ixmwith [GEACH -], a slash-elimination
rule (E) is applied and the feature structuredofare changed as shown in Figure
11.

"Jacobson (2008) also proposed similar unary rules, thoagfohmalism is different from mine.

8Although VP-ellipsis and VP-anaphora are two differentrpitaena, the function of an auxil-
iary do in the English VP-ellipsis seems to be similar to that of the-form kuleha-tain Korean.
Jacobson (2008, p. 57) also mentioned similar idea. Shetsatidn the analysis of VP-ellipsiapte
that we are not positing a silent proform in the ellipsis sttee auxiliary itself is the ‘proform’
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S (VP-Resol)
C |
S (D)
B| |
S
S CONJ S
SN |
NP VP and NP [VP (B
| | | A
John  came Bill VP

|
did
Figure 10: An Example Analysis of VP-Ellipsis

After the slash-eliminationis applied, the GEACH value is changed from - to +,
and HCONS includes a negeqgwhose HARG value is equal to the ELLIP value
of Englishdo. Here, LARG will refer to the handle of the source predicatéhe
final step of the algorithm. This HCONS value is stored in AGINIS of VP-ANA.

Then, the top part of feature structure in Figure 11 is pated up until PRED-
ST contains a potential source predicate. In the Englistesea (1), when the first
conjunctJohn cameombines withMary did, since PRED-ST contains a potential
predicate ¢amg, a slash-introduction(|l) is applied in Step B and the AVM of
Figure 11 is changed into that of Figure 12 (Step B).
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[car [HEAD verb]
|GEACH +

SYN

doellip rel

LBL [&
RELS< ARGO[[ >

ARG1[E
SEM ELLIP

geq
HCONS< HARG[9] >
LARG handle

ASTORE[B]

VP-ANA <[A-HCONS]>}

| PRED-ST)

[car [HEAD verb]
| GEACH -

SYN

doellip_rel

LBL
RELS< ARGO[T >

ARGL1[3]

ELLIP 9

SEM

| HCONS()
ASTORE[VP-ANA ()}
|PRED-ST)

did

Figure 11: Applying aslash-eliminatiorRule
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[SYN [car [HEAD verb}}

GEACH -
comerel doellip_rel
LBL LBL
RELS<---, ARGOE .-+, B |ARGOM@ >
ARGL1[]
SEM ARG1[

ELLIP

HCONS<- N

qeq
HARG >
€l

LARG handl

ASTORE[B]

VP-ANA <[A-HCONS}>]

|PRED-ST()

CAT [H EAD verb}
SYN
GEACH +

SEM [RELS<- D >]

ASTORE[B]

PRED-ST<

SEM [RELS<E>H>

Figure 12: Applying aslash-introductiorRule

This rule changes the value of GEACH from + to -, which implikat there is
a potential source predicate for the VP-ellipsis phenom@iés potential source
predicate will activate th&P-resolutionrule.

In Step C, thevP-resolutionrule (VP-Resol) is applied when (i) the value of
GEACH s - and (ii) VP-ANA is not empty. Then, the AVM of Figui& is changed
into that of Figure 13.
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[ CAT [HEAD verb)
SYN
GEACH -
[ comerel doellip_rel
LBL @I LBL
RELS(---,@ |-, @|ARGOE@
ARGOE
ARG ARGIE
SEM ELLIPE
qeq
HCONS<---, HARG>
LARG [
ASTORE[VP-ANA ()}
| PrRED-5T(m)
[ Jear [HEAD vert]
SYN
GEACH -
[ comerel doellip_rel
° LBL
LBL
RELS(- 0| spgom| | ARGOD
ARG1E
SEM ARG1H ELLIP@E
deq
HCONS<---, HARG ] >
LARG handle]
ASTOREIH | VP-ANA <[A-Hc0Ns}>]
LPRED-ST<!T\ SEM[RELs<m>} >

Figure 13: Applying &/P-resolutionRule
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Since the PRED-ST value has the AVM of the vedmein the first conjunct, it
also contains the RELS value oAmein the MRS. Then, th&/P-resolutionrule
searches for the LBL value of the source predicat@eand it connects the value to
the LARG value of A-HCONS (in VP-ANA). Then, after the LARG AFHCONS
gets its value, VP-ANA becomes empty. This implies that t#wedhe of the ELLIP
value ofdoellip rel is identical to the LBL value ofomerel, which in turn means
that the head of the elided VP iésme®

5 An Analysis of VP-Anaphora in Korean

On the other hand, the VP-anaphora in Korean can be analgzill@vs, based
on the AVM of the typeana-aux-v-Ixnin Figure 8 and slashes rules in Figure 9.

S (VP-Resol)
C |
ST
|

S

Chelsoo-ka  o0-ass-ko  Younghee-to VP

kuleha-yss-ta
Figure 14: An Example Analysis of VP-Anaphora

As in English example, the important operations are markitil 8tep A, Step B,
and Step C.

In the Step A, the Korean pro-forkuleha-taintroduced into syntax with the
feature [GEACH -]. Then, since there is ana-aux-v-Ixmwith [GEACH -], a
slash-eliminationrule (E) is applied and the AVM okuleha-tais changed as
shown in Figure 15.

%The VP-ellipsis resolution algorithm developed in this @amay be applied to the analysis
of Antecedent Contained Deletion (ACD) constructionsutiio some problems such as Kennedy’s
puzzle Kennedy (1994) has to be solved.
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N [caT [HEAD verb]] |

GEACH +

kuleha-taanarel

LBL
RELS< ARGO[7] >

ARG1I8]

SEM ELLIP

qeq
HCONS< HARG >
LARG handle]

VP-ANA <[A-HCONS]>}

ASTORE[B]

| PRED-ST)

[caT [HEAD verb]
| GEACH -

SYN

kuleha-taanarel

LBL
RELS< ARGO[7 >

ARGL1[8]
ELLIP 9]

SEM

| HCONS()

ASTORE[VP-ANA <)]
|PRED-ST)

kuleha-yss-ta

Figure 15: Applying aslash-eliminatiorRule
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After the slash-eliminationis applied, the GEACH value is changed from - to +,
and HCONS includes a negeqwhose HARG value is equal to the ANTE value
of the Korean pro-formkuleha-ta Here, LARG will refer to the handle of source
predicate in the final step of the algorithm. This HCONS vakistored in A-
HCONS of VP-ANA.

Then, the top part of feature structure in Figure 15 is pated up until PRED-
ST contains a potential source. Inthe sentence (2), wheirsheonjunctChelsoo-
ka o-ass-kocombines withYounghee-to kuleha-yss-taince PRED-ST contains
a potential predicateofass-k9, a slash-introductionis applied and the AVM of
Figure 15 is changed into that of Figure 16 (Step B).

CAT [H EAD verb]

{SYN }
GEACH -

kuleha-taanarel
comerel
] LBL

LBLe -+, 61| ARGO[T >

RELS\ I\ preom |
ARGLL ARGLE
ELLIPE

qeq
HARG >
LARG handl

VP-ANA <[A-HCONS} >]

SEM

HCONS<---,EI

ASTORE[E]

|PRED-ST(1)

CAT [HEAD verb}
SYN
GEACH +

SEM [RELS<- R >]
ASTOREE

PRED-ST<

SEM [RELS<>]

)

Figure 16: Applying aslash-introductiorRule

This rule changes the value of GEACH from + to -, which implileat there is a
potential source predicate for the VP-anaphora phenomEnia.potential source
predicate will activate th&P-resolutionrule.

In Step C, as in the analysis of English VP-ellipsis, Wi resolutiorrule (VP-
Resol) is applied when (i) the value of GEACH is - and (ii) VINA is not empty.
Then, the AVM of Figure 16 is changed into that of Figure 17.
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cAT [HEAD verb}
SYN
GEACH -
comerel
LBL®
RELS<---,D arcom|
SEM ARG1[
geq
HCONS<- .., |HARGE >
LARG
ASTORE[VP-ANA <)}
PRED-ST({)

Figure 17: Applying &/P-resolutionRule
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-, B |ARGO[@

kulehaanarel
LBL >
ARG1[l
ELLIP[E

[ CAT [HEAD verd
SYN
GEACH -
comerel kuleha-taanarel
2 LBLE
LBL
RELS( | spgo |+ B [ARGOD
ARG1E
SEM ARGLE, ELLIPE
qeq
HCONS<---,EI HARGE >
LARG handl
ASTOREE | VP-ANA <[A-HCONS]>]
LPRED-ST<W [SEM [RELS<!T\>H>




Since the PRED-ST value includes the AVM of the verass-koof the first
conjunct, it also contains the RELS value @dmerel in the semantic interpre-
tation. Then, th&/P-resolutiorrule searches for the LBL value of source predicate
comerel and it connects the value to the LARG value of A-HCONS (in VRA4.
Then, after LARG of A-HCONS gets its value, VP-ANA becomespgm This
implies that the handle of the ANTE value kifileha-taanarel is identical to the
LBL value of comerel, which in turn means thduleha-yss-taefers too-ass-ko

6 Conclusion

In this paper, a unified resolution algorithm was developéétlvcan account for
both VP-ellipsis and VP-anaphora in HPSG. In order to arsljzse two phenom-
ena, this paper incorporated Jager’'s anaphora resolu@mmnanism into the typed
feature structure formalism of HPSG, and these two typohilyi phenomena were
explained using the unified resolution algorithm.

In this paper, English VP-ellipsis and Korean VP-anaphoeaevanalyzed as
follows. First, the English auxiliargo and the Korean pro-forrkuleha-tawere in-
troduced with the Geach value, and this value was changédsfiash-elimination
rule. Then, one constituent combined with another by orglisgntactic rules in
HPSG, while the information on the target predicate wasglated up. When the
target predicate met a potential source predicaash-introductionrule is ap-
plied and the Geach value was changed again. Then, the smedieate activates
the VP-resolutionrule, and the target predicate is connected with the souarteei
semantic representation.

Through the analysis, we observed that both VP-ellipsis #Reanaphora
could be analyzed with a unified resolution algorithm. Theswpossible by in-
corporating the typellip-ana-aux-v-Ixmand three kinds of slash rules in the type
hierarchy.
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