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Editor’s note

The 11th International Conference on Head-Driven Phrase Structure Grammar
(2004) was held at the Center for Computational Linguistics, Katholieke Univer-
siteit Leuven in Belgium.

The conference featured 3 invited talks, 20 papers, and 1 alternate paper, se-
lected by the program committee (Gosse Bouma, Jonathan Ginzburg, Jong-Bok
Kim, Tibor Kiss, Kordula de Kuthy, Bob Levine, Rob Malouf, Philip Miller, Paola
Monachesi, Stefan Müller, John Nerbonne, Ivan Sag, Manfred Sailer, Frank Van
Eynde, Eun-Jung Yoo, Kei Yoshimoto). A workshop on Semantics in Grammar
Engineering was attached to the conference. It featured one invited talk and 7
papers, selected by the workshop program committee (Dorothee Beermann, Ash
Asudeh, Mary Dalrymple, Markus Egg, Lars Hellan, Jean-Pierre Koenig, Valia
Kordoni, Manfred Sailer).

In total there were 32 submissions to the main conference and 7 submissions
to the workshop. We want to thank the respective program committees for putting
this nice program together.

Thanks go to Frank van Eynde, who was in charge of local arrangements.
As in the past years the contributions to the conference proceedings are based

on the five page abstract that was reviewed by the respective program committees,
but there is no additional reviewing of the longer contribution to the proceedings.
To ensure easy access and fast publication we have chosen an electronic format.

The proceedings include all the papers except those by Farrell Ackerman, Irina
Nikolaeva, and Rob Malouf, Ann Copestake, Liv Ellingsen, Jonathan Ginzburg,
Tibor Kiss, and Adam Przepiórkowski and Alexandr Rosen.
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Abstract

Of all French functional elements, the form de has without question the
widest variety of uses, and presents the greatest challenge for linguistic de-
scription and analysis. Historically a preposition, it still has a number of
prepositional uses in modern French, but in many contexts it calls for an
altogether different treatment. We begin by outlining a general distinction
between “oblique” and “non-oblique” uses of de. We then develop a detailed
account of constructions where de combines with an N

′
. We provide a unitary

analysis of de in three constructions (quantifier extraction, “quantification at
a distance”, and negative contexts) which have been not been considered to
be related in previous accounts.

The aim of this article is to present a novel and unified analysis of structures of
the form [de N

′
] in French. After giving an overview of the uses of the element

de and establishing a partition of these uses corresponding to two distinct syntactic
analyses for de (section 1), we provide a detailed description of the de-N

′
structures

examined in the rest of the paper (section 2). Section 3 presents arguments for
treating certain de-N

′
phrases as extraction sites, and section 4 provides the full

HPSG analysis, with example structures.

1 Background: The dual syntactic nature of de

This section briefly motivates a two-way classification of the uses of de based on a
number of syntactic criteria, and presents an HPSG account of the data. For a more
complete presentation (including similar results for the element à), see Abeillé
et al. (2003).1

1.1 Oblique vs. non-oblique uses

First we can identify “oblique” uses of de, characterized by the following proper-
ties: nothing can be extracted from the phrase that de combines with (1), de can
combine with a coordination of phrases (2), and the de-phrase cannot appear in
subject position (3).

(1) Je me souviens [de la fin de ce film].
‘I remember the end of that film.’

� *un film dont je me souviens [de la fin ]
‘a film of which I remember the ending’

(2) J’ai besoin [ de [cette farine et cette levure]] .
‘I need this flour and this yeast.’

†We would like to thank the participants of the group “Grammaire typologique des formes
faibles” at Paris 7 University, in particular Denis Creissels and Anne Zribi-Hertz, and the audience
of the HPSG Conference in Leuven, in particular Henriëtte de Swart and Frank Van Eynde, for their
valuable comments on earlier presentations of this work.

1Kupferman (2004) presents a related approach to partitioning the uses of de.
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(3) *[De mort] est la seule façon efficace de menacer ces gens.
‘With death is the only effective way to threaten these people.’

Using these tests, we find that oblique de appears in combination with NP and
N

′
(as in the preceding examples), and also with PP, AP, and AdvP (but never with

VP):

(4) a. Il surgit [de derrière le rideau].
‘He jumped out from behind the curtain.’

b. quelque chose [de plus traditionnel]
‘something more traditional’

c. deux jours [de plus]
‘two days more’

In “non-oblique” uses, de behaves very differently, allowing extraction out of
its sister phrase (5), not taking wide scope over a coordination of phrases (6), and
sometimes occurring in subject position (7).

(5) a. Je n’ai pas lu [de livres de cet auteur].
‘I haven’t read any books by this author.’

� un auteur dont je n’ai pas lu [de livres ]
‘an author of whom I haven’t read any books’

b. Je ne me souviens pas [d’avoir lu ce livre].
‘I don’t remember having read that book.’

� un livre que je ne me souviens pas [d’avoir lu ]
‘a book I don’t remember having read’

(6) *On nous a apporté plein [ de [pain et vin]] .
‘They brought us loads of bread and wine.’

(7) [De sortir un peu] te ferait du bien.
‘Getting out a bit would do you some good.’

In addition to these examples containing N
′
and infinitival VP, non-oblique de

also combines with the definite article to give rise to the so-called “partitive article”
(8a). This construction is in fact available with other demonstrative and possessive
specifiers as well (8b) (Kupferman, 2004).

(8) a. un courrier contenant [de la poudre blanche suspecte]
‘a letter containing suspicious white powder’

b. acheter [de ce/son whisky]
‘buy some of that/his kind of whisky’

1.2 Analysis

The properties of oblique de-phrases can be accounted for in a straightforward
manner if we analyze de as an ordinary preposition, satisfying the lexical descrip-
tion in (9). In French, PPs are extraction islands, hence the empty SLASH list for
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all prep-words (10b).2 And unlike their English counterparts, French PPs cannot
be used as subjects (3,11).

(9) prepositional de: prep-word &



MARKING de

COMPS

〈[
HEAD ¬ verb

COMPS 〈 〉

]〉




(10) a. *une loi dont j’ai voté pour l’auteur
‘a law of which I voted for the author (whose author I voted for)’

b.

prep-word →




HEAD prep

MARKING marked

SLASH { }




(11) *Sous la table est une bonne cachette.
‘Under the table is a good hiding place.’

Non-oblique de-phrases, on the other hand, do not behave like PPs, but more
like NPs or VPs. We propose that non-oblique de is a “weak head”—that is, a
syntactic head that shares its HEAD value with its complement (Tseng, 2002). One
lexical entry for the weak head de, used with nominal and verbal complements, is
shown in Figure 1.




HEAD 1

MARKING de

SUBJ 2

SPR 3

COMPS

〈




HEAD 1

MARKING unmarked

SUBJ 2

SPR 3

COMPS 〈 〉
CONT 4




〉

CONT 4




Figure 1: Weak head de #1

As an example, if the weak head de selects a verbal complement as in (7),
the resulting [de VP] combination has the HEAD value [verb, VFORM inf ] and

2This observation holds for standard varieties of European French. In other varieties, the con-
straint can be relaxed in certain contexts.
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we expect it to have the properties of an infinitival VP with respect to distribution,
extraction, and so on. In this case, de will also inherit the non-empty SUBJ list of its
VP complement, which will then be visible on the dominating phrase (crucial for
the analysis of raising and control). Note that in our analysis, all [de VP] structures
involve the weak head of Figure 1, and never the preposition in (9).3

On the other hand, if the weak head de combines with a nominal complement
as in plein de pain (6), the resulting [de NP] combination is correctly predicted to
have the grammatical properties of an NP. Note that for “partitive” NPs as in (8),
a distinct weak head entry for de is required, one that selects an NP complement
introduced by a definite, demonstrative, or possessive specifier, and contributes the
appropriate partitive/indefinite semantics.

Oblique and non-oblique de do share one crucial property: the MARKING

value de, which then propagates to the phrases they project. This explains why
all pronominalizable de-phrases alternate with the clitic en, despite their other-
wise highly divergent grammatical properties (12). The principles governing en-
cliticization refer only to the feature [MARKING de].

(12) a. Je me souviens [de ce film]. (oblique)
‘I remember that film.’
� Je m’en souviens. ‘I remember it.’

b. Je n’ai pas lu [de livres]. (non-oblique)
‘I haven’t read any books.’
� Je n’en ai pas lu. ‘I haven’t read any.’

The MARKING feature is also used to prevent iteration of the weak head de. As
indicated in Figure 1, its complement must be unmarked, and so cannot already
be a projection of de. Another consequence of the unmarked constraint is that
the weak head cannot select a prepositional complement, because all prepositions
introduce a marked specification, as shown in (10b). Prepositional de (9), on the
other hand, can take a marked PP complement, as in (4a), or even a [MARKING de]
complement headed by the weak head de:4

(13) J’ai besoin de [beaucoup de farine].
‘I need a lot of flour.’

3This is in contrast, for example, to Huot 1981, who proposes either a PP or a VP analysis
depending on the higher verb.

4See section 4.1 for details of the analysis of the bracketed de-phrase. Note that prepositional de
cannot be immediately followed by another de:

(i) *J’ai besoin de [de la farine].
‘I need (some) flour.’

(ii) J’ai besoin de farine.

A full account of these “cacophony” effects (Gross, 1967) prohibiting adjacent occurrences of de
must incorporate constraints referring to linear word order (e.g., the notion of “left edge”). The
grammatical alternative to (i) is the so-called “haplology” construction (ii) with a single occurrence
of de (and no definite article). A special prepositional entry for de, selecting an N

′
complement (with

the appropriate semantics), is required for such examples.
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De also displays some morphophonological idiosyncrasies: it always under-
goes vowel elision (de � d’) conditioned by the following context, and contrac-
tion with the specifier forms le and les (giving rise to du and des respectively).
The oblique vs. non-oblique status of de has no influence on its morphophonolog-
ical behavior. Finally, we note that the partition into prepositional (oblique) and
weak head (non-oblique) uses proposed here does not correlate with any semantic
criteria. In particular, there are semantically empty prepositional uses of de and
semantically potent weak head uses.

2 Nominal de-phrases

In the remainder of this paper, we focus on the various types of (non-oblique)
nominal phrases of the form de-N

′
, which have restricted distribution and must

always be licensed by other material. In (14), for instance, the de-phrase is not
licensed, and the sentence is ungrammatical.

(14) *J’ai lu [de livres].
‘I read DE books.’

There are several ways in which example (14) can be extended to produce a gram-
matical sentence.5

2.1 Local quantification

In the simplest case, de-N
′

can be licensed locally by a degree expression from
a class including adverbs (beaucoup, infiniment, combien), nouns (nombre, quan-
tité), or the invariable form plein. The resulting phrases of the form [Deg de N

′
]

(e.g., beaucoup de livres ‘a lot of books’) have the distributional properties of or-
dinary NPs: they can appear as subject or complement of a verb, or as complement
of a preposition.

(15) a. Nous avons perdu [beaucoup de livres].
‘We lost a lot of books.’

b. [Beaucoup de livres] ont été abı̂més.
’A lot of books were damaged.’

5Cases not considered here include:
(i) de as allomorphic variant of partitive des before pre-nominal modifier

J’ai lu [de très vieux livres].
‘I read some very old books.’

(ii) dislocated de-N
′

(Milner, 1978)
J’en veux trois, de robes.
‘I want three dresses.’

(iii) rare occurrence in some negative polarity contexts (Gaatone, 1971, 1992; Muller, 1997)
A-t-on jamais publié de livre aussi mauvais ?
‘Has such a bad book ever been published?’
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c. Il est parti avec [beaucoup de livres].
‘He left with a lot of books.’

Semantically, we have a mass/plural nominal expression with the degree element
functioning as an intersective quantifier. For example, in lire beaucoup de livres,
the quantity of books read is measured against some contextually determined scale
and found to be ‘a lot’.

Note that a complete analysis of degree adverbs should be able to relate this
use to occurrences of the same adverbs as verb modifiers—see (17a) below, for
example. Abeillé and Godard (2003) propose treating degree adverbs uniformly
as modifiers, even in the [Deg de N

′
] construction. While such an analysis is

intuitively appealing, it faces problems at the syntax-semantics interface: [Deg de
N

′
] has scopal properties typical of a quantified NP, as illustrated by the interaction

with negation in (16). Thus the degree expression in [Deg de N
′
] does not behave

semantically like a noun modifier, but more like a specifier.

(16) a. Paul n’a pas emprunté beaucoup de livres.
Most salient reading: ‘It is not the case that Paul borrowed a large
number of books.’ (NEG > beaucoup)

b. Beaucoup de livres n’ont pas été empruntés par Paul.
Most salient reading: ‘There is a large number of books x such that it
is not the case that Paul borrowed x.’ (beaucoup > NEG)

A more adequate way to relate the ad-verbal and ad-nominal uses is to assume that
the relation between an entity and a scale associated with a degree expression is
used to form an intersective modifier in the ad-verbal use, and to specify the size
of the group which is also quantified over in the [Deg de N

′
] construction. In the

semantic forms below, S represents a contextually-supplied standard degree scale.

(17) a. Paul a beaucoup dormi.
‘Paul slept a lot.’
∃e[sleep(e,p) ∧ a-lot(e,S)]

b. Beaucoup d’enfants dorment.
‘Many children are sleeping.’
∃e∃X[children(X) ∧ sleep(e,X) ∧ a-lot(X,S)]

For the sake of brevity, we will treat the degree elements in [Deg de N
′
] phrases as

atomic binary quantifiers.

2.2 Non-adjacent quantifier

There are two variants of de-N
′

licensed by degree quantification in which the
degree element does not form a constituent with the de-N

′
phrase.

First, the licensing adverbial can be the filler in a filler-gap construction: either
the interrogative wh-word combien ‘how much/how many’ (18a), or correlative

12



plus, moins ‘more, less’.6

(18) Quantifier extraction

a. Combien
how many

as-tu
have you

lu
read

[ de
DE

livres
books

en latin] ?
in Latin

‘How many books have you read in Latin?’

b. Plus
more

Paul
Paul

veut
wants

lire
read

[ de
DE

livres],
books

plus
more

il
he

va
goes

à
to

la
the

bibliothèque.
library

‘The more Paul wants to read books, the more he goes to the library.’

The split combien . . . de-N
′

construction constrasts with interrogatives containing
the NP [combien de N

′
], either in situ or in filler position:

(19) a. Tu as lu [combien de livres en latin] ?
‘You’ve read how many books in Latin?’

b. [Combien de livres en latin] as-tu lus ?
‘How many books in Latin have you read?’

Second, a subset of the degree expressions found in [Deg de N
′
] structures

(beaucoup, trop, assez, . . . ) can “float” immediately to the left of an infinitive or
past participle, giving rise to “quantification at a distance” (henceforth QAD).

(20) Il
he

va
goes

[beaucoup
MANY

lire
read

[de
DE

livres]]
books

/
/
Il
he

a
has

[beaucoup
MANY

lu
read

[de
DE

livres]].
books

‘He’s going to read many books / He has read many books.’

In fact the degree adverb cannot be arbitrarily distant from the de-N
′

phrase it
licenses; QAD is VP-bounded (21).

(21) Paul m’a forcé [VP à boire [beaucoup de pastis]] .
’Paul forced me to drink a lot of pastis’
� *Paul m’a beaucoup forcé [VP à boire [de pastis]] .

In contrast to the ambiguity observed for [Deg de N
′
] phrases (22a)7 the adverb

in QAD systematically takes narrow scope (22b).

(22) a. Paul recevra chaque étudiant qui a lu [beaucoup de livres]. (local Q,
two readings)
(i) ‘Paul will meet every student who read a large number of books’ or
(ii) ‘There is a large number of books x such that Paul will meet every
student who read x’

6See Borsley, 2004 for arguments in favor of treating correlative constructions as filler-gap
structures.

7Recall also the the examples in (16). It should be noted that the wide scope reading (ii) in (22a)
is not accepted by all speakers.
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b. Paul recevra chaque étudiant qui a beaucoup lu [de livres]. (QAD,
reading (i) only)

Moreover, QAD is not semantically compatible with all predicates (23). According
to Obenauer (1994) and Doetjes (1997), this indicates that the adverb quantifies
over the predicate, and only indirectly over the nominal argument.

(23) a. Jean a vu / apprécié [beaucoup de films]. (local Q)
‘Jean has seen/appreciated many films’

b. Jean a beaucoup vu / ??apprécié [de films]. (QAD)

The data are quite tricky, however, and it is unclear how this general proposal can
be implemented in a fully explicit semantics. For the purposes of this paper we
treat QAD as quantification over individuals.

2.3 Negative contexts

Finally, de-N
′
phrases can be licensed by negation:8

(24) Paul n’a pas lu [de livre].
‘Paul did not read any book.’

In such cases de-N
′
is interpreted as an existential quantifier in the immediate scope

of the negation. This is in contrast to the ambiguity of example (25) involving the
indefinite article un; sentence (24) has only the interpretation (i).

(25) Paul n’a pas lu un livre.
(i) ‘Paul read no book.’
(ii) ‘There is a book that Paul didn’t read.’

There are a number of non-verbal negative licensers, including the preposition
sans ‘without’ + VP[inf ] (26), and left-adjoined negative adverbs (27).9

(26) Il est parti sans donner [d’explications].
‘He left without giving any explanations.’

(27) a. Pas [de problème] !
‘No problem!’

b. Paul préfère une mauvaise solution à pas [de solution] du tout.
‘Paul prefers a bad solution to no solution at all.’

8The noun can be singular or plural, with no change in meaning.

(i) Je n’ai pas lu de journal / de journaux.
‘I did not read any newspaper / newspapers.’

9The preposition sans cannot license a de-N
′

phrase as its own complement; in this case, it takes
a bare (unmarked) N

′
complement:

(i) Il est parti sans explications/*[d’explications].
‘He left without explanations.’

14



3 Autonomous de-N
′
phrases as extraction sites

We propose a unified treatment of “autonomous” de-N
′
phrases—that is, those that

do not form a NP constituent with their licenser (an extracted quantifier, a QAD
adverb, or negation).10 Our approach is motivated by the following observations.

3.1 Distribution

The de-N
′
can be a direct object (see examples (18), (20), and (24)), but never a pre-

verbal subject or complement of a preposition (28–29). With quantifier extraction
and negation, de-N

′
phrases can also be licensed in post-verbal (inverted) subject

position (30).

(28) a. *Combien dis-tu que [de clients] sont venus ?
‘How many clients do you say came?’

b. *[De clients] sont beaucoup venus ce matin.
‘Many clients came this morning.’

c. *[D’enfants] ne vont pas là-bas.
‘No children go there.’

(29) a. *Combien as-tu voté [PP contre [de projets]] ?
‘How many projects did you vote against?’

b. *Paul a beaucoup voté [PP contre [de projets]] .
‘Paul has voted against many projects.’

c. *Paul n’a jamais voté [PP contre [de projet]] .
‘Paul never voted against any project.’

(30) a. Combien dis-tu que sont venus [de clients] ?
‘How many clients do you say came?’

b. *un jour où sont beaucoup venus [de clients]
‘a day when many clients came’

c. un endroit où ne vont pas [d’enfants]
‘a place where no children go’

3.2 Unbounded dependency

Extracted quantifiers and negative licensers can be arbitrarily distant from the de-
N

′
phrase:

(31) a. Combien Paul voulait-il [que Marie lise [de livres]] ?
‘How many books did Paul want Marie to read?’

b. Paul ne voulait pas [que Marie lise [de livres]].
‘Paul did not want Marie to read books.’

QAD, on the other hand, is bounded, as we saw in (21).

10See Kayne (1981) for an early proposal along similar lines.
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3.3 Island constraints

Quantifier extraction and, more surprisingly, licensing by negation obey the PP
island constraint (29), the complex NP constraint (32), and the subject constraint
(33). We show no results for QAD, which obeys these constraints vacuously, since
all of the relevant contexts are already excluded by VP-boundedness.

(32) a. *Combien connais-tu un scientifique [qui a [d’idées sur ce sujet]] ?
‘You know a scientist who has how many ideas on this topic?’

b. *Je ne connais pas un scientifique [qui ait [d’idées sur ce sujet]].
‘I don’t know a scientist who has any ideas on this topic.’

(33) a. *Combien dis-tu que [lire [de livres]] t’a plu ?
‘You say that reading how many books pleased you?’

b. *[Que Paul ait lu [de livre]] ne m’a pas surpris.
‘That Paul read a book did not surprise me.’

3.4 Coordinate structure constraint

Here, the results are less clear, with the CSC strictly enforced in quantifier extrac-
tion structures (34), but less so in cases of QAD (35) and negation (36).

(34) a. Combien as-tu [lu de livres] et [feuilleté de magazines] ?
‘How many books have you read and how many magazines have you
leafed through?’

b. *Combien as-tu [lu de livres] et [feuilleté un magazine] ?
‘How many books have you read and leafed through a magazine?’

(35) a. Paul a trop mangé [de pizza] et [de glace].
‘Paul has eaten too much pizza and ice cream.’

b. *Paul a trop mangé [de pizza] et [trois glaces].
‘Paul has eaten too much pizza and two ice creams.’

c. ?Paul a trop mangé de pizzas et ce genre de glace.
‘Paul has eaten pizza, and this type of ice cream, on too many occa-
sions’.

(36) a. Paul n’a pas mangé de gâteau ou de cerises.
‘Paul ate neither cake nor cherries.’

b. *Paul n’a pas mangé de gâteau ou la pomme.
‘Paul ate neither a piece of the cake nor the apple.’

c. Paul ne veut pas écouter [de disque de Johnny] ou regarder [de film
avec lui].
‘Paul wants neither to listen to one of J’s albums nor to watch a movie
with him in it.’

d. ?Paul ne veut pas écouter [de disque de Johnny] ou aller au cinéma ce
soir.
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‘Paul wants neither to listen to one of J’s albums nor to go the movies
tonight.’

In (35) we see that in QAD, the de-N
′

phrase can be coordinated with an ordinary
NP if the “floating” degree adverb is interpreted as an iterative modifier on the
second conjunct. For negation (36), direct coordination of a de-N

′
with an ordinary

NP is impossible, but intervening VP projections can improve grammaticality.

3.5 Proposed approach

The data presented above lead us to make the following proposals:

• In quantifier extraction examples (e.g., involving combien), the de-N
′

in-
troduces a SLASH dependency, terminated by the filler-head structure (as
standardly assumed).

• In negative contexts also, de-N
′
introduces a SLASH dependency, that termi-

nates at the node where the negation is retrieved.

• QAD is a more restricted phenomenon (not long-distance), but we can adopt
the same basic syntax for the de-N

′
phrase (including the introduction of a

SLASH element) in order to capture the constraints on its distribution.

The CSC facts are not necessarily problematic: the CSC has been argued to be
not a general property of extraction, but a property of some filler-gap constructions,
conditioned moreover by the discourse relation that links the conjuncts (Kehler,
2002, pp. 101–142). If so, it is not very surprising that the CSC does not apply
to de-N

′
in negative contexts, which do involve SLASH dependencies, but are not

filler-gap constructions.

4 An HPSG analysis of de-N
′

In this section, where we present our formal analysis of de-N
′

licensing, we as-
sume the theory of extraction, quantifier store, and interrogative constructions of
Ginzburg and Sag (2001), and the approach to negation at the syntax-semantics
interface of de Swart and Sag (2002).

4.1 The basic case: [Deg de N
′
]

Phrases in which de-N
′

is licensed by an immediately adjacent degree element,
as in beaucoup de livres, are treated as ordinary head-specifier phrases, where the
specifier is a quantificational degree expression (Milner, 1978). The relevant lexi-
cal entry for beaucoup is given in Figure 2. We propose a typical specifier entry,
except that beaucoup selects (via SPEC) a category bearing the feature [MARKING

de]. Consequently, beaucoup can only combine with an N
′

headed by the weak
head de. This excludes *beaucoup livres, even though beaucoup can be on the SPR
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


HEAD|SPEC




HEAD noun

MARKING de

SPR 〈[ ]〉

CONT

[
INDEX x

RESTR Σ

]




CONT 1

STORE





1




beaucoup-rel

INDEX x

RESTR Σ











Figure 2: Lexical entry for beaucoup (specifier)

list of the common noun livres. The lexical entry of the weak head de in Figure 1
requires specifier-raising—e.g., the SPR requirement of livres becomes the SPR re-
quirement of de livres. (Similarly, this entry requires subject-raising in the case of
a VP[inf ] complement.) The full analysis of the phrase beaucoup de livres can be
seen in Figure 6 at the end of the paper.

4.2 de-N
′
and SLASH

As explained in section 3, we propose treating the licensing of autonomous de-N
′

phrases in terms of a SLASH dependency. We start by motivating a second lexical
entry for the weak head de, distinct from the one in Figure 1.

We assume that the first argument of a common noun (i.e., its specifier) must
be canonical (37). This accounts for the fact that specifiers of bare N

′
s cannot be

extracted (38).

(37) cn-wd →
[

ARG-ST 〈canon-ss〉 ⊕ list(synsem)
]

(38) a. Quel livre as-tu lu ? ‘Which book did you read?’

b. *Quel as-tu lu livre ?

Given the SPR-list sharing indicated in the weak head entry in Figure 1, the
combination of de and a common noun (e.g., de livres) always gives rise to a SPR-
unsaturated nominal projection. We assume that such phrases are disallowed as the
direct argument (subject or direct object) of a verb:11

(39) vb-wd →
[

ARG-ST list
(

[SPR 〈 〉] ∨ [PRED +]
)]

11This constraint does allow predicative nominal arguments to appear without a specifier, as in
constructions like devenir médecin ‘become a doctor’ or faire confiance ‘trust’.
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


HEAD 1

[
PRED −

]

MARKING 2 de

SPR 〈 〉

ARG-ST

〈




gap-synsem

LOC 3




HEAD|SPEC|MARKING 2

CONT




quant-rel

INDEX x

RESTR Σ










,




HEAD 1

[
noun

CASE acc

]

MARKING unmarked

SPR 〈[LOC 3 ]〉
COMPS 〈 〉
CONT 4




〉

CONT 4

[
INDEX x

RESTR Σ

]




Figure 3: Weak head de #2, with slashed specifier

As a consequence of this constraint, a phrase like de livres, headed by the weak
head in Figure 1, cannot be the direct argument of a verb (unless its SPR-require-
ment is satisfied by a degree expression like beaucoup).12

Those de-N
′

phrases that do occur autonomously must therefore be headed by
a different weak head de, whose lexical entry is shown in Figure 3. The com-
plement of this weak head (the second item on its ARG-ST list) is an unmarked,
SPR-unsaturated nominal. Instead of inheriting the SPR requirement, like the weak
head of Figure 1, this variant of de has an empty SPR list. This means that a
phrase like de livres, headed by this weak head, can be used as a direct argument
without violating constraint (39). The accusative case specification ensures that
these de-N

′
phrases cannot be preverbal subjects13 or complements of a preposi-

tion (which bear internal case, Abeillé and Godard, 1999); recall the examples in
(28–29) above. And the feature [PRED −] prevents the occurrence of predicative
de-N

′
phrases in negative contexts.

(40) *Nous n’avons pas été [d’idiots]. ‘We were no fools’

The most important aspect of the entry in Figure 3, however, is that the LOCAL

value of the N
′

complement’s unrealized specifier ends up in the SLASH set of de
(as a result of SLASH Amalgamation applied to the ARG-ST list). The problem
of licensing autonomous de-N

′
phrases thus becomes a matter of formulating the

12As it stands, the entry in Figure 1 allows de to combine with full NPs, incorrectly producing
sentences like *Paul voit de Marie / de trois poissons (‘Paul sees DE Marie / DE three fish’). This
can be excluded by further stating that the weak head must inherit a specifier (or a subject); more
precisely, either SPR or SUBJ must be non-empty (but not both).

13They can appear as inverted subjects (30), which are accusative (Abeillé, 1997; Bonami et al.,
1999).
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


HEAD|SPEC




HEAD noun

MARKING de

SPR 〈[ ]〉

CONT

[
INDEX x

RESTR Σ

]




CONT 1

STORE





1




combien-rel

INDEX x

RESTR Σ

QTY 2



, 3




param

INDEX 2

RESTR { }








WH {( 3 )}




Figure 4: Lexical entry for combien

appropriate conditions for discharging the SLASH dependency introduced by the
weak head. See Figure 7 at the end of the paper for the structure of the VP lire
de livres; the SLASH set must somehow be emptied if this VP is to be part of a
well-formed sentence.

4.3 Quantifier extraction

As an example of our treatment of quantifier extraction—see the data in (18)—
we propose the lexical entry in Figure 4 for the specifier combien. This entry
is syntactically similar to that of beaucoup in Figure 2, selecting an N

′
with the

feature [MARKING de] via SPEC; after all, combien does appear in [Deg de N
′
]

examples like (19), involving the first weak head de of Figure 1. In its semantic
content, combien includes an extra argument for a quantity parameter, which is
put on STORE, to be retrieved at the clause level and incorporated into a question
semantic object (Ginzburg and Sag, 2001). Informally, this amounts to analyzing
Combien de livres a lus Paul ? ‘How many books did Paul read?’ as asking for the
number n such that Paul read n books.

In extraction constructions like (18a), where combien is split from the de-N
′

it licenses, the LOCAL value of combien is copied from the common noun’s SPR

list into SLASH by the second weak head de of Figure 3. This SLASH element
propagates to the clause level thanks to the standard NON-LOCAL feature principles
(SLASH Amalgamation and Inheritance). At that point, combien is realized as the
filler in a filler-head structure, binding off the element in SLASH (and thus licensing
the de-N

′
phrase in which it originated).14

14In contrast, in examples like (19b) where the entire NP containing combien is extracted, the
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


MOD




HEAD

[
verb

VFORM nonfin

]

ARG-ST

〈
. . . ,




HEAD noun

MARKING de

CONT

[
INDEX x

RESTR Σ

]

SLASH



 1

[
CONT 2

STORE { }

]
,. . .








,. . .

〉

WEIGHT light

CONT

[
QUANTS 3

NUCLEUS 4

]




WEIGHT light

CONT




QUANTS

〈
2




beaucoup-rel

INDEX x

RESTR Σ




〉
© 3

NUCLEUS 4




BIND { 1 }




Figure 5: Lexical entry for beaucoup (QAD adverb)

4.4 QAD (Quantification at a distance)

To account for cases of QAD as in (20), we treat the “floating” adverb as a modifier
adjoined to the non-finite verb. The relevant lexical entry for beaucoup is given
in Figure 5. Via its MOD value, the adverb beaucoup selects a verb with a de-
N

′
phrase on its argument structure (whose SLASH set contains a specifier). The

specification [WEIGHT light] in the MOD value ensures that the modified category
is a lexical verb (or a coordination of lexical verbs) and not a branching VP; the
same WEIGHT specification on the adverb itself determines its linear position to the
left of the modified verb (Abeillé and Godard, 2000).

The adverb binds the SLASH dependency lexically (licensing the autonomous
de-N

′
phrase) and adds its own quantificational semantics to the QUANTS list inher-

ited from the verb; recall that the semantic content shown here is a simplification
that does not take into account the data in (23). Because the semantic contribution

weak head de of Figure 3 is not involved. The extracted NP is headed by the first weak head of
Figure 1, which introduces no SLASH dependency. Such examples are straightforward cases of verbal
argument extraction.
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does not invoke the STORE mechanism, it is impossible for beaucoup to take any
wider scope.15

4.5 Licensing of de-N
′
in negative contexts

Following de Swart and Sag (2002) and Godard (2004), we assume that French
negative words (including the simple negation pas) are quantifiers which occur in
STORE and are retrieved by a ne-marked verb, or by an inherently negative element
like the preposition sans.16 Verb words are partitioned into two types, neg-vb-wd
and pos-vb-wd; only neg-vb-wd verbs can retrieve the negative quantifiers in their
STORE.

We propose that, in addition to retrieving negation, ne-marked verbs can also
license de-N

′
phrases (bearing a non-empty SLASH). The combined constraint on

neg-vb-wd is given here:

(41) neg-vb-wd→



CONT|QUANTS

[(
list(quant-rel) © 〈neg-quant-rel〉

)⊕ 〈 1 ,. . . , n 〉
]

STORE list(pos-quant-rel ∨ param)

BIND








HD|SPEC|MARKING de

CONT 1 exist-rel

STORE { }


,. . . ,




HD|SPEC|MARKING de

CONT n exist-rel

STORE { }











The neg-vb-wd retrieves all stored negative quantifiers (there must be at least one).
The verb can also bind specifiers that have been introduced into SLASH by de-N

′

phrases; these elements can be identified by the feature [HEAD|SPEC|MARKING

de]. For each of these specifiers, the verb adds an existential quantifier scoping
over the corresponding de-N

′
phrase to the end of its QUANTS list. (The weak head

entry in Figure 3 ensures that the INDEX and RESTR of the specifier in SLASH are
identified with those of the specified N

′
.) These existential quantifiers are scoped

below the ordinary quantifiers retrieved from STORE, in accordance with the ob-
servations in (24–25).17

15We assume that adjuncts can modify both the NUCLEUS and QUANTS of the verb. This is inde-
pendently necessary if we are to account for modal, habitual, and frequency adverbs, which can all
outscope quantifiers. We must also assume that non-local features (SLASH, STORE) are amalgamated
by left-adjoined adverbs and pass from non-head daughter to mother in these head-adjunct phrases.

16Here we focus on retrieval of negation by verbs. See Godard (2004) for a fuller discussion of
possible negation retrieval sites in French.

17The constraint in (41) states that specifiers introduced by de-N
′

phrases are the only SLASH

elements that can be bound lexically; a more elaborate constraint would be needed to make the
present analysis compatible with the treatment of en-cliticization out of NPs proposed in Miller and
Sag (1997).
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NP

hd-spr-ph



HEAD 1

SPR 〈〉
COMPS 〈〉
MARKING 4




2




HEAD

[
adv

SPEC 3

]

SPR 〈〉
COMPS 〈〉




beaucoup

3 N
′

hd-comps-ph



HEAD 1

SPR 〈 2 〉
COMPS 〈〉
MARKING 4







HEAD 1

SPR 〈 2 〉
COMPS 〈 5 〉
MARKING 4 de




de

5 N
′




HEAD 1 noun

SPR 〈 2 〉
COMPS 〈〉
MARKING unmarked




livres

Figure 6: Local quantification [Deg de N
′
] (see section 4.1)

5 Final remarks

The proposals presented here rely heavily on the notion of weak head, an alterna-
tive to the category marker of standard HPSG (Tseng, 2002).18 French de cannot
be analyzed as a marker, because it has to be able to introduce its own valence
requirements—recall the lexical entry in Figure 3—and semantics, in the case of
partitive de as in (8), for instance.

For similar reasons, the recent proposals of Van Eynde (2004) cannot be ap-
plied directly to de: his “functor” elements primarily contribute a new MARKING

value, much like standard HPSG markers. Unlike markers, functors can make a
semantic contribution, but they still cannot modify the valence of their sister cate-
gory. Furthermore, Van Eynde’s treatment of specifiers as functors is also incom-
patible with the crucial idea in our analysis of de-N

′
licensing: specifiers must be

extractable arguments.
Van Eynde’s notion of “minor category” could be useful for capturing the func-

tional restrictions that characterize de—e.g., it cannot be modified by or conjoined

18The weak head approach has also been used in the analysis of coordinating conjunctions
(Abeillé, 2003).
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VP

hd-comps-ph



HEAD 7

SUBJ 〈 6 〉
COMPS 〈〉
SLASH { 2 }







HEAD 7 verb

SUBJ 〈 6 〉
COMPS 〈 3 〉
ARG-ST 〈 6 , 3 〉
SLASH { 2 }




lire

3 NP

hd-comps-ph



HEAD 1

SPR 〈〉
COMPS 〈〉
MARKING 4

SLASH { 2 }







HEAD 1

SPR 〈〉
COMPS 〈 5 〉

ARG-ST

〈[
gap-ss

LOC 2

]
, 5

〉

MARKING 4 de

SLASH { 2 }




de

5 N
′




HEAD 1




noun

CASE acc

PRED −




SPR

〈[
canon-ss

LOC 2

]〉

COMPS 〈〉
MARKING unmarked

SLASH {}




livres

Figure 7: Autonomous de-N
′
in need of licenser (see section 4.2)

with another element, or used in isolation. But these restrictions apply to all uses
of de, including oblique (i.e., prepositional) uses that would clearly be “major” in
Van Eynde’s system. It is possible that the details of the major/minor dichotomy
could be adapted; alternatively these properties of de could be analyzed as part of
the theory of syntactic weight (Abeillé and Godard, 2000).
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Abstract

This paper presents an account of English non-restrictive (‘appositive’)
relative clauses (NRCs) in the framework of ‘construction based’ HPSG.
Specifically, it shows how the account of restrictive relative clause construc-
tions presented in Sag (1997) can be extended to provide an account of the
syntax and semantics of NRCs and of the main differences between NRCs
and restrictive relatives. The analysis reconciles the semantic intuition that
NRCs behave like independent clauses with their subordinate syntax. A sig-
nificant point is that, in contrast with many other approaches, it employs
only existing, independently motivated theoretical apparatus, and requires
absolutely no new structures, features, or types.

1 Introduction

Though superficially similar, English non-restrictive (‘appositive’) relative clauses
(NRCs), as in (1a), differ phonologically, structurally, and semantically from re-
strictive relatives (RRCs), as in (1b).∗

(1) a. Kim has three pets, which a neighbour looks after. [NRC]
b. Kim has three pets which a neighbour looks after. [RRC]

Phonologically, NRCs are set off prosodically (with ‘comma intonation’ in
speech, and actual commas in writing). Semantically, the most obvious differ-
ence is that RRCs are interpreted restrictively, i.e. as intersective modifiers. So, for
example, the RRC in (1b) is interpreted as restricting the set of pets under consid-
eration to a particular subset (those which the neighbour looks after). This inter-
sective interpretation is presumably related to the fact that RRCs are incompatible
with proper nouns, which are unproblematic with NRCs:

(2) a. Kim, who has three pets, lives round the corner. [NRC]
b. *Kim who has three pets lives round the corner. [RRC]

A common effect of the intersective interpretation is to introduce an implicit ‘con-
trast set’, which can be accessed subsequently by anaphors like the others, as in
(3a). In contrast, NRCs are interpreted as simply adding information about their
antecedents, and have a ‘totality’ interpretation. So (1a) implies that the neighbour
looks after all Kim’s pets. Consequently there is no possible antecedent for the
others in (3b).

(3) a. Kim has three pets, which a neighbour looks after. #The others fend for
themselves. [NRC]

∗I have presented material related to this paper to the Syntax Group at Essex, UFRL at the Univer-
sity of Paris 7 and the LAGB, as well as at HPSG04. I am grateful to participants at these events, and
anonymous referees from the HPSG04 programme committee, for criticism and comments. Special
thanks are due to Olivier Bonami, Bob Borsley, Annabel Cormack, Anette Frank, Danièle Godard,
Ruth Kempson, Bob Levine, Kathleen O’Connor, Peter Sells and Henriette de Swart, Of course, I
am solely responsible for remaining errors and unclarities.
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b. Kim has three pets which a neighbour looks after. The others fend for
themselves. [RRC]

Syntactically, there are two main differences. First, NRCs are always finite and
+WH (hence they do not permit that or zero relative pronouns):

(4) a. *He is looking for Kim, about whom to spread rumours.
b. *Kim, (for us) to talk to, has just arrived.
c. *Kim, (that) I admire, has just arrived.

Second, while RRCs are always nominal modifiers, NRCs take a much wider range
of antecedents:

(5) Kim was a skeptic/really nice/in a bad mood, which I didn’t think she would
be. (NP/AP/PP)

(6) Kim won the race, which was a relief/I didn’t think she could. (S/VP)

Previous accounts of the differences between NRCs and RRCs have often in-
volved giving them radically different structures (e.g. Ross, 1967; Emonds, 1979),
sometimes involving major theoretical innovations, including novel kinds of gram-
matical operation and structure (McCawley, 1988), new levels of representation
(Safir, 1986; Fabb, 1990), or entirely new conceptions of grammatical structure
(Espinal, 1991; Burton-Roberts, 1999). This paper will present a very different
view. I will present an account of the syntax and semantics of NRCs that uses only
existing, independently motivated, apparatus: essentially, just the syntax that is re-
quired for RRCs, and the semantics and pragmatics required for the interpretation
of normal anaphora. Specifically, I will show how the ‘construction based’ account
of the syntax of RRCs presented in Sag (1997) can be extended straightforwardly
to provide an empirically adequate account of the syntax and semantics of NRCs,
including some phenomena that appear not to have been previously noted.1

The paper is structured as follows. Section 2 will look in more detail at the
semantics of NRCs, focusing on the differences between NRCs and RRCs, and
will provide an analysis which accounts for some novel phenomena. Section 3 will
summarize the key ideas of Sag (1997)’s syntactic analysis of RRC, and present
data that motivate a similar approach to the syntax of NRCs. I will then show how
this account can be integrated with the semantic analysis and adapted to capture the
syntactic differences between RRCs and NRCs. Section 4 provides a conclusion.

1Space precludes a systematic review of the literature (but see Vries (2002), especially Chpt 6, for
an excellent overview). Analyses which assume that NRCs and RRCs have broadly similar syntactic
structures include those of Jackendoff (1977), Perzanowski (1980), and Kempson (2003). Within
the framework of HPSG, the only work on this or related constructions that I am aware of is Holler
(2003)’s account of German non-integrated Wh-clauses, which differs from this analysis in being
framed in the non-construction based approach of Pollard and Sag (1994), and in suggesting the
need for extra theoretical apparatus.
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2 Semantics

A very widespread and appealing view of the semantics of NRCs is that non-
restrictive relative pronouns are like normal anaphoric pronouns, and NRCs are
interpreted like independent clauses, outside the scope of sentential operators (i.e.
with ‘wide scope’). In this section, I will exploit an insight due to Sells (1985,
1986) to provide a semantics for NRCs which is consistent with this ‘discourse
anaphora’ view, and with some apparently contradictory data which suggest that
NRCs have, paradoxically, both wide and narrow scope simultaneously.

The underlying intuition here can be seen by comparison of examples involving
NRCs, like (1a), and an example like (7). These have very similar interpretations.
Notice, for example, that both normal pronouns and non-restrictive relative pro-
nouns show the ‘totality’ interpretation:

(7) Kim has three pets. A neighbour looks after them. #The others fend for
themselves.

Likewise, compatibility with a wide range of antecedents is reminiscent of normal
pronouns. Compare (6) with (8):2

(8) Kim won the race. It was a relief/I didn’t think she could do it.

In fact, as with normal anaphoric pronouns, the antecedent of an non-restrictive
relative pronoun need not be a grammatical constituent at all. In (9a) which has a
‘split’ antecedent. In (9b), which is interpreted as something like “the fact that the
person I was put in touch with had the same first name as me”:

(9) a. Kim bought Sandy a book, and Sam bought her a pen, which they gave
her for Christmas.

b. They put me in touch with someone with the same name first name as
me, which I thought was a good omen.

The similarity can also be seen in the contrast in (10), which shows that an ‘idiom
part’ like headway can be associated with an RRC, but not an NRC (Vergnaud,
1974). As (11) shows, pronominal anaphora is similarly impossible.

(10) a. *The headway, which the students made last week, was amazing. [NRC]
b. The headway which the students made last week was amazing. [RRC]

(11) *The headway was amazing. The students made it last week.

One aspect of the ‘wide scope’ behaviour of NRCs is that they can have inde-
pendent illocutionary force (Peterson, 2004). For example, (12a) shows an NRC
with the force of an assertion embedded in a question, (12b) has an assertion em-
bedded in a denial. Someone who utters (12c) will be taken to have made an

2No normal pronoun takes the same range of antecedents as which, so no single pronoun can be
used to paraphrase all of (5), cf Kim was nice. I did not think she would be (*it).
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assertion, and also a bet for £50.

(12) a. Are linguists, who use the IPA, invariably clever people?
b. Linguists, who use the IPA, are not invariably clever people.
c. If United win today, which I bet you £50 they won’t, they will be top of

the league.

Other evidence of wide scope interpretation comes from the interaction of
NRCs with VP ellipsis, propositional attitude verbs, negation, and negative po-
larity items.

Unlike RRCs, NRCs do not give rise to strict/sloppy ambiguity with VP ellipsis
(McCawley, 1988). The RRC example (13a) is ambiguous, depending on whether
her in the elided VP recognized the man who took her wallet is interpreted as
referring to Sandy or Kim. The NRC example (13b) is unambiguous: the elided
VP in (13b) is interpreted as saw the man, as though the content of the NRC was
not part of the VP at all.

(13) a. Kim recognized the man who took her wallet, and so did Sandy. [RRC]
b. Kim recognized the man, who took her wallet, and so did Sandy. [NRC]

NRCs are typically interpreted outside the scope of propositional attitude verbs.
The most natural reading of (14a) attributes to Kim a belief about linguists in gen-
eral, and is consistent with her having no beliefs at all about the IPA. By contrast,
the most natural reading of (14b) requires that Kim has beliefs about the IPA and
linguists who use it. In fact, the NRC in (14a) is interpreted as an assertion of the
speaker’s. It is as if the content of the NRC is not part of the clause that contains
it.

(14) a. Kim believes that linguists, who use the IPA, are clever. [NRC]
b. Kim believes that linguists who use the IPA are clever. [RRC]

Similarly, NRCs are naturally interpreted outside the scope of sentence nega-
tion. In (12b) above, the main clause is a denial, but the NRC it contains is inter-
preted as an assertion. Likewise, while it is possible to focus negation on part of an
RRC, this is not possible with an NRC (Jackendoff, 1977):

(15) a. *We didn’t talk to the man, who married SUSAN. [NRC]
b. We didn’t talk to the man who married SUSAN. [RRC]

NRCs cannot contain ‘externally licensed’ negative polarity items (NPIs). The
ungrammaticality of (16a) suggests that the NRC is outside the scope of the neg-
ative quantifier; (17a) suggest the NRC is outside the scope of the interrogative
operator. Notice that NPIs in the corresponding RRCs are unproblematic.

(16) a. *No one, who had anything to drink, suffered ill effects. [NRC]
b. No one who had anything to drink suffered ill effects. [RRC]

(17) a. *Did Sam interview a witness, who saw anything incriminating? [NRC]
b. Did Sam interview a witness who saw anything incriminating? [RRC]
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So far, the picture is rather consistent. It has often been claimed that this ex-
tends to the interaction of NRCs and quantification: specifically, that NRCs take
wide scope with respect to quantified NPs, and so cannot attach to, or contain pro-
nouns bound by, external quantifiers. Data like the following seem to support this
claim (Ross, 1967):

(18) a. *Every/No plane, which has an engine in its tail, is a failure. [NRC]
b. Every/No plane which has an engine in its tail is a failure. [RRC]

Unfortunately, the claim is false. Sells (1985, 1986) points out examples like (19a),
with an indefinite in the scope of every:

(19) a. Every chess set comes with a spare pawn, which you will find taped to
the top of the box.

b. Every American film producer pays the lead actress, who hates his guts,
a fortune. [Kamp and Reyle (1993, 255)]

The following summarizes a number of cases of NRCs attached to, and apparently
in the scope of, a variety of quantified NPs:

(20) a. Many/Most/Few/No/At least 10 candidates, all/some/three of whom have
sent in their CVs, have agreed to a face to face interview.

In fact, NRCs can attach to any quantified NP. Consider the following, paralleling
(18a) but entirely natural.

(21) Every/No modern plane, which may or may not have an engine in its tail, is
prone to this sort of problem.

It is not obvious how this can be reconciled with the observations about wide
scope above. One suggestion would be that NRCs normally have wide scope, but
can under certain circumstances take narrow scope. This is what Sells (1985) seems
to suggest. However, this will not do, because NRCs can exhibit wide and narrow
scope simultaneously (this seems not to have been previously noticed).

Consider (22a). This has several readings, but the most natural have a spare
pawn in the scope of every (i.e. it is a possibly different spare pawn for each chess
set), and both NPs in the scope of believes. This is summarized in (22b), using >
for ‘outscopes’.3

(22) a. Sam believes every chess set comes with a spare pawn, which Kim thinks
is usually taped to the top of the box with its base uppermost.

b. believes > every chess set > a spare pawn

Notice that the NRC is in the scope of the indefinite a spare pawn (it contains the
pronoun its which is bound by the indefinite). The ‘outscopes’ relation is transitive,

3Giving every chess set and a spare pawn scope wider than believes would give an interpretation
that one might paraphrase as “Every chess set is associated with a spare spawn. Sam believes they
come together”. This reading requires that the speaker herself believes that every chess set has an
associated spare pawn. While clearly a possible reading, it is not the most salient.
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so we would expect the NRC to be in the scope of believes:

(23) believes > every chess set > a spare pawn > NRC

But this does not reflect what (22a) means. To put it simply, (22a) says something
about what Kim thinks, it is not about what Sam believes Kim thinks. To put it
another way, (22a) does not entail (24a). The NRC is not in the scope of believes.

(24) a. Sam believes [ Kim thinks it (the spare pawn) is usually taped to the top
of the box with its base uppermost ].

b. believes 6> NRC.

The same point can be made (perhaps more simply) in relation to (25), which also
demonstrates that this phenomenon is not just a reflection of some property of
propositional attitude verbs like believe.

(25) No properly trained linguist, who would have come across this issue during
her training, would have made that mistake.

Here the relative pronoun (and the pronoun her) are apparently bound by the nega-
tively quantified NP no properly trained linguist, so the NRC must be in the scope
of the NP.

(26) No properly trained linguist > NRC

Normally, such an NP will license an NPI such as ever in its scope, as in the
following RRC:

(27) No properly trained linguist that had ever come across this issue during her
training would have made that mistake.

But this does not happen in the NRC. Not surprisingly given the impossibility of
externally licensed NPIs described above, putting ever in (25) leads to ungrammat-
icality:

(28) *No properly trained linguist, who would ever have come across this issue
during her training, would have made that mistake.

Thus, we conclude (29), directly contradicting (26):

(29) No properly trained linguist 6> NRC.

There seems to be a genuine paradox here. However, while the actual treatment
proposed in Sells (1985) cannot deal with it, Sells’ central insight about what is
going on seems to be correct, and provides the basis for a solution. What Sells
observed is that this apparently inconsistent behaviour of having wide scope and
taking quantified NP antecedents is not unique to NRCs. The same thing occurs
with normal anaphoric pronouns in independent clauses. For example, just as we
have (30a), we get (30b):

(30) a. Every chess set comes with a spare pawn, which you will find taped to
the top of the box.
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b. Every chess set comes with a spare pawn. You will find it taped to the
top of the box.

Moreover, the conditions under which this is possible are similar. Broadly speak-
ing, they are conditions where there is some signal of discourse continuity which
triggers the kind of accommodation process known as ‘telescoping’ or ‘modal sub-
ordination’ (e.g. (Roberts, 1989, 1996), Poesio and Zucchi (1992)).4

Thus, where (31a/b) are both bad because the antecedent of the pronoun is in
the scope of negation, the choice of irrealis tense which makes (32a) acceptable
also works for an NRC, making (32b) acceptable.

(31) a. *Sam doesn’t own a car. She drives it too fast.
b. *Sam doesn’t own a car, which she drives too fast.

(32) a. Sam doesn’t own a car. She wouldn’t be able to drive it anyway.
b. Sam doesn’t own a car, which she wouldn’t be able to drive anyway.

Likewise, the unacceptability of (18a), repeated here as (33a), is paralleled
by that of (33b). The acceptability of the examples in (21), repeated as (34a), is
paralleled by that of (34b).

(33) a. *No/Every plane, which has an engine in its tail, is a failure.
b. *No/Every plane is a failure. It has an engine in its tail.

(34) a. Every/No modern plane, which may or may not have an engine in its tail,
is prone to this sort of problem.

b. Every/No modern plane is prone to this sort of problem. It may or may
not have an engine in its tail.

This extends to the ‘paradoxical’ cases: (35a) and (35b) have the same in-
terpretation, the same ‘paradoxical’ combination of wide and narrow scope-like
properties. In (36a) and (36b) we see the same combination of an illicit NPI in the
same clause as a pronoun bound by a negative quantifier.

(35) a. Sam believes every chess set comes with a spare pawn, which Kim thinks
is usually taped to the top of the box with its base sticking up.

b. Sam believes every chess set comes with a spare pawn. Kim thinks it is
usually taped to the top of the box with its base sticking up.

(36) a. No properly trained linguist, who would have (*ever) come across this
issue during her training, would have made that mistake.

b. No properly trained linguist would have made that mistake. She would
have (*ever) come across this issue during her training.

This insight provides a way of giving a Discourse Representation Theory (DRT,
Kamp and Reyle, 1993) style semantics for NRCs that accounts for the semantic

4I will have nothing to say here about what these conditions are: all that matters is that they are
essentially the same in NRCs and discourse anaphora.
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differences between NRCs and RRCs and resolves the apparent narrow/wide scope
paradox.

First, consider the interpretation of a restrictive relative such as the following,
and the associated Discourse Representation Structure (DRS):5

(37) Sams doesn’t own a carc whichc shey can drive.

s L>
Sam(s)

¬
c y L1

car(c)
can drive(y,c)
y ≈ s

In words, this says that there is an individual s, named Sam, and it is not the case
that there are individuals c and y, where c is a car and y is anaphorically related to
the individual s, such that y can drive c. Intersective semantics and narrow scope
arise because the discourse variables (c and y) and conditions from the RRC and
the noun car appear in the same box, in the scope of negation. Consistent with
most analyses (including, e.g. Pollard and Sag, 1994) I assume that the grammar
co-indexes car and the relative pronoun (which therefore contributes neither a dis-
course variable nor conditions).

Now consider an example with an NRC such as (32b), or an example with an
independent clause like (32a), both repeated here:

(38) a. Sam doesn’t own a car, which she wouldn’t be able to drive (anyway).
b. Sam doesn’t own a car. She wouldn’t be able to drive it (anyway).

Suppose that these are treated exactly alike.6 In particular, suppose that the content
of the NRC goes into the ‘top box’ just as though it was the content of an indepen-
dent clause (notice that proper nouns and indexicals are also treated in this way);
and suppose the relative pronoun introduces a discourse variable (w), and a con-
dition (w≈c) associating it with its antecedent, just as if it was a normal pronoun.
The resulting DRS is given in (40), where, for readability, the content of the NRC
is shown below a dotted line.

(39) a. Sams doesn’t own a carc, whichw shey wouldn’t be able to drive.
b. Sams doesn’t own a carc. Shey wouldn’t be able to drive itw .

5For readability, I have put discourse variables as subscripts in the sentence. This, and following,
DRSs are non-standard in giving ‘labels’ like L>, L1to DRSs. The role of these labels will be
clarified below.

6The approach predicts that not all cases will be exactly alike. For example, if an NRC is as-
sociated with a non-final NP, it may introduce material which can be picked up by later anaphora.
Compare:

a. I loaned Kim, who is very fond of Dickensi, a copy of hisi best novel.
b. #I loaned Kim a copy of hisi’s best novel. She is very fond of Dickensi.
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(40)

s L>
Sam(s)

¬
c L1

car(c)
owns(s,c)

. . . . . . . . . . . . . . . . . . . . . . . . . . .
y w
y would not be able to drive w
y ≈ s
w ≈ c

The final condition, w≈c, which associates the discourse variable of which (or it)
to its antecedent (the discourse variable associated with car), is problematic for the
rules of DRS interpretation. Because the discourse variable c was introduced in a
subordinate DRS, it is not accessible to this condition. So (40) is improper. This is
what explains the deviance of examples like (31a,b) (Kim doesn’t have a car. *She
drives it too fast).

We can explain why (38a/b) are not problematic if we assume that some kind of
accommodation process (modal subordination) occurs, whereby the hearer creates
an appropriate accessible antecedent that will render the DRS proper. One way of
thinking about this is as putting the content of the NRC in (38a) (and the second
clause in the case of (38b)) into the consequent of a conditional, whose antecedent
χ can be thought of as a kind of anaphor (Poesio and Zucchi, 1992). See (41).

(41)

s L>
Sam(s)

¬
c L1

car(c)
owns(s,c)

χ ⇒
y w L2

y would not be able to drive w
y ≈ s
w ≈ c

χ ≈ ??

Interpreting this DRS involves finding an antecedent for χ — resolving the
condition ‘χ ≈??’. The simplest resolution, based on conditions associated with
the element that produced the need for accommodation (c), will be derived from
L1— something like (42a) or (42b), corresponding to a car that Sam owns, and a
car that she owns, respectively.

(42) a. χ ≈
c y
car(c)
owns(s,c)

b. χ ≈
c y
car(c)
owns(y,c)
y ≈ s
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In either case the accessibility requirements will be satisfied and a proper DRS will
be produced. If χ is resolved as (42a), (41) is equivalent to (43), whose truth condi-
tions are essentially those of (44) — the correct interpretation for these examples.7

(43)

s L>
Sam(s)

¬
c L1

car(c)
owns(s,c)

c y
car(c)
owns(s,c)

⇒
y w L2

y would not be able to drive w
y ≈ s
w ≈ c

(44) Sam doesn’t own a car. If Sam owned a car she wouldn’t be able to drive it.

In summary, the idea is that RRCs are interpreted compositionally, in the nor-
mal way, but NRCs are interpreted non-compositionally, essentially as independent
clauses, so their content goes into the ‘top box’. This accounts for all the ‘wide
scope’ phenomena described above. Notice that this does not require any novel
theoretical apparatus (apart from independent clauses, ‘top box’ attachment is in-
dependently required for the interpretation of other proper names and indexicals).
Moreover, relative pronouns in NRCs are essentially normal anaphoric pronouns.
As such, their interpretation may, under certain circumstances trigger accommoda-
tion processes that appear to bring them under the scope of their antecedents, thus
accounting for the possibility of narrow scope with respect to quantifiers, and the
apparently paradoxical mixture of simultaneous wide and narrow scope described
above. Notice again that no novel theoretical apparatus is involved: everything
required is independently needed for normal anaphora.

3 Syntax: HPSG Analysis

In this section, I will provide a treatment of the syntax of relative clauses which
captures the syntactic differences between RRCs and NRCs and is compatible with
the semantics described above. Specifically, I will argue thatSag (1997)’s syntax
for RRCs is also appropriate for NRCs, and show how it can be interfaced with the
semantics presented in Section 2 and how it can be adapted to capture the special
syntactic properties of NRCs.

The main features of Sag (1997)’s treatment of RRCs can be seen in (46),
which represents the italicized part of (45).

7The occurrences of c in L1are independent of those in the conditional structure L2. For example,
c could be replaced with x everywhere in L1without affecting things. But using different names
would complicate the presentation.
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(45) Sam does not own a car which she cannot drive.

(46) NPhhhhhhhh
((((((((

NP 2

@@¡¡
a car

S

fin-wh-rel-cl




HEAD 4

[
MOD

[
HEAD NP 2

]]

SLASH {}




XXXXXX
»»»»»»

NP
[

LOCAL 3

REL
{

2

}
]

@@¡¡
which

S
[

SLASH
{

3

}

HEAD 4

]

PPPP
³³³³

she cannot drive

RRCs are the adjunct daughters in head-adjunct structures headed by NP.8 Accord-
ingly, they are specified as HEAD | MOD | HEAD NP. Apart from this, they are
essentially normal head-filler structures, whose daughters are the phrase containing
the relative pronoun (the filler) and a sentence with a gap in it (the head). As usual,
the LOCAL value of the filler appears in the SLASH value of the head daughter
— so it will be passed down, eventually satisfying part of the subcategorization
requirement of drive. The effect is as if the relative clause was ‘reconstructed’ as
‘she cannot drive which’. The only other significant point is that the index of the
modified NP (a car), written as the subscript 2 on the NP, is an element of the
REL value of the filler daughter of the relative clause. The lexical entry for the
relative pronoun identifies this REL element with its index. Putting this together,
the argument structure and indexation is along the lines of a car 2 (such that) she
can drive which 2 .

Sag’s analysis is construction-based, in the sense of allowing grammatical
properties to be associated directly with constructions, rather than requiring that
they are projected from lexical or grammatical formatives. Constructions are orga-
nized in type or sort hierarchies, where constraints on higher sorts are inherited by
lower ones. For example, constraints which require relative clauses to be subordi-
nate clauses and nominal modifiers are associated with a sort rel-cl. A subsort of
this, wh-rel-cl, bears the constraint that identifies the index of the modified nominal
with an element of the REL value of the filler daughter of the clause. A further
subsort, fin-wh-rel-cl, imposes a finiteness requirement (inter alia). Taken together
with other, orthogonal, constraints relating to the classification of constructions as

8This is a simplification: according to Sag, only WH-relatives are adjoined to NP, non-WH rela-
tive clauses (e.g. everyone she trusts, someone to talk to) are sisters of N’. Nothing hangs on this here.
In particular, though the analysis presented here gives RRCs and NRC identical syntactic structures,
it is compatible with RRCs attaching to N’, and NRCs attaching to NP, as proposed by Jackendoff
(1977).
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clause

imp-cl rel-cl decl-cl
...

...
wh-rel-cl non-wh-rel-cl

fin-wh-rel-cl inf-wh-rel-cl bare-rel-cl simp-inf-rel-cl

in whom to place our trust (for us) to talk to

everyone likes
whose bagels I like/won the prize
to whose bagels I owe everything
whose playing the guitar amazed me
that I admire/that admires me

Figure 1: Classification of relative clauses according to Sag (1997). Subtypes of
rel-cl which cannot function as NRCs are ‘greyed out’. Notice that possible NRCs
all lie on the left branch under rel-cl.

head-filler or head-adjunct, etc., these constraints mean that the relevant part of
(45) has the structure given in (46). The various sorts that Sag discusses imply a
classification of RRCs as in Figure1.9

Despite the differences between them, there is good motivation for assuming
that NRCs and RRCs have essentially the same structure.

First notice that, like RRCs, NRCs appear to form constituents with their an-
tecedents. Syntactic operations such as topicalization, raising, etc. invariably treat
NRCs as though they form a constituent with their antecedents. It is impossible to
topicalize (etc) the antecedent of an NRC without also topicalizing (etc) the NRC:

(47) a. Sandy, who I’m sure you remember, I see ∆ regularly.
b. *Sandy, I see, ∆, who I’m sure you remember, regularly. [Topicalization]

(48) a. Sandy, who I’m sure you remember, always seems ∆ helpful.
b. *Sandy always seems ∆, who I’m sure you remember, helpful. [Raising]

Notice that this is not just the result of some kind of surface adjacency require-
ment for NRCs and their antecedents, because there is no such requirement. For
example, (49a) contains an NRC with a VP antecedent; in (49b) Heavy NP shift
has moved the complement complement of the verb over the NRC — essentially

9Relative clauses are a kind of clause (imperatives and declaratives are other kinds), clause is a
subsort of phrase, and hence sign. There are two simplifications in Figure 1: (a) I ignore reduced
relatives (red-rel-cl, e.g. overlooking the park), which are an immediate subsort of rel-cl; (b) given
the treatment of extraction in Bouma et al. (2001) there is no need for the distinction Sag makes
between subtypes of wh-rel-cl involving subject and non-subject extraction.
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putting the NRC inside, rather than adjacent to, the antecedent:10

(49) a. . . . noticing the cyst, which he hadn’t for a long time . . .
b. . . . noticing, which he hadn’t for a long time, the purple cyst that grew out

of Horace’s forehead . . .

The assumption that NRCs and RRCs have the same syntactic structure pre-
dicts that NRCs should extrapose and stack in the same way as RRCs. This predic-
tion is confirmed:11

(50) a. I saw someone yesterday that I hadn’t seen for years. [RRC]
b. I saw Kim yesterday, who I hadn’t seen for years. [NRC]

(51) a. We tried to talk to footballers who are successful who (also) have good
family lives. [RRC]

b. We tried to talk to Michael Owen, who is successful, who (also) has a
good family life. [NRC]

Finally, consider the way possessive marking applies to NPs with NRCs and
RRCs. Possessive ’s always attaches to the extreme right edge of its host NP:

(52) a. The King of England’s mother left early.
b. *The King’s of England mother left early

As one would expect, it also attaches after an RRC, as in (53a). Significantly, it
also attaches after an NRC:12

(53) a. The child that ruined the party’s mother left early. [RRC]
b. Prince Alphonso, who ruined the party’s, mother left early. [NRC]

Notice it is quite impossible to put the possessive before the relative in either case:

(54) a. *The child’s that ruined the party mother left early. [RRC]
b. *Prince Alphonso’s – who ruined the party – mother left early. [NRC]

This follows automatically if the structures are similar: in both the possessive
marker will be inside the NP, not on its the right edge. It is not obvious how
the ungrammaticality of (54b) can be explained otherwise.

Turning now to the semantics, the conclusion that NRCs and RRCs have es-
sentially the same structure poses a challenge, given the very different semantic
analyses proposed for them in Section 2.

As regards the RRCs, there is very little difficulty: all that is necessary is that
the semantic conditions associated with the relative clause go into the same ‘box’
as the conditions associated with the noun, producing the intersective interpreta-

10This is based on an attested example, cited by Potts (2002, p85, note 21).
11Extraposition and stacking are also evidence against a surface adjacency constraint (in the case

of stacking, only the first NRC in a stack would satisfy such a constraint).
12Some speakers find examples like (53b) less than perfect, presumably because of some difficulty

placing ’s after an intonation break (the same effect occurs after any pause).
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tion. This is just normal compositional interpretation and will be unproblematic
in almost any framework. However, getting the content of NRCs into the ‘top
box’ will be a problem for many frameworks, including that of Pollard and Sag
(1994), where the Semantics Principle operates in a broadly compositional fashion
(the CONTENT of a mother is derived from that of the daughters in the manner
determined by the semantic head daughter). Notice that neither of the two ‘semi-
compositional’ devices, BACKGROUND projection and Quantifier-Storage (using
the QSTORE feature) can be used here. The former is inappropriate because the
content of NRCs is not presupposed (e.g. it is often asserted, and cannot be can-
celed).13 The latter would not guarantee wide scope, since it would, wrongly, allow
NRCs to take scope in the same way as quantifiers. In particular, it would allow
them to appear inside the scope of items such as NPI licensors, propositional atti-
tude verbs, etc.

However, the desired result can be achieved straightforwardly in the framework
of Minimal Recursion Semantics (MRS, Bouma et al., 2001) or Underspecified
DRT (UDRT, Frank and Reyle, 1995).

In these approaches, DRS conditions are associated with labels — intuitively,
conditions with the same label belong to the same DRS box (cf. the examples in
Section 2, which have labels on the boxes). Embedding relations between boxes
are represented as relations between labels. The intersective interpretation of an
RRC arises because the label on the nominal’s conditions is identified with the
label on RRC’s conditions. A wide scope interpretation arises if the conditions on
the NRC are assigned the label on the top box (L>). See Figure 2.14

From a theoretical point of view, this means that an additional mode of se-
mantic combination for head-adjunct structures must be recognized. In addition
to intersective combination (used for RRCs and other intersective modifiers) and
scopal combination (lexically selected by modal adverbs like probably and non-
intersective adjectives like alleged, etc), the theory must allow head-adjunct struc-
tures to be associated with a ‘top-level’, ‘global scope’ form of interpretation (like
proper names and indexicals).

Of course, with English relative clauses RRCs and NRCs are subject to differ-
ent syntactic restrictions, so the choice of intersective vs global scope semantics is
not totally free. The remaining task is to account for these restrictions.

As regards RRCs, the main restriction is that they must attach to NP. NRCs

13The following contrast demonstrates that NRC content cannot be canceled:
a. Kim did not regret that she resigned. She didn’t resign.
b. #We met Kim, who resigned. She didn’t resign.

The content of the complement of regret is presupposed, so (a) presupposes “she (=Kim) left”. This
is the same as the content of the NRC in (b). The second clause in (a) just cancels the presupposition,
and (a) is felicitous. The content of the NRC cannot be canceled in this way, hence (b) is bizzare.

14In MRS terms, the value of CONTENT | HOOK | LABEL on an RRC is identified
with CONTENT | HOOK | LABEL of the head noun, with NRCs it is identified with
CONTENT | HOOK | GTOP.
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Figure 2: Alternative Semantic Interpretations for Relative Clauses: Lines link
syntactic nodes with the associated DRS boxes. NRC content goes into the ‘top’
box (L>) as indicated by the dashed line. RRC content goes into the same box as
the content of the NP it modifiers (L1, the dotted line). L1is subordinate to L>.

must be WH- and finite, and cannot have that or zero relative pronouns. So the
following are excluded:

(55) a. *Kim, everyone likes, has just arrived. (-WH, finite, zero)
b. *Kim, (for us) to talk to, has just arrived. (-WH, non-finite)
c. *Kim, that I admire, has just arrived. (-WH, finite, that)
d. *He is looking for Kim, about whom to spread rumours. (+WH, non-

finite)

In terms of Sag’s classification, this means we must exclude: inf-wh-rel-cl, sub-
types of non-wh-rel-cl, and relative clauses introduced by that as NRCs:

(56) a. *Kim, everyone likes, has just left. (bare-rel-cl)
b. *Kim, (for us) to talk to, has just left. (simp-inf-rel-cl)
c. *Kim, that I admire has just left. (a subsort of fin-wh-rel-cl)
d. *Kim, in whom to place our trust, has just left. (inf-wh-rel-cl)

That is, in terms of Figure 1, we have to exclude everything that is not on the left
branch under fin-wh-rel-cl (and under fin-wh-rel-cl we must exclude that relatives).

One obvious approach might be to simply introduce NRCs as a subtype of fin-
wh-rel-cl (and nowhere else). Non-finite NRCs would automatically be excluded.
However, there would then be no place in the sort hierarchy where the distinc-
tive properties of RRCs (especially, the intersective semantics) could be stated. In
particular, associating these properties with wh-rel-cl or rel-cl would mean they
would be, wrongly, inherited by NRCs as well as RRCs. Instead, we would have
leave these higher types unspecified for the NRC/RRC distinction, and associate
‘RRC-properties’ with at least two nodes in the hierarchy (inf-wh-rel-cl and non-
wh-rel-cl). This is undesirable.
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Fortunately, a more radical approach is possible. To begin with, suppose we as-
sume (counter-factually) that any relative may function either restrictively or non-
restrictively. This can be expressed as the constraint in (57).

(57) rel-cl → ( intersective-semantics ∨ global-scope-semantics )

(in words: relative clauses can be intersective or non-restrictive). While this will
lead to over-generation as regards NRCs, it correctly allows any kind of relative to
function intersectively.

Next, suppose also that we remove the ‘HEAD | MOD | HEAD noun’ require-
ment that Sag associates with relc-cl. Either kind of relative will in principle then
be allowed to modify anything. This will also lead to a certain amount of over-
generation. However, we can immediately fix this, because though the requirement
is incorrect for relatives in general, it is still correct for restrictive relatives, so we
can restore its intended effect by (58):

(58) (rel-cl ∧ intersective-sem ) → [ HEAD | MOD | HEAD noun ]

(in words: restrictive relatives are always nominal modifiers).

As things stand, NRCs can attach to anything. This is perhaps too liberal. The
following data suggests they should perhaps only adjoin to ‘maximal projections’
(i.e. outside complements):

(59) a. ?Kim kicked, which I wish she hadn’t, Sandy.
b. Kim kicked Sandy, which I wish she hadn’t.

The following constraint fixes this (this would also be an appropriate place to spec-
ify ‘comma intonation’ via a restriction on the PHON attribute):

(60) (rel-cl ∧ global-scope-sem ) → [ HEAD | MOD | HEAD [COMPS <>]]

(in words: NRCs can only attach ‘outside’ complements)

The problem now is that we have overgeneration of NRCs because we have not
dealt with the special restrictions on their syntax. Specifically, nothing excludes
examples like (56), repeated here, as NRCs.

(61) a. *Kim, everyone likes, has just left. (bare-rel-cl)
b. *Kim, (for us) to talk to, has just left. (simp-inf-rel-cl)
c. *Kim, that I admire has just left. (a subsort of fin-wh-rel-cl)
d. *Kim, in whom to place our trust, has just left. (inf-wh-rel-cl)

Intuitively, excluding bare relatives (bare-rel-cl) is equivalent to allowing only
relative clauses which are head-filler constructions (in a bare-rel-cl like someone
everyone likes there is no filler for the missing object of likes, compare the filler
who in someone who everyone likes). Excluding non-finite relative clauses (inf-
wh-rel-cl and simp-inf-rel-cl) is the same as allowing only finite relative clauses.
In fact, Sag already has a type fin-head-filler-phrase which combines these require-
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ments.15 Thus, we can exclude (60a,b,d) by the following stipulation (presumably
a reflection of more abstract principles, e.g. the finiteness restriction is surely re-
lated to the fact that NRCs are interpreted as essentially independent clauses):

(62) (rel-cl ∧ global-scope-sem ) → fin-head-filler-phrase

(in words, roughly: NRCs must be finite, and have preposed wh-phrases)

It remains to exclude NRCs with that such as (61c). This requires a little more
work. Of course, the problem only arises because Sag analyzes that as a relative
pronoun. If this is wrong, and it is not a relative pronoun, then there is nothing
more to say: that-relatives will not be filler-head phrases, and so will be excluded
by (62). However, as Sag observes, the grammaticality of (63) in some dialects
suggests that that is a relative pronoun in at least those dialects.16

(63) This is the pencil that’s lead is broken. [Hudson (1990)]

First, consider the difference in CONTENT between relative pronouns in RRCs
and NRCs. Recall the assumption above that relative pronouns in RRCs contribute
nothing to the semantics (i.e. they have no role other than ensuring correct vari-
able binding), whereas relative pronouns in NRCs are genuine anaphoric pronouns,
which contribute at least a condition of the form x≈y.

Now consider the nature of REL values, which are the distinguishing attribute
of relative pronouns (and whose percolation is responsible for pied-piping effects
in relative clauses). It is normally assumed that REL values are sets of indices,
reentrant with CONTENT | INDEX values in relative pronouns. This is different
from QUE values, which perform a similar function in interrogatives. QUE values
are sets of npros — that is, intuitively, CONTENT values: indices with associated
RESTR(iction)s. Compare the lexical entries for relative and interrogative who in
(64), based on Pollard and Sag (1994):

(64) who (relative) who (interrogative)



CAT NP

CONT
npro

[
INDEX 1

]

REL
{

1

}







CAT NP

CONT 1

npro


INDEX 2

RESTR
{

person( 2 )
}



QUE
{

1

}




Suppose this assumption about REL values is wrong. Suppose instead that
they are sets of npros, just like QUE values. The implication is that the REL
values of non-restrictive relative pronouns will have non-empty RESTRs, whereas
in restrictives the corresponding values will be empty. This can be expressed as

15Sag defines a fin-head-filler-phrase as a head-filler-ph whose head daughter is a saturated finite
clause, i.e. HD-DTR | HEAD | VFORM fin and HD-DTR | SUBJ <>.

16It is also possible that that NRCs should not be excluded, see e.g. Quirk et al. (1972, p871).
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(65a) and (65b).

(65) a. (rel-cl ∧ global-scope-sem ) →
[ NON-HD-DTR | REL { [ RESTR ne-set ] } ]

b. (rel-cl ∧ intersective-sem ) →
[ NON-HD-DTR | REL { [ RESTR e-set ] } ]

The exclusion of that from NRCs will then follow from the assumption that it has
empty RESTRs, expressing the fact that, thought it is a relative pronoun, it is not a
‘real’ (anaphoric) pronoun.

This proposal is not unmotivated. Consider the analysis of ‘epithet’ relative
expressions like which beverage in (66).

(66) a. Kim refused a drink of beer, which beverage she never touches.
b. Kim threatened to resign, which offer were were happy to accept.
c. Kim is always optimistic, which property I have always admired.

A natural analysis of these is as a kind of ‘derived relative pronoun’. Since the
content of such expressions will certainly have non-empty RESTRictions (at least
a restriction of which beverage to beverages), the current proposal predicts they
should be in complementary distribution with that in relative clauses. This predic-
tion is confirmed. Where that is excluded from NRCs, ‘epithet’ relative expressions
can appear in NRCs like (66), but are excluded from RRCs:

(67) a. *Kim refused a drink of beer which beverage she never touches. [RRC]

This section has argued that the kind of syntax that Sag (1997) provides for
RRCs is also appropriate for NRCs. It has shown how Sag’s treatment can be
combined with the semantics introduced in Section 2 to provide an account of the
syntactic properties of NRCs, and the differences between NRCs and RRCs. A
notable feature of the treatment is that, apart from the modification to REL values
suggested to deal with ‘that-relatives’, it has required absolutely no new structures,
features, types or operations.

4 Conclusion

This paper has provided an account of English NRCs which deals with their main
syntactic and semantic properties, and captures the similarities and differences be-
tween NRCs and RRCs. The essence of the analysis is that NRCs are syntactically
subordinate but behave semantically like independent clauses. The key ingredients
of the analysis are, from the syntactic side, Sag (1997)’s treatment of restrictive
relatives, and, from the semantic side (i) the idea of NRCs as having wide-scope,
hence being introduced (like proper names and indexicals) into the ‘top box’ of
the discourse structure, and (ii) the idea that pronouns in NRCs work like normal
pronouns, triggering accommodation processes under appropriate conditions. The
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analysis exploits a variety of devices in a novel way, but (modification of REL
values apart) it has employed only existing, independently motivated, structures,
features, and types. This seems a significant result considering the radical innova-
tions that have sometimes been thought necessary.
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Abstract

Within the tradition of Categorial Grammar, so-called ‘non-constituent’
coordination (‘argument cluster’ coordination and ‘right node raising’) has
been analyzed in terms of the coordination of nonstandard constituents pro-
duced by the operations of type raising and composition. This highly suc-
cessful research has expanded the domain of data that modern analyses of co-
ordination must take into account. Recent HPSG work by Yatabe (2002) and
Crysmann (2003) provides an interesting alternative approach to this problem
in terms of the coordination of familiar, but ‘elliptical’ constituents. We argue
that this approach is empirically superior to the Categorial Grammar analy-
sis, both in terms of empirical coverage and cross-linguistic predictions. We
reassess the relevant English data in small but important ways, and develop
our own ellipsis analysis, building on Yatabe’s and Crysmann’s insights.

1 Introduction

In this paper we examine various coordination constructions, including constituent
coordination (1a,b) as well as non-constituent coordination (NCC) phenomena
such as argument cluster coordination (ACC) (1c,d), right node raising (RNR) (1e),
and combinations of RNR and ACC (1f).

(1) a. [We gave Jan a cake] and [we gave Yo a book]. (Constituent Coordi-
nation)

b. We [gave Jan a cake] and [gave Yo a book]. (Constituent Coordination)

c. We gave [Jan a cake] and [Yo a book]. (ACC)

d. We visited [Jan on Monday] and [Yo on Tuesday]. (ACC)

e. [Jan visited and Yo refused to visit] my stepmother’s father. (RNR)

f. [Kim told Pat that Jan visited] and [Sandy that Yo refused to visit] [my
stepmother’s father] (ACC+RNR)

Phenomena such as ACC and RNR have been taken as providing strong evi-
dence for some form of Combinatory Categorial Grammar (CCG), which allows
coordination of non-standard constituents. Typical CCG analyses of NCC (Dowty,
1988; Steedman, 1989, 1996, 2000) are based on the notions of type raising ( � ) and
function composition ( � ). An example analysis of ACC is given in (2), where the
argument NPs of the verb give are type raised to function categories and combine
to form larger constituents via function composition. The resulting constituents

�
Part of this work was supported by several grants from the University of Edinburgh under the
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are coordinated following a general coordination schema, and the coordinated con-
stituent takes the verb give and the subject NP as its arguments via function appli-
cation, producing a sentence:

(2) ��� ������� 	���
 ���
��������� ��
�� ��� ������������ � �"! ��� ��� #%$&�(' ��� ���
)+* )+* )�* )+*�"!(,�� �"! -(./,�01- �"!1,�� �"! -/./,�0"-

)32 )42!4�(,�� �"! !��(,�� �"!
)6547!��(,�� �"!

)-8.
)9

(where VP = (S
,
NP), TV = (VP : NP), and DTV = (TV : NP))

Type raising and function composition are the same two mechanisms that in-
dependently license unbounded dependency constructions (UDCs) in CCG. In (3)
the direct object of likes is left-dislocated and assigned a special topicalization cat-
egory, and the subject NPs Yo and Jan undergo type raising. The non-topicalized
constituents compose to produce a phrase of category S/NP, which serves as the
argument of the topicalized NP to produce a sentence:

(3) ;%�<����=?>A@ ��� >
��B?� C
D��<C 	E��
 =FBG����>AH7�* 7+*I :KJ I : ���8L I : !4� !�� : I I : I I : !4� !�� : ���732I : ��� 7�2I : ���732!4� : ���732I : ��� 7I

Since type raising and function composition are central to the CCG analysis of
UDCs, and furthermore generate NCC structures more or less for free, proponents
of CCG argue for its superior explanatory power on the grounds that the existence
of coordinations like (1) is a direct consequence of the existence of extraction de-
pendencies.

In this paper, we offer evidence that UDCs and NCC are best understood as
independent and should not be reduced to a single underlying mechanism. We
make this argument on the basis of constraints that distinguish UDCs from NCC,
as well as typological data suggesting that it is not always the case that UDCs and
NCC go hand in hand. We argue instead (following previous work by Yatabe 2002
and Crysmann 2003) that there is evidence that NCC should be treated instead as
a form of ellipsis, something that can be captured in a straightforward manner via
the linearization machinery first proposed by Mike Reape (see, for example, Reape
1994). In addition, we reassess certain generalizations about the data considered in
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previous approaches to NCC in an effort to streamline the ellipsis-based analysis
and expand it to a broader base.

2 Isolating NCC from Extraction

We begin by providing evidence that NCC and UDCs are two separate phenomena
that should not be reduced to one another. The first piece of evidence comes from
island constraints. Unlike leftward extraction, RNR fails to show island constraint
effects (Wexler and Culicover, 1980). For example, in (4a) the NP those pictures
of Qaddafi has been extracted out of a complex NP in the conjoined main clause,
violating the Complex NP Constraint and thus reducing its acceptability. However,
if this NP is right node raised as in (4b) the resultant sentence is unexceptional:

(4) a. ??Those unflattering pictures of Qaddafi, Yo knows several men who
buy and Jan knows several men who sell .

b. Yo knows several men who buy , and Jan knows several men who
sell , those unflattering pictures of Qaddafi.

This suggests that the two phenomena are subject to different constraints, a
fact that is not predicted if they are the direct result of a single mechanism. It
should be noted, of course, that island constraints themselves involve tenuous data,
and acceptability of UDCs from various adjuncts depends to a large degree on
context and processing factors (see, for example, Kluender 1992). But the relative
ease with which the NP in (4b) can be right node raised nonetheless suggests an
asymmetry between this and the extraction illustrated in (4a).

A second, and more serious criticism of the reduction of NCC to UDCs comes
from typological considerations. CCG approaches make a very strong prediction
about language types: since type raising and function composition are central to
CCG analyses of UDCs and in turn always produce the possibility of NCC, then
CCG predicts that any language that has UDCs should likewise have NCC. But
there is significant evidence suggesting that this is not the case. Koutsoudas (1971),
in his survey of ‘conjunction reduction’ (NCC, in our terms), lists fifteen languages
that systematically lack ACC, RNR, and Verb/Verb coordination. Of these fifteen
languages, nine are SVO. And of these nine, at least two are known to have un-
bounded leftward extraction: Hausa (Davis, 1992; Newman, 2000) and Indonesian
(Chung, 1976).

Let us focus on Hausa for the moment. Hausa is an SVO, pro-drop language
with relatively little scrambling. But it does exhibit a variety of leftward extraction
phenomena, including topicalization, a number of focus operations, clefting, and
wh-extraction:

(5) a. gaa
here are

mootoocin
cars+DL

da
Rel

su kee
3pl,Rcnt

duubaawaa
inspecting

da
and

gyaaraawaa
repairing

‘Here are the cards that they’re inspecting and repairing.’

51



b. mee
what

suka
3pl,Rpf

karantaa
read

kuma
also

suka
3pl,Rpf

rubuutaa
write

‘What did they read and did they write?’ (Davis, 1992, (15))

However, according to Koutsoudas and Davis, Hausa systematically lacks any type
of coordination other than S, NP, and PP coordination (see also Newman 2000). If
leftward extraction is the result of type raising and function composition, whose
very existence in a language entails that NCC must also exist, then CCG erro-
neously predicts that Hausa and languages like it must have NCC.

One possible counterproposal (following Davis’s own HPSG analysis of coor-
dination in Hausa) might be that the CCG coordination category/schema for Hausa
be restricted only to ‘maximal projections’, which in CCG would correspond to
the S, NP, and PP categories. However, this proposal, which would rule out the
higher type function categories necessary for NCC, would also rule out across-
the-board (ATB) extraction, which necessarily involves coordination of function
categories (e.g. verbs). But as the examples in (5) demonstrate, Hausa definitely
allows ATB extraction. Hence, no proposal to eliminate function category coordi-
nation from the grammar of Hausa seems tenable since in general it does not appear
that any natural restriction on coordination in Hausa will simultaneously allow the
various observed extraction phenomena (including ATB extraction), but rule out
NCC.1 These observations suggest that ACC and RNR should not be tied directly
to extraction. Now that we have argued that extraction and NCC are separate phe-
nomena, in the next section we present evidence that the correct analysis for NCC
should be ellipsis-based.

3 Positive Evidence for an Ellipsis-Based Account of NCC

In addition to the criticisms raised above, the data in (6) are also problematic for
the CCG account of ACC.

(6) a. Jan travels to Rome tomorrow, to Paris on Friday, and will fly to Tokyo
on Sunday.

b. Jan wanted to study medicine when he was 11, law when he was 13,
and to study nothing at all when he was 18.

c. Yo either visits Jan on Monday, Pat on Tuesday, or else will visit them
both at the end of the week. (cf. Milward 1994)

Assuming (with CCG) that all conjuncts are constituents and that only con-
stituents of like category can coordinate, then the constituent status of the second
conjunct in the non-parallel coordination examples in (6) (e.g. to Paris on Friday in
(6a)) is paradoxical, since unlike its two fellow conjuncts, it is not a VP. One solu-
tion to this would be to assume, following Collins (1996, 1997) and Hockenmaier

1We hope to further pursue the cross-linguistic issues raised here in future research.
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(2003), that the commas should be treated as conjunctions. From this assumption,
one could analyze (6a) in CCG along the following lines:2

(7) ���������
	�� ��
���
�������
���
�����
�� ��
�����������
��������� ���! ���" ����	�	�#"!$��
�%&
�'(!�
*),+"�" ��
!
-/.$0�.1. -/.$2,3�-/.$0�.4.$5 -/.$2,3�-/.$0�.1.$5 6�748*9 -/.

:&;&<-=.$2,3�-=.$0�.4.$5
:-=.

:&;�<-/.

In this analysis, the constituents to Rome tomorrow and to Paris on Friday are
formed via type raising and function composition and are coordinated indepen-
dently of the third conjunct and will fly to Tokyo on Sunday. This crucially requires
the first comma to be a coordinator on a par with and (or else just the possibility
of null coordination of some sort). However, such a proposal falls short on two
fronts. First, while it seems initially plausible for English, allowing free null co-
ordination will massively overgenerate. The factors that govern null coordination
in English appear to be pragmatic, stylistic, and perhaps processing-based, rather
than grammatical:

(8) a. i. Life... liberty... happiness. That’s what we want.

ii.??Life, liberty, happiness is what we want.

iii. *Life, liberty is what we want.

b. i. We want life... liberty... happiness...

ii.??We want life, liberty, happiness.

iii. *We want life, liberty.

c. i. Jan walks... talks... chews gum...

ii.??Jan walks, talks, chews gum.

iii. *Jan walks, chews gum.

In (8) the acceptability of null coordination seems inversely proportional to
how many conjuncts there are, where null coordination of two conjuncts is plainly
ungrammatical. This is a serious problem for the analysis in (7), since that anal-
ysis crucially involves binary coordination. Furthermore, significant pauses dra-
matically improve the acceptability of null coordination, regardless of how many
conjuncts are involved, suggesting that this phenomenon may be best analyzed in
terms of replanned sentences, rather than as instances of grammatical coordination.
By contrast, the sentences in (6) are perfectly acceptable with fluid intonation, a
fact that speaks against an analysis in terms of replanned sentences.

Second, if the sentences in (6) did involve two coordinations, then this would
make certain semantic predictions as well, since the two coordinations would be
independent of one another and thus should not bear any necessary semantic inter-
relationship. For example, there is no reason in principle why the sentence in (9)

2Thanks to Mark Steedman for suggesting this analysis; see also the LFG approach of Maxwell
and Manning (1996) which assumes something similar.
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could not have an analysis where the lower (null) coordination is conjunctive and
the upper (overt) coordination is disjunctive:

(9) Jan wanted to study medicine when he was 11, law when he was 13, or to
study nothing at all when he was 18.

However, no such reading exists – the only acceptable reading is that Jan wanted
to study medicine when he was 11, or law when he was 13, or nothing at all when
he was 18. Thus on both syntactic and semantic grounds, there appears to be little
evidence to suggest that the analysis in (7) will account for the data in (6) (see also
Borsley (to appear) for arguments against null coordination in other contexts).

An alternative analysis, which we advocate, involves treating (6) as standard
VP coordination in which the second and third conjuncts form a coordinate VP
which is subject to left-peripheral ellipsis under identity with the first conjunct:

(10) Jan [[travels to Rome tomorrow], [[travels to Paris on Friday], and [will fly
to Tokyo on Sunday]]].

This eliminates null coordinators and preserves an identical structure for both con-
stituent coordination and NCC. Right node raising is likewise amenable to this
analysis, albeit with right-peripheral ellipsis within the left conjunct:

(11) Mary cooked a pizza and Bill ate a pizza.

Of course, regular constituent coordination is handled by an ellipsis mechanism
– it is the limiting case where no material has been elided. The question is whether
there is any corroborating evidence for an ellipsis-based approach. Here we think
there are a number of suggestive pieces of evidence. First, the analysis in (10)
captures the essential insight that the examples in (6) are semantically instances of
regular VP coordination, i.e. that there are three traveling events in (6a). This is of
course one of the essential insights of the CCG analysis (captured for example in
terms of type raising to S-rooted categories for ACC with ditransitive verbs) which
is preserved in the ellipsis-based alternative. Second, certain evidence from the
coordination of unlikes also suggests an ellipsis-based account. Examples like (12),
for example, are more straightforwardly analyzed as instances of left-peripheral
ellipsis of the copula:

(12) a. Jan [[is a Republican] and [is proud of it]].

b. Jan [[wanted another doughnut] and [wanted to leave Boston by five
sharp]].

Previous HPSG proposals (e.g. Sag 2002) have analyzed (12a) in terms of fea-
tures (e.g. PRED) whose values are neutralized in coordination. Likewise, in CCG
it would be assumed that all predicative phrases have an (S

,
NP) category for pred-

icative constructions, assigned lexically or via a metarule (see Carpenter 1992;
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Beavers 2004). In both cases this involves additional construction-specific machin-
ery. Our approach treats both this example and (12b) as simple VP coordination
without additional features or category assignment. If nothing further is said, our
analysis will not assign constituent status to sequences like a Republican and proud
of it.

At first blush, it might appear that examples like the following, cited as fully
grammatical by (Munn, 2000) and Yatabe (this volume), provide support for some
variant of the neutralized category analysis which recognizes strings like a dema-
gogue and proud of it as constituents:

(13) a. ?Stupid or a liar is what Pat is .

b. ?What he was was a demagogue and proud of it.

If stupid or a liar doesn’t form a constituent in a sentence like Pat is stupid or
a liar then one would expect it not to be extractable, an expectation seemingly
contradicted by (13a). However, these examples do have analyses via ellipsis, and
such analyses involve no neutralized categories, as sketched in (14):

(14) a. Stupid is what Pat is or a liar is what Pat is .

b. What he was was a demagogue and what he was was proud of
it.

Here right- or left-peripheral material is elided under identity with similar material
in the other conjunct, producing examples that only appear to involve the extrac-
tion of neutralized categories. Furthermore, certain facts about the acceptability of
these data may actually provide further support for an ellipsis-based analysis. In
particular, UDCs of this type tend to be less acceptable than their non-coordinate
counterparts:

(15) a. ?What he was was [a demagogue and proud of it].
(cf. What he was was a demagogue. What he was was proud of
it.)

b.??...and [a demagogue and angry], he was !
(cf. ...and angry, he was !; ...and a demagogue, he was !)

c.??It was [a demagogue and angry] that he appeared to be .
(cf. It was a demagogue that he appeared to be .
It was angry that he appeared to be .)

An account in which coordinated unlikes form neutralized constituents would
predict that these constituents should as extractable as each conjunct would be
alone. However, in an ellipsis-based analysis it is possible to understand this
reduced acceptability in terms of various processing factors and competing con-
straints. First, the simultaneous presence of (SLASH-based) extraction and ellipsis
yields a sentence whose analysis is more complex than that of sentences without
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ellipsis or extraction. Furthermore, the interaction between extraction and ellip-
sis in these examples involves constraints that are rather at odds with one another,
since in each case an extraction site has been elided, thus ‘stranding’ a filler with-
out an overtly recoverable gap (despite the existence of a parallel non-elided gap).
In addition, in the case of (14a), there is non-optimal focus placement since the
unelided material in the right conjunct is ordinarily focused in RNR. Thus a com-
bination of competing factors in the ellipsis-based analysis may actually explain the
reduced acceptability of these examples, which remain rather difficult to explain in
approaches based on neutralization.

Ellipsis-based analyses also predict the possibility of NCC of unlikes:

(16) John gave Mary a book and to Peter a record. (Crysmann 2003, citing Bob
Levine.)

In CCG the composed categories Mary a book and to Peter a record would not be
acceptable candidates for coordination since they have two related but distinct cat-
egories (S

,
NP)
,
(S
,
NP : NP : NP) and (S

,
NP)
,
(S
,
NP : NP : PP) respectively. But

an ellipsis-based approach again reduces these to simple VP (or S) coordination,
predicting their acceptability.

Ellipsis-based analyses are further supported in nominal domains:

(17) a. Every man and woman was upset by the Enron scandal.

b. Old men and women are eligible for this benefit.

These examples are technically ambiguous between two readings: a pragmatically
bizarre hermaphrodite interpretation and a full quantifier phrase interpretation (syn-
onymous with, e.g. every man and every woman). On an ellipsis-based approach,
this semantic ambiguity can be understood as deriving from a syntactic ambigu-
ity between N̄-coordination and an elliptical NP-coordination (where the quanti-
fier/adjective in the second NP is elided):

(18) a. Every [man and woman] was upset by the Enron scandal.

b. [Every man] and [every woman] was upset by the Enron scandal.

In sum, an ellipsis-based approach has several advantages. First, it unifies the
analyses of NCC, constituent coordination, and coordination of unlikes. Second,
it allows for the apparent extraction of neutralized coordinations while potentially
explaining their reduced acceptability. Third, it eliminates the need for null co-
ordinators and potentially ad hoc analyses of unlike coordination. And fourth, it
preserves the essential insight of CCG that NCC is head-category coordination,
e.g. that the ACC examples cited above are instances of coordination of verbal
categories.
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4 An Ellipsis-Based Analysis of NCC

We collapse our analyses of ACC, RNR, and constituent coordination into a general
coordination schema that produces binary branching � -ary coordinate structures.3

This schema is outlined in (19), where A, B � , C, D are strings, C is a coordinator,
and the conjuncts are all of the form AB � D, where A and D are token identical
material in each conjunct and the B � material is in each case unique:

(19) AB � B ����� ...B � B � CB � D

AB � D AB �	�
� ...B � B � CB � D

AB ����� D ...

... AB � B � CB � D

AB � D AB � CB � D

AB � D CAB � D

C AB � D
That is to say, a coordination construction takes a coordinator C and various

elements of the form AB � D and coordinates them to produce a structure of the
form AB � ...B � CB 
 D, where the A and D material is preserved once in the mother
and all of the unique

� � material is preserved for each conjunct. The various types
of coordination fall out of this schema dependent on which parts of the strings are
elided under identity, i.e. which of A and D are empty strings:

(20) a. Constituent Coordination: A ��� , D ��� (John, Bill, and Mary)

b. Argument Cluster Coordination: A ���� (gave a dog a bone and a po-
liceman a flower)

c. Right Node Raising: D ���� (Sandy cooked, and Mary ate, a pizza)

d. Both Argument Cluster Coordination and Right Node Raising: A ����
and D ���� (John told Mary that Bill, and Kim that Pat, was a die-hard
fan of Gillian Welch)

To formulate this schema in HPSG, we follow earlier proposals by Yatabe
(2001) on RNR and Crysmann (2003) on ACC, employing the DOM list machinery
motivated by work in linearization theory (e.g. Reape 1994). Yatabe and Crysmann
show it is possible to formulate HPSG constructions (= ‘schemata’ = ‘rules’) that
allow some elements in the daughters’ DOM lists to be absent from the mother’s

3However, the reader should consult Borsley (to appear) for arguments against at least some forms
of binary branching coordination analyses.
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DOM list. In this paper we provide such an analysis of coordination that encom-
passes all of the types in (20); we also reassess various details of previous analyses
with regard to agreement and the range of possible semantic interpretations.

Before outlining our ellipsis-based analysis, we first establish some background
assumptions. We assume a theory of constructions like that sketched by Sag (2001)
and Sag et al. (2003, Ch. 16). On this approach, signs are feature structures whose
domain includes PHON, FORM, SYN, SEM, and CNTXT, but not DTRS:

(21) ���������������
sign
PHON ...

FORM � ... �
SYN

�� HEAD ...

GAP � ... � ��
SEM ...
CNTXT ...

� ��������������
Constructs, by contrast, are feature structures whose domain includes MOTHER
(MTR) and DTRS. Constructions thus define constraints on types of constructs:

(22) a. ������� phrasal-cxt

MTR � phrase
... 	

DTRS � sign � ... sign � �
� ������ b. phrase

sign 
 ... sign �
Finally, the well-formedness of a given sign is determined by the principle in (23).

(23) Sign Principle: A sign is well-formed only if (1) it satisfies some lexi-
cal entry or (2) it is the mother of some construct licensed by one of the
grammar’s constructions.

On this approach, constructions themselves are not signs, but merely constraints
that license configurations (constructs) as the mother signs within them.

4.1 Head-Marking

We assume that conjunctions are a type of marker (following Sag et al. 1985). We
posit a binary feature CRD that is a used to distinguish signs that are non-initial
daughters in a (binary branching) coordinate structure ([CRD � ]) from all others
([CRD 
 ]). A conjunction combines with a [CRD 
 ] element to form a constituent
that preserves that element’s MARKING value but which is specified as [CRD � ].
Both these specifications are inherited from the marker daughter, whose lexical
entry obeys the following constraint:

(24)

cnj-lxm � �������� SYN

����� MARKING �
SPEC

�� SYN � MARKING � �
CRD � �� � ����

CRD �
� �������

58



While other markers (e.g. that) supply a MARKING value distinct from that
of the elements they mark, a cnj-lxm passes the MARKING value of the marked
element to its mother. This ensures that coordinations of items with non-trivial
MARKING values (e.g. that Sandy left and that Kim stayed, where each con-
stituent is specified as [MARKING that]) behave categorially like their conjunct
daughters in the relevant respects. Marking constructions themselves are headed
by the marked element and preserve the CRD and MARKING values of the marker
while concatenating the DOM lists of the daughters:4

(25)

hd-mk-cxt �
�������������������
MTR

���� SYN � MARKING � �
CRD �
DOM � � �

� ���
DTRS

� ��������� SYN

��� HD mark

SPEC �
MARKING �

� ��
CRD �
DOM �

� �������� , � � DOM � ���

� ������������������
(26) is an instantiation of the head-marker construction with a conjunction as marker:

(26) ���������������
FORM � and, that, she, left �
DOM

� � 	
FORM � and ��
 , � 	

FORM � that ��
 , � 	
FORM � she ��
 , � 	

FORM � left ��
��
SYN

�� MARKING 
 that

HEAD � verb

��
CRD � �

� ��������������
�������������
FORM � and �
DOM � � �
SYN

�� MARKING 

HEAD coord

��
CRD �

� ������������
�������������
FORM � that, she, left �
DOM � � , � , � �
SYN

�� MARKING 

HEAD �

��
CRD �

� ������������
With this analysis of coordinator lexemes in place, we turn next to the syntactic
constraints on ellipsis in coordination.

4.2 Syntactic Constraints on cnj-cxt

We posit a single coordination construction that encodes the schema in (19):

4For more on markers, see Pollard and Sag (1994).
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(27) cnj-cxt ����������������������������������������

MTR � DOM � � ��� � � � ��� � �
SYN

� 	

DTRS

�

��������������
DOM � � � FRM

� �
HD

� � 	 ,..., � FRM
�	�

HD
� � 	 � �

��� ne-list � � � FRM

 �

HD
� � 	 ,..., � FRM



�
HD

� � 	 �
SYN

�
CRD �

� ������������� ,

��������������
DOM

� ��� � SYN cnj ��� � � � � FRM
� �

HD
� � 	 ,..., � FRM

� �
HD

��� 	 � �
��� ne-list � � � � FRM


 �
HD

� � 	 ,..., � FRM

 �

HD
� � 	 �

SYN

�
CRD �

� �������������
�

� ��������������������������������������
for � @������

The domain of the mother begins with the (potentially empty) material � from
the left conjunct, but the corresponding material in the right conjunct’s DOM list
is elided, i.e. not preserved in the mother’s DOM list. The mother’s DOM list
next contains some unique material � � from the left conjunct, the right conjunct’s
coordinator, if present ( � ), some unique material � � from the right conjunct, and
finally some material � from the right conjunct (where the corresponding domain
elements from the end of the left conjunct’s DOM list are elided). The various
coordination types fall out as in (20): if � is the empty list, there is no ACC. If �
is the empty list, there is no RNR. If both are empty, this is constituent coordination.
Note that the left daughter is here required to be [CRD 
 ]. This ensures that the
left daughter is not itself marked for coordination, ruling out phrases like *[and
John] [and Mary]. The mother’s CRD value is unspecified, allowing it to be either
a right daughter ([CRD � ]) in a larger coordinate structure or else a free-standing
sign ([CRD 
 ]) which can also appear as a left daughter in a larger coordinate
structure. This provides an account of contrasts like the following:

(28) a. Jan [walks [talks and [chews gum]]].

b. Jan [[walks and talks] [or [walks and [chews gum]]]].

c. *Jan [walks [chews gum]].

Our use of the F(O)RM value ensures that elided elements involve the same
morphological forms as their licensing counterparts. For example, homophonous
words (e.g. lie ‘speak falsely’ vs. lie ‘be in horizontal position’) involve distinct
forms but may have identical phonological realizations. We assume (following
recent work by Penn 1999, Klein 2000, and Haji-Abdolhosseini 2003), that HPSG
PHON values should exhibit internal organization, corresponding to hierarchical
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prosodic structures. In the next section we discuss certain semantic issues in NCC,
in particular the interpretation of elided quantifier phrases, taking as our departure
point previous work by Crysmann (2003).

5 Semantic Constraints on NCC

Crysmann proposes a distinction between heads and dependents in ACC. On his
approach, overt and elided heads do not share their semantics (i.e. their CONT
values are not identified), since this would also unify argument information:

(29) We gave Jan a record and Yo a book.

If gave and its elided counterpart were semantically identified, then the indices of
their arguments would also be identified, incorrectly requiring (minimally) Jan to
be coindexed with Yo and a record to be coindexed a book. However, Crysmann
argues that semantics of dependents must be shared, based on data such as (30):

(30) a. I gave few men a book on Friday and a record on Saturday.

b. � I gave few men a book on Friday and I gave few men a record on
Saturday. (Crysmann, 2003, (12))

The argument is that few men and its elided counterpart must share CONT
values in order to capture these judgments, since this would ‘merge’ the quantifiers
of the two NPs, and thus prevent interpretations with multiple quantifiers. But if the
semantics of elided NPs must be merged with that of their nonelliptical licensors,
then data such as (31) are not allowed:

(31) a. Mary sent a letter to Bill on Friday and to Peter on Saturday.

b. ?A letter was posted from Gozo last Saturday and from Tunis this week.
(Crysmann, 2003, (21))

Crysmann suggests that in (31), while the letters need not be physically identical,
they must at least have identical content. But data such as (32) suggest otherwise:

(32) a. Stanford sent a letter to Bill informing him he was accepted and to Jake
informing him he was rejected.

b. They found a thesis topic for Jan on Sunday and for Yo on Wednesday.

The only possible interpretation of (32) is that the letters/thesis topics are altogether
different. Non-identified readings are also possible in sentences like (33):

(33) I gave a couple of books to Pat on Monday and to Sandy on Tuesday.

Here again the reading where Pat and Sandy received different books (with dif-
ferent contents) is acceptable, although the merged reading is also available (like-
wise for (31)). Comparing this again to (30), it indeed appears that (30) is less ac-
ceptable than (32) and (33) on a disjoint quantifier reading. One could suppose that
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monotone decreasing quantifiers prefer quantifier merger more than other quanti-
fiers, although it is not clear why this should be the case. Regardless, a broader
base of evidence than that examined by Crysmann suggests that independent quan-
tification is in general an available option. Furthermore, in both ACC and RNR
this optional identification is allowed only with quantifier phrases:

(34) a. The waiter managed to evict the customers through the front door and
the staff through the back door.

b. [The waiter forced the customers] and [the manager persuaded the
staff] to leave quietly.

In both examples, identification of the semantics of the elided infinitival VPs
with that of the non-elided ones would lead to the same problems noted above
regarding the semantic identification of heads. Thus we conclude that Crysmann’s
account of dependent semantics is too strong and should instead be only an option
for quantifier phrases. We propose the constraint in (35):

(35) Optional Quantifier Merger:
For any elided phrase denoting a generalized quantifier in the domain of
either conjunct, the semantics of that phrase may optionally be identified
with the semantics of its non-elided counterpart.

This constraint is encoded into the cnj-cxt as shown in (36). Note that (36) is meant
to be read in conjunction with (27); the � s and

�
s range over the � s, � s, � s,

and � s from (27) (we state these as separate AVMs for expository purposes):

(36) cnj-cxt ��������������������������������

MTR � SEM � RELS � � � ... � �	� � 
 � �

DTRS

�
����������� DOM

� ������� FRM � �
HD 
 �
SEM � � � IND ref-index

RELS � � 	
� ������ ,...,

������� FRM � �
HD 
 �

SEM � � � IND ref-index

RELS �	� 	
� ������ ��� ne-list

SEM � RELS � � � ... � � � � 


� ���������� ,

����������� DOM

� ������� FRM � �
HD 
 �
SEM � � � IND ref-index

RELS � � 	
� ������ ,...,

������� FRM � �
HD 
 �

SEM � � � IND ref-index

RELS �	� 	
� ������ ��� ne-list

SEM � RELS � � � ... � ��� � �

� ����������
�

� ������������������������������
where ����@�� ��� @ � � ���
� � � � @ � � � @������G@�� � � @ � � � @�� � � @ � � � @������G@�� �	 @ �! �#"

In other words, among the elements that are elided (i.e. the elements which
share a FRM and HD value with a previous constituent as in (27)), some subset
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of these may also share their SEM values. The RELS list of the mother includes
all non-identified material from the RELS lists of each conjunct plus one copy of
the identified quantifiers. For convenience, we treat the combinatoric semantics of
coordinate constructions in terms of the ancillary feature CONJ, whose value we
will take to be a (maximally singleton) list of relations introduced by a coordinator
lexeme. The relevant constraint is the following:

(37)

cnj-cxt �
���������� MTR

�� LTOP

�
CONJ � � � ��

DTRS

� � LTOP � � ,

��� LTOP

�
CONJ � � � JUNCTS � ��� � �� �

� ���������
We are assuming that a conjunction is analyzed as a boolean relation that takes

only one argument – its JUNCTS argument. This corresponds intuitively to the
set of semantic objects that is the argument of an and rel or or rel. More pre-
cisely, the conjuncts, each of which has an LTOP (‘local top’) corresponding to its
top-level semantics, are introduced one at a time, always on the left branch of a bi-
nary branching coordinate structure. The construction in (37) identifies the LTOP
of each conjunct with the conjunction’s JUNCTS argument. From this it follows
that the LTOPs of all the conjuncts are merged. Since handle merger in MRS is
analogous to set formation, the resulting semantics correctly predicates and rel or
or rel of the set that is the union of the semantics of all the conjuncts. Our analysis
produces SEM values like the following:

(38) �����������������
FORM � walk, hop, and run �
CRD �
CONJ � � �
SEM

������� LTOP ���
RELS

� ��� walk rel

LBL � �
WALKER �

� ��
,

��� hop rel

LBL � �
HOPPER �

� ��
, � ��� and rel

LBL ���
JUNCTS � �

� ��
,

��� run rel

LBL � �
RUNNER �

� �� �
� ������

� ����������������
This AVM represents a conjunction over three separate predications of walking,
hopping, and running, respectively.

6 Summative Agreement

We now turn briefly to the topic of agreement patterns in RNR. Yatabe (2002)
discusses and analyzes examples like the following (due to Postal 1998):

(39) The pilot claimed that the first nurse, and the sailor proved that the second
nurse, were spies. (Yatabe, 2002, (2))
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In these sentences the plural agreement on were is not predicted by an ellipsis-
based account, which would predict that the overt copula should agree with the
right-most subject (and likewise that the elided copula is singular as well). Follow-
ing Yatabe, we refer to the phenomenon illustrated in (39) as summative agreement,
since the copula appears to be agreeing with an aggregate entity composed of the
two entities introduced by the overt singular subjects. Yatabe’s work with native
speaker informants reveals that such sentences are of intermediate acceptability
(only 7 of the 23 subjects he studied found this sentence to be perfectly accept-
able). Despite Postal’s claims to the contrary, we assume (with Yatabe) that the
corresponding example with a RNRed singular VP is fully grammatical:

(40) The pilot claimed that the first nurse, and the sailor proved that the second
nurse, was a spy.

Because he assumes examples such as (39) are grammatical, Yatabe presents
an analysis with significantly complicated agreement constraints. We suggest in-
stead that, while singular agreement as in (40) is always grammatical, summative
agreement as in (39) is, strictly speaking, ungrammatical. It is instead explicable
as a performance phenomenon, i.e. as a kind of semi-sentence (Katz, 1964; Pullum
and Scholz, 2003). Performance-based plural agreement is in fact widely attested,
as in the following examples:

(41) a. One of the children are not feeling well.

b. Every one of the guests are here

c. The pump as well as the motor are defective.

d. The helicopter for the flights over the canyon were....

e. Filling in for Mike and John on the weekends are among Stan’s favorite
duties.

f. First and foremost, work from both summers are to be presented at two
international conferences in August of this year.

Solomon and Pearlmutter (to appear) explain the frequent occurrence of such
examples in terms of semantic integration, the degree to which two elements (e.g.
helicopters and flights) are linked at the ‘message level’ during production. We
may interpret this as near-grammatical variants likely to arise in production due to
incrementally constructed aggregate entities. Furthermore, a more systematic view
of Yatabe’s data reveals that the acceptability of summative agreement examples
for his subjects varies depending to some degree on how pragmatically plausible it
is to suppose the existence of an aggregate subject:

(42) a. The pilot claimed that the first nurse, or the sailer proved that the sec-
ond nurse, was a spay/??were spies. [Disjunction]

b. The pilot claimed that the nurse from the United States, and the sailer
also claimed that the nurse from the United States, was a spy/?*were
spies. [Coreferential subjects]
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c. The pilot claimed that the nurse from the United States, and the sailer
claimed that no one, was a spay/?*were spies. [Negative quantifier]

(Yatabe, 2001, (7)-(9))

For the examples in (42), Yatabe’s subjects rated these sentences as consistently
lower in acceptability than (39). Notably, however, in each case the possibility of
forming an aggregate entity is confounded by pragmatic factors. Disjunctions as
in (42a) in general disprefer aggregate readings, as would the coreferentiality of
the two subjects in (42b) and the negative quantification in (42c), where there isn’t
necessarily a second entity to form an aggregate with the nurse from the United
States. Thus one can argue that part of the licensing of summative agreement is
pragmatic in nature. Putting these observations together, treating examples such
as (39) and (41) as semi-sentences whose acceptability is based on performance
factors such as local context (e.g. preceding plural NPs) and the possibilities of se-
mantic integration explains their frequent occurrence and decreased acceptability.
Thus the analysis of NCC we propose in � 4- � 5 needs no modification for sum-
mative coordination. It predicts, correctly we believe, that singular agreement is
the only truly grammatical alternative, leaving the explanation of relatively less
acceptable versions of summative agreement to extra-grammatical factors.5

7 Double Coordinators

One possible objection to an ellipsis-based analysis of NCC is the behavior of
double coordinators, which appear inconsistent with treating ACC as VP or S co-
ordination. The French data in (43) are particularly telling (Anne Abeillé, p.c.).

(43) a. Jean
Jean

donnera
give.FUT

et
and

un
a

livre
book

à
to

Paul
Paul

et
and

un
a

disque
record

à
to

Marie.
Marie

‘Jean will give a book to Paul and a record to Marie.’

b. *Jean
Jean

et
and

donnera
give.FUT

un
a

livre
book

à
to

Paul
Paul

et
and

un
a

disque
record

à
to

Marie.
Marie

‘Jean will give a book to Paul and a record to Marie.’

c. *Et Jean donnera un livre à Paul et un disque à Marie.

Assuming that the coordinator must immediately precede the coordinated elements,
this data suggests that the coordination is not VP or S coordination (otherwise we
would expect the conjunction to appear before the verb in the left conjunct or else
before the entire sentence). Note similar data in English (Bob Borsley, p.c.):

(44) John gave either a book to Mary or a record to Sandy.

5One might propose a similar analysis of examples like John hummed and Mary sang, the same
tune, first noted by Vergnaud (1974) (see alsoJackendoff 1977). These longstanding problems for
any theory of RNR share a number of the properties just discussed with respect to summative agree-
ment. For example, the disjunctive John hummed or Mary sang, the same tune is seriously degraded.
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These examples suggest that the overt verb is outside of the domain of coordina-
tion. However, an alternative generalization is that the first conjunction is marking
the edge of non-elided material, i.e. it occurs canonically marking the boundaries
between elided and non-elided material:

(45) a. Jan [either gave a book to Yo on Sunday] [or gave a record to Sandy
on Friday].

b. Jan [gave � either a book to Yo on Sunday] [ � � or a record to Sandy
on Friday].

c. Jan [gave � a book� either to Yo on Sunday] [ ������� or to Sandy on
Friday].

In this case, the coordinators do not determine the edge of the domain of coor-
dination. This is not an unreasonable assumption, since in fact in English (unlike
French) the first coordinator may occur before the verb:

(46) a. Jan [gave either a book to Yo] [or a record to Sandy].

b. Jan [either gave a book to Yo] [or a record to Sandy].

c. [Either Jan gave a book to Yo] [or a record to Sandy].

These data all follow if we assume that the first coordinator may optionally
float to the left in English, but not in French. We thus have further evidence that
conjunction position does not determine constituent structure, and on these grounds
we assume that the data presented here do not speak against our analysis. In fact,
they present a further challenge to any analysis in the style of CCG, which assumes
that all instances of ACC are instances of constituent coordination.

8 Conclusion

A number of residual issues remain, of which we mention three here. First, there
is the matter raised in � 5 regarding the constraints on the application of optional
quantifier merger. Assuming that quantifier merger is optional, our analysis (like
most treatments of coordination) does not account for the apparent lack of ambi-
guity of well-worn examples like:

(47) a. No book is explicit and easy to read.

b. � No book is explicit and no book is easy to read.

(48) a. Few people read the WSJ and vote Communist.

b. � Few people read the WSJ and few people vote Communist.

In these data the subject NPs steadfastly resist interpretations with duplicate
quantifiers, instead preferring quantifier merger. We tentatively suggest that this
can be regarded simply as a preference for constituent coordination. This conclu-
sion is supported by the observation that subject quantifier duplication is possible
when more material is elided:
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(49) ?A letter was posted from Gozo last Saturday and from Tunis this week.
(Crysmann, 2003, (21d))

(50) Three men died in Baghdad on Tuesday and in Tikrit on Friday night.

However, these data, along with those in � 5 on the behavior of monotone decreas-
ing quantifiers and quantifier merger, require more careful examination in future
work.

Second, linearization-based approaches require that phrases must be allowed to
remain uncompacted (or at least partially uncompacted), in order to permit long-
distance RNR, e.g.:

(51) Merle knew the relatives wanted to visit, and Bo knew that we were going
to have to let them visit, [Aunt and Uncle Leslie, who lived in Corsica].

The consequences of this also require further investigation.
Finally, as currently defined, the system we outline here also allows long-

distance ACC like the following:

(52) ?We found a book that was about a Civil War hero on Monday and a WWI
hero on Tuesday

The status of such examples is somewhat unclear, though it seems that they become
acceptable with strong supporting contexts, such as the following:

(53) A: Were you successful last week in finding books about war heros?

B: We found a book that was about a Civil War hero on Monday and a
WWI hero on Tuesday

In sum, though there are unresolved issues, the approach presented here, incor-
porating key insights of Yatabe and Crysmann, divorces UDCs from coordination
on syntactic and typological grounds. It also unifies three kinds of coordination
(constituent coordination, RNR, ACC) into one overarching schema, with enough
flexibility to state independent constraints on each kind. Our analysis clarifies pre-
vious accounts of the semantics of ACC and interacts with independently observed
performance-based properties to accommodate summative agreement in RNR.
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Abstract 
 

Recent syntactic theory has highlighted the importance of peripheral 
constructions such as the comparative correlative construction. This 
construction involves a pair of filler-gap constructions with unusual 
properties, where the first is a subordinate clause and the second a main 
clause. The construction has a number of related constructions. A 
version of HPSG, which assumes hierarchies of phrase types, can 
provide satisfactory analyses both for the comparative correlative 
construction and for the related constructions. The two clauses in the 
construction can be analysed as non-standard head-filler phrases 
differing from standard head-filler phrases in certain respects. The 
construction as a whole can be analyzed as a non-standard head-adjunct 
phrase, in which the head and the phrase have different categories. 

 
 
1. Introduction 
 
A notable feature of recent work in syntactic theory is a new interest in the 
periphery of language.† Particularly important here is the detailed discussion in 
Culicover (1999). Culicover emphasizes the size of the periphery and argues that 
there is ‘a continuum along which a full spectrum of possibilities can be found, 
from very idiosyncratic to very general’ (1999: vi). If this is right, it is not 
possible for theories of syntax to ignore peripheral constructions. Rather, they 
must find ways of accommodating them, and how well a framework can 
accommodate such constructions is potentially an important matter. As Fodor 
(2001) notes, it is reasonable to suppose that peripheral constructions may help to 
choose between theories of syntax. Therefore, it is important to consider what 
sorts of analyses various theoretical frameworks can provide for such 
constructions. 

In this paper I will look at one specific peripheral construction, the 
comparative correlative (CC) construction (also known as the comparative 
conditional construction), discussed inter alia by Ross (1967, 6.1.2.6), McCawley 
(1988) and Culicover and Jackendoff (1999). (1) is a typical example. 
 
(1) The more books I read, the more I understand. 
 
I will argue that HPSG and especially the version of HPSG developed in 
Ginzburg and Sag (2000) can provide a fairly straightforward account of the facts.  

                                                           
† Some of the ideas in this paper were included in a paper presented at the Spring Meeting 
of the Linguistics Association of Great Britain at the University of Sheffield in April 2003 
and in another presented at FASL-12 at the University of Ottawa in May 2003. I have 
benefited from comments from and/or discussion with Anne Abeillé, Doug Arnold, John 
Beavers, Peter Culicover, Danièle Godard, Claudia Felser, Gereon Müller, Adam 
Przepiórkowski, Andrew Radford, Ivan Sag, Peter Sells and Nick Sobin. Any bad bits are 
my responsibility. 
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 The fact that the framework can provide a satisfactory account of this one 
construction might be seen as not very significant. However, it is likely that 
HPSG could accommodate the other constructions discussed by Culicover (1999) 
equally well. Thus, there may be some important evidence here for HPSG.  
 
 
2. Data and basic conclusions 
 
The CC construction apparently contains two clausal constituents, each with an 
initial constituent containing the and a comparative word of some kind. In other 
words, it seems to have the following form: 
 
(2) [[the comparative …] …] [[the comparative …] …] 
 
I will call the clauses the-clauses and the initial constituents the-phrases. I will 
look first at the structure of the clauses and then consider the relation between 
them. Then I will look at some related constructions. 
 
 
2.1. The-clauses 
 
The first point to note about the-clauses is that the-phrases can be a number of 
categories. In the first clause in (1) the the-phrase is an NP. It can also be an AP, 
as in (3), or an AdvP, as in (4). 
 
(3) The more careful we are, the more we will find. 
(4) The more carefully we look, the more we will find. 
 
Within HPSG assumptions it is doubtful whether either the or more is the head of 
the phrase in (1), (3) and (4). Consider also the following: 

 
(5) The more hostages’ stories I hear, the more confused I am. 
 
This seems to have an interpretation in which the more hostages’ is a possessive 
modifier of stories. On this interpretation, neither the nor more is the head of the 
whole initial constituent within any framework. 

Culicover and Jackendoff (1999: 559) note that correlative the cannot be 
preceded by a pied piped preposition. Thus, while (6a) is fine, (6b) is 
ungrammatical. 
 
(6) a. The more people Kim talks to, ... 
      b. *To the more people Kim talks, ... 
 
This contrasts with the situation in wh-questions, as the following illustrate: 
 
(7) a. How many people did Kim talk to? 

b. To how many people did Kim talk? 
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The ungrammaticality of (6b) might lead one to think that the-clauses do not 
allow a PP in initial position. However, as Andrew Radford has pointed out to me, 
this is what we seem to have in the following examples: 
 
(8) a. The more out of breath I am, ... 
     b. The more under the weather he is, ... 
 
It seems that the real restriction is that the must appear in first position within the 
the-phrase.1 Independent evidence for this comes from the following: 
 
(9) a. The more politicians I read articles about, ... 
      b. *Articles about the more politicians I read, ... 
 
Here both examples have an NP in initial position but only (9a) has the in first 
position within the NP. 

The-phrases are associated with a gap. This may be in complement position, 
as in the first clause of (1) and (3), adjunct position, as in the first clause of (4), or 
subject position, as in the following: 

 
(10) The more books they think are written, ... 
 
Both Ross (1967) and Culicover and Jackendoff (1999) show that the relation 
between the the-phrase and the gap obeys island constraints. It seems, then, that 
the two clauses are filler-gap constructions broadly similar to wh-interrogatives, 
exclamatives and wh-relatives. However, they are different in some respects. 

One unusual feature of the-clauses, noted by Culicover and Jackendoff 
(1999: 546), is the possibility of that after the the-phrase, illustrated by (11). 

 
(11) The more books that I read, the more that I understand. 
 
This is unlike the situation in wh-interrogatives, exclamatives and relative clauses, 
as the following show:  
 
(12) a. I wonder how much (*that) he read. 
        b. I am surprised how smart (*that) he is. 
        c. the books which (*that) he read 
 
Since Chomsky and Lasnik (1977) a great deal of effort has been devoted to 
explaining why a filler constituent cannot be followed by an overt 
complementizer in English. Examples like those in (12) show that this is normally 
impossible, but examples like (11) show that it is not always impossible.2

                                                           
1 This idea was originally suggested to me by Peter Sells. 
2 Another type of example in which a filler constituent appears to be followed by an overt 
complementizer is exemplified by the bracketed constituent in the following: 
 
(i) [Clever though Kim is], he couldn’t solve the problem. 
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 Another unusual feature of the-clauses, highlighted by Culicover and 
Jackendoff (1999: 554), is that they allow the omission of a copula under certain 
circumstances. It seems that it is possible to omit the copula if: (a) its complement 
is fronted, (b) it is the main verb of the construction, and (c) that is not present. 
All three conditions are met in (13), but (14a) violates the first, (14b) and (14c) 
violate the second, and (14d) violates the third. 

 
(13) The more intelligent the students, the better the marks. 
(14) a. *The more intelligent the students, the more marks given. 
      b. *The more intelligent the students, the better the marks will. 
       c. *The more intelligent the students, the better it seems that the marks. 
       d. *The more intelligent that the students, the better that the marks. 
 
The subject must also have a non-specific interpretation. Among other things, this 
means that it may not be a pronoun, as (15) demonstrates.  
 
(15) *The more intelligent they, the more pleased we. 
 
Obviously, it is not normally possible to omit the copula even if it is a main verb 
and its complement is fronted. Hence the following are ungrammatical: 
 
(16) a. *The students very intelligent. 
        b. *How intelligent the students? 
 
 It seems, then, that the the-clauses are filler-gap constructions with some 
unusual properties. These properties are one reason why the construction might be 
seen as peripheral. 
 
 
2.2. The relation between the two clauses 
 
The CC construction contains two similar clauses. There is evidence, however, 
that the first clause is a subordinate clause and the second a main clause. 

Culicover and Jackendoff (1999: 549-550) show that the second clause 
influences and reflects the external environment of the construction in ways that 
suggest that it is a main clause. First, it is possible to have a tag question which 
reflects the second clause but not one which reflects the first clause. 
 
(21) The more we eat, the angrier you get, don’t you? 
(22) *The more we eat, the angrier you get, don’t we? 
 
Second, in the right context, the verb in the second clause may have subjunctive 
morphology, but this is not possible with the verb in the first clause. 
                                                                                                                                                 
 
Here clever appears to be a filler constituent and though appears to be a complementizer. I 
am grateful to Danièle Godard for bringing such examples to my attention. 
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(23)   
⎭
⎬
⎫

⎩
⎨
⎧

 thatdemand I
 thatimperative isIt 

⎭
⎬
⎫

⎩
⎨
⎧

pays he more  theeat,John  more  the*
pay he more  theeats,John  more the

 
Culicover and Jackendoff also note (1999: 559) that subject-auxiliary inversion is 
possible in the second clause but not the first. Thus, (24a) seems acceptable, but 
not (24b). 

 
(24) a. ?The more Bill smokes, the more does Susan hate him. 
        b. *The more does Bill smoke, the more Susan hates him. 
 
Given that subject-auxiliary inversion does not normally occur in subordinate 
clauses but occurs in various types of main clause, this seems to provide further 
evidence that the first clause is a subordinate clause and the second a main clause.  
 It seems, then, that the CC construction consists of a subordinate clause and 
a main clause. However, the subordinate clause is obligatory although it is not a 
complement of some lexical head. Hence, (25) is not possible. 
 
(25) *The more I understand. 
 
On the other hand, it cannot appear with an ‘ordinary’ main clause. 
 
(26) a. *The more books I read, I understand philosophy. 
       b. *The more books I read, I go to sleep. 
        c. *The more books I read, it’s a nice day. 
 
This is another reason why one might see the construction as peripheral.  
 
 
2.3. Related constructions 
 
There are a number of constructions with which the CC construction shares 
certain properties. One is what McCawley (1988) calls the reversed CC 
construction, exemplified by the following:  
 
(27) I understand more, the more I read. 
 
Here the second clause is a the-clause and the first clause contains a bare in-situ 
comparative element. The first clause can vary in form in ways that show clearly 
that it is a main clause. The following illustrate: 

 
(28) I expect him to understand more, the more he reads. 
(29) I am impressed by his understanding more, the more he reads. 
(30) Does he understand more, the more he reads? 
(31) How much more does he understand, the more he reads? 
 

75



An important fact about this construction, noted by McCawley (1988), is that the 
main clause need not contain a comparative element.3 All that is required is that it 
has a certain kind of comparative semantics. Thus, (32) and (33) are acceptable, 
but not (34)  
 
(32) My knowledge increases, the more I read. 
(33) My grades improve, the more I work. 
(34) *My grades are good, the more I work 
 
Unlike in the CC construction, the main clause can appear without the subordinate 
clause, as (35) shows. 
 
(35) I understand more. 
 
Notice, however, that this has a broader range of interpretations than when it 
appears in the reversed construction. (35) can mean ‘I understand more than X’, 
where X is some individual given by the context, whereas the main clause in (27) 
can only mean something like ‘I understand more than previously’. Thus, while 
(36) is fine, (37) is very odd. 

 
(36) Kim understands a lot, but I understand more. 
(37) *Kim understands a lot, but I understand more, the more I read 
 
The reversed construction seems to be simpler than the standard CC construction. 
It is quite like various constructions in which a main clause combines with an 
adjunct clause. All that is special about it is that the main clause is required to 
have a certain kind of semantics and the subordinate clause cannot be ‘fronted’, as 
(38) shows. 
 
(38) *The more I read, I understand more. 
 

More like the CC construction in some ways are the if-then construction, 
also highlighted by McCawley (1988), and the as-so construction, highlighted by 
den Dikken (2003). The following illustrate: 
 
(39) If I read more, then I understand more. 
(40) As I read more, so I understand more. 
 
In both cases it is fairly clear that the first clause is a subordinate clause, but in 
both cases this clause is obligatory although it is not a complement of some 
lexical head. Thus, the following are not possible unless then and so have some 
different interpretation: 
 
(42) *Then I understand more. 
(42) *So I understand more. 
                                                           
3 In earlier work, e.g. Borsley (2004), I assumed that the main clause must contain a 
comparative element and used the feature that I use to handle the-phrases for this purpose. 
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Both constructions have simpler related constructions, as the following illustrate:  
 
(43) I understand more if I read more. 
(44) I understand more as I read more. 
 
These are quite like the reversed CC construction. The subordinate clauses are 
optional adjuncts like the the-clause in reversed construction. However, unlike a 
the-clause they can be fronted, as the following show: 
 
(45) If I read more, I understand more. 
(46) As I read more, I understand more. 
  

To summarize, it seems that we have three constructions, which we might 
call correlative clauses, and that each has a related construction, in which a main 
clause combines with an adjunct clause.  Thus, we have the following situation: 

 
Correlative clause S + adjunct construction 

Standard CC construction Reversed CC construction 
If-then construction S + if-clause 
As-so construction S + as-clause 

 
This classification suggests that the term ‘reversed CC construction’ is not an 
ideal one. However, I will continue to use it. 
 
 
3. An HPSG analysis 
 
I will now show that it is not too difficult to provide an analysis of the standard 
CC construction and the related constructions within the version of HPSG 
developed in Ginzburg and Sag (2000), in which grammars include hierarchies of 
phrase types, subject to various constraints. I will look first at the-clauses and then 
consider the CC construction and the related constructions as a whole. 
 
 
3.1. The-clauses 
 
A satisfactory analysis of the-clauses requires an analysis of the-phrases, so I will 
consider the-phrases first. 

The-phrases are rather like wh-phrases, but whereas wh-phrases are required 
to contain just one element, a wh-word, the-phrases are required to contain two 
elements, the and a comparative word. A NONLOCAL feature ensures that a wh-
phrase contains a wh-word. An obvious approach to the-phrases is to use a 
NONLOCAL feature to ensure that one of the necessary elements appears and to 
let this element require the appearance of the other. To implement this idea I will 
assume that correlative the and constituents that are required to contain it have the 
value the for a NONLOCAL feature FILLERFORM (FFORM for short) and that 
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all other constituents have the value none for this feature.4 Some languages have 
two different elements corresponding to the. One example is Polish, which has 
examples like the following: 

 
(47) Im więcej książek czytam, tym    więcej rozumiem. 
  IM more    books   I-read    TYM more   I-understand 
  ‘The more books I read, the more I understand.’ 
 
In such a language FFORM will have two values apart from none. The evidence 
that FFORM is a NONLOCAL feature is not strong. However, some motivation 
for this assumption comes from the fact that speakers do not generally allow an 
in-situ the-phrase. If FFORM is a NONLOCAL feature, filler and gap will not 
have the same value for FFORM, and we can say that non-filler positions are 
[FFORM none], thus excluding an in-situ the-phrase. There is an alternative view 
of FFORM that one might consider. Some work in HPSG, e.g. Tseng (2003), has 
employed EDGE features, which always appear at the edge of a phrase. FFORM 
behaves like an EDGE feature when it has the value the. However, there is at least 
one language, Polish, where FFORM cannot be an EDGE feature. Polish has 
sentences in which a counterpart of English the is not in initial position, for 
example the following: 

 
(48) Z      im  dawniejszych epok    pochodzi próbka badana        tą            
      from IM earlier            epochs comes     sample investigated this.INS 
 metodą,      tym   błąd  jest większy. 
 method.INS TYM error is   greater 
  ‘The earlier the origin of the sample examined by this method, the greater is 
 the error.’ 
 
I will assume, then, that FFORM is a NONLOCAL feature subject to a special 
linear precedence (LP) constraint, formulated below, when it has the value the.  
 If the-phrases are [FFORM the] and correlative the is the only word that is 
[FFORM the], the-phrases will necessarily contain correlative the. To ensure that 
they also contain a comparative word of some kind we can assume that correlative 
the can only appear as a specifier of a comparative word. Given these 
assumptions, the the-phrase in (1) will have something like the following 
structure: 
 

                                                           
4 In earlier work, e.g. Borsley (2004), I used the name CORREL for this feature. It now 
seems better to me to use this name for a feature which distinguishes the-clauses from 
other sorts of clauses. 
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(49)       NP 
                                         [FFORM the] 
             
                                   QP                    NP 
                          [FFORM the] 

 
   [1]Deg                      Q 

             [FFORM the]      [SPR<[1]>] 
 
 

         the                   more               books 
 
To allow such phrases, we will need a lexical description like that in (50) for the, 
and lexical descriptions of the form in (51) for a comparative word which 
combines with the. 

 
(50) 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

] [FFORM NONLOCAL
 HEAD
 PHON

the
deg
the

 

 
(51) 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

>< ]] [FFORM  NONLOCAL[ SPR
] [AFORM HEAD

the
ecomparativ

ecomparativ-ecorrelativ
 

 
An ordinary comparative word will have a rather different lexical description, not 
allowing a specifier but allowing a than phrase or clause. The two descriptions 
can be analyzed as different ways of fleshing out a basic, partially specified 
lexical description, and only the latter need appear in the lexicon.  

We can now consider the-clauses. One thing we need is some feature 
specification to distinguish such clauses from all other types of clause. As I will 
show below, we cannot use the feature specification which identifies the-phrases 
for this purpose. Therefore we need some other feature specification. It is in fact 
standard within HPSG for filler-gap constructions to be identified by a different 
feature specification from that which identifies their filler constituent. Thus, in 
Ginzburg and Sag’s (2000) analysis, wh-interrogatives are identified by their 
semantic properties while their fillers are identified by the WH feature. Similarly, 
in Sag’s (1997) analysis, relative clauses are identified by having a certain value 
for MOD but when they contain a filler it is identified by the REL feature. It 
seems unlikely that the-clauses can be distinguished by their semantic properties 
or by the value of MOD. At least some the-clauses will presumably have a value 
for the MOD feature which indicates that they modify a clause with what we 
might call an implicit comparison interpretation. However, other sorts of adjunct 
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clause will have the same value for MOD when they modify a clause with the 
relevant semantic properties. The if-clause in (43) is a relevant example. I will 
assume, therefore, that the-clauses, and also if-, then-, as-, and so-clauses, are 
identified by an appropriate value for a CORREL(ative) feature. (Other sorts of 
clause will be [CORREL none].) Assuming this feature, we can propose the 
following structure for the subordinate the-clause in (1): 

 
(52) 

                                              

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

{} SLASH
 CORREL

[3] COMPS
[2] SUBJ

] [VFORM[1] HEAD

the

finv
cl-the

 
                  HD-DTR 

 

                                                   

⎥
⎦

⎤
⎢
⎣

⎡
the FFORM
[4]NP LOCAL

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

{[4]} SLASH
]3[ COMPS

]2[ SUBJ
[1] HEAD

clause

 
 
 
                             the more books                                I read 
 
Here and subsequently, I ignore the fact that all the features are part of the value 
of CATEGORY and the fact that FFORM and SLASH are part of the value of 
NONLOCAL. I am also ignoring the possibility that the clause should have a 
MOD feature, something to which I return. The main the-clause in (1) will have 
essentially the same structure. For the subordinate the-clause in (11), we can 
propose the structure in (53). This is identical to (52) except that the value of 
HEAD in the phrase and its head is c[VFORM fin] rather than v[VFORM fin].  
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(53) 

                                              

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

{} SLASH
 CORREL

[3] COMPS
[2] SUBJ

] [VFORM[1] HEAD

the

finc
cl-the

 
                  HD-DTR 

 

                                                   

⎥
⎦

⎤
⎢
⎣

⎡
the FFORM
[4]NP LOCAL

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

{[4]} SLASH
]3[ COMPS

]2[ SUBJ
[1] HEAD

clause

 
 
 
                             the more books                           that I read 
  
These are complex structures, but their various properties can be attributed to a 
small number of constraints.  
 Before we can present the necessary constraints, we need some phrase types. 
I will assume the following: 
 
(54)         clause                         headed-phrase 
 

                                        head-filler-ph 
 
 

                      the-cl           standard-head-filler-ph 
 
This indicates that a the-clause is both a clause and a head-filler-phrase, the latter 
being one type of headed phrase. It also indicates that a standard-head-filler-
phrase is another type of head-filler phrase.  

The first constraint that we need is the following: 

clause    
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

<> COMPS
)( SUBJ

 HEAD
ss-noncanonlist

verbal

 
(55) 
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This ensures that a clause is a verbal constituent which is either ‘saturated’, i.e. 
contains a full set of dependents, or has an unexpressed subject. Following 
Ginzburg and Sag (2000: 24), verbal is a type with the subtypes verb and c 
(complementizer). Verb in turn has the subtypes v (pure verb) and g (gerund). 
Thus we have the following situation: 
 
(56)                        verbal 
 

                  verb            c 
 

             v              g 
 
Given this, it follows from (55) that a clause may be headed by a pure verb, a 
gerund or a complementizer. In (52) we have a the-clause headed by a pure verb 
and in (53) we have a the-clause headed by a complementizer.  

(55) accounts for some basic properties of (52) and (53). Some others are 
accounted for by the Generalized Head Feature Principle of Ginzburg and Sag 
(2000: 33), which we can formulate as follows: 
 
(57) 

hd-ph     ⎥
⎦

⎤
⎢
⎣

⎡
] /[1]SYNSEM[  DTR-HD

 /[1]SYNSEM

 
This is a default statement, as indicated by the slash notation. It requires a headed 
phrase and its head-daughter to have the same syntactic and semantic properties 
unless some other constraint requires a difference.  
 The differences between the phrase and its head daughter in (52) and (53) 
are a consequence of the following constraint: 

 
(58) 

head-filler-ph      

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

>⎥
⎦

⎤
⎢
⎣

⎡
<

]2[ DTR-HD
{[1]} SLASH

[2] ],[1] LOC[ DTRS

{} SLASH
phrase

 
This ensures that a head-filler-phrase is SLASH {} and has a head daughter which 
is a phrase and a non-head daughter, whose LOCAL value is the local feature 
structure within the value of SLASH on the head daughter. It accounts for some 
of the main properties of (52) and (53). (58) imposes no constraints on the HEAD 
value of the head daughter. Hence, it may be a complementizer-headed phrase, as 
in (53). Obviously, most head-filler constructions cannot be headed by a 
complementizer. We can assume that this is because they are instances of the type 
standard head-filler-phrase, which is subject to the following constraint: 
 
(59)  standard-head-filler-ph     [HD-DTR [HEAD v]] 
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This requires a standard-head-filler-phrase to have a head-daughter which is 
[HEAD v]. It accounts for the impossibility of that in the examples in (12). 
 The main distinctive properties of English the-clauses can be accounted for 
by the following constraint: 

 
(60) 

the-cl     
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

>< [] ], [FFORM DTRS
 CORREL

] [VFORM HEAD

the
the

fin

 
This ensures that a the-clause is finite, is [CORREL the] and has a non-head 
daughter which is [FFORM the]. One consequence of this constraint is that a the-
clause cannot be a gerund. 
 We need one further constraint to ensure that the appears in first position in 
the initial constituent. We can propose the following informal LP constraint here: 
 
(61)  [FFORM the]  <  [FFORM none] 
 
I have not included [FFORM none] in any of the trees that I have presented 
above, but I assume that constituents which are not correlative the or required to 
contain correlative the are [FFORM none]. The ungrammatical examples in (6b) 
and (9b) both contain a [FFORM none] constituent before a [FFORM the] 
constituent. Hence they violate this constraint. A consequence of the constraint is 
that we cannot use [FFORM the] to identify the-clauses. If the-clauses were 
marked as [FFORM the], the reversed construction would violate the constraint. 

We have now accounted for the properties of the-clauses. They have some 
properties because they are clauses, some because they are headed phrases, some 
because they are head-filler-phrases, some because they are the-clauses, and some 
because they contain a [FFORM the] constituent. Most of their properties are 
shared with other constructions of one kind or another. Only those embodied in 
(60) and (61) are specific to the-clauses. 
 
 
3.2. The constructions 
 
We can now consider the constructions as a whole. We suggested at the end of 
section 2 that the standard CC construction is one of three correlative 
constructions, each of which has a related S + adjunct construction. I will look 
first at the latter and then consider the former. 
 An S + adjunct construction is one type of head-adjunct-phrase, in which an 
adjunct combines with an expression off some kind to form a larger expression of 
the same kind. If we assume that what kind of expression an adjunct combines 
with is encoded by the MOD feature, (24) will have something like the following 
structure: 
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(62) 

                                         

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

 [3] COMPS
[2] SUBJ

] [VFORM[1] HEAD finv
ph-adj-hd

 
                              HD-DTR 

 

                    

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

 'comparisonimplicit ' CONTENT
[3] COMPS

[2] SUBJ
[1] HEAD

]4[

cl

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

the

fin
v

cl-the

 CORREL
 COMPS

 SUBJ

[4] MOD
 VFORM HEAD

 
 
 
                              I understand more                          the more I read 
 
Given such structures, a the-clause must be able to have an appropriate value for 
the MOD feature, which I will represent as ‘S[imp-comp]’. I will assume that the-
clauses which are non-heads have this value but that a the-clause which is a head 
is [MOD none]. This means that the constraint in (60) must be replaced by 
something like the following: 
 
(63) 

the-cl     

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

><

⎥
⎦

⎤
⎢
⎣

⎡
∨

[] ], [FFORM DTRS
 CORREL

   comp]'-S[imp' MOD
 VFORM

HEAD

the
the

none
fin

 
Whereas the-clauses combine with a clause with certain semantic properties, 

if-clauses and as-clauses combine with more or less any clause. It follows that 
they will have a MOD feature which does not restrict the CONTENT of the 
clause with which they combine. They will also have different values for 
CORREL, if and as, respectively.  (43) will have something like the following 
structure: 
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(64) 

                                           

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

 [3] COMPS
[2] SUBJ

] [VFORM[1] HEAD finv
ph-adj-hd

 
                         HD-DTR 

 

                                                         ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

[3] COMPS
[2] SUBJ
[1] HEAD

]4[

cl

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

if

fin
c

cl

 CORREL
 COMPS

 SUBJ

[4] MOD
 VFORM HEAD

 
 
 
                              I understand more                         if I read more 
 
(44) will have a similar structure. I assume that the MOD and CORREL features 
of if- and as-clauses are inherited from if and as, respectively, which are 
presumably complementizers. If this is right, there is no need for any special 
phrase types here.  

These analyses require appropriate restrictions on head-adjunct-phrases. We 
can assume something like the following constraint: 
 
(65) 

hd-adj-ph     ⎥
⎦

⎤
⎢
⎣

⎡ ><
[1] DTR-HD

[2]]] [MOD [HEAD ],[2] SS][1[ DTRS

 
This poses no restrictions on the phrase itself, only on its daughters. It follows 
from the Generalized Head Feature Principle that head-adjunct phrases are the 
same type of phrase as their head. It follows from this that this type of phrase 
must be licensed in other positions and hence that adjuncts are optional. As we 
have seen, this is the case in the three S + adjunct constructions. 

We noted in 2.3 that the the-clause in the reversed CC construction cannot 
be fronted. We can ensure this with the following LP constraint: 

 
(66) [DTRS <[1][CORREL none], [2][CORREL the]>]    [1]  <  [2] 
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We can now consider the correlative constructions. They differ from the 
corresponding S + adjunct constructions in that the main clause has some 
distinctive marking and cannot appear on its own. I assume that the distinctive 
marking is a reflection of the value of CORREL and that this is why these clauses 
cannot appear on their own. I assume that the constructions are [CORREL none] 
like most clauses. Thus, what we have here are non-standard head-adjunct-
phrases, in which the phrase and its head differ in certain respects. Given these 
assumptions, (1) will have something like the following structure:  
 
(67) 

                                             

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

none

none
fin

v
clause-c-c

 CORREL
[3] COMPS

[2] SUBJ

 MOD
 VFORM[1] HEAD

 
                                                         HD-DTR 
 

                     

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

<>
<>

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

{} SLASH
 CORREL

 COMPS
 SUBJ

[4] MOD
 VFORM HEAD

the

fin
v
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              The more books I read                  the more I understand 
 
For the if-then construction we can propose the structure in (68).  
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                            If I read more                 then I understand more 
 
The as-so construction will have a very similar structure. I will not try to decide 
what the internal structure of then- and so-clauses is.5

To provide an account of the constructions, we need some further phrase 
types as follows: 
 

                                                           
5 One complication, brought to my attention by Anne Abeillé, is that then-clauses are 
relatively unconstrained. For example, they can be both interrogatives and imperatives. 
 
(i) If you see Kim, then what will you say? 
(ii) If you see Kim, then ask him about the project. 
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(69)                    clause           hd-adj-ph  
  
                              ...             correlative-cl         standard-hd-adj-ph 
   
                                    c-c-cl           if-then-cl       as-so-cl 

 
Here we have a type correlative-clause, which is a subtype of clause and head-
adjunct-phrase and has the subtypes c-c-clause, if-then-clause and as-so-clause. 
We also have a type standard-head-adjunct-phrase. 

Again, various properties of the constructions follow from (55) and (57). 
Others follow from the following constraint: 
 
(70) 
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><
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[] ], [1][MOD  DTRS
 CORREL

  HEAD

none
none

v

 
This ensures that a correlative clause is [HEAD v] and [CORREL none], and has 
a head daughter, which is [MOD none], and a non-head daughter. It is fairly clear 
that we must require the construction to be [CORREL none] and the head to be 
[MOD none], but one might wonder if the [HEAD v] stipulation is necessary. 
However, in an example like (11) the head daughter is [HEAD c], but the 
construction should presumably be [HEAD v]. If this is right, the [HEAD v] 
stipulation is necessary. 

We can account for the distinctive properties of the three subtypes of 
correlative-clause with the following constraints: 
 
(71) a. c-c-cl    [DTRS <[CORREL the], [CORREL the]>] 
        b. if-then-cl    [DTRS <[CORREL then], [CORREL if]>] 
        c. as-so-cl    [DTRS <[CORREL so], [CORREL as]>] 
 
We also need to ensure that the main clause comes second in these constructions. 
Here we can propose the following constraint: 
 
(72) [DTRS <[1][CORREL ¬none], [2][ CORREL ¬none]>]    [2]  <  [1] 
 
This ensures that where two sisters have a value other than none for the feature 
CORREL, the non-head comes first.  

We saw in 2.2 that, it is possible to have a tag question which reflects the 
second clause of the CC construction but not the first clause and that in the right 
context, the verb in the second clause but not the verb in the first clause may have 
subjunctive morphology. These facts follows from the fact that the second clause 
is the head with the same syntactic and semantic properties as the construction 
except where some constraint requires a difference.  
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We also saw in 2.2 that subject-auxiliary inversion is possible in a main the-
clause. If we don’t say anything special, it will be possible. We need, however, to 
say something to prevent subject-auxiliary inversion in subordinate the-clauses. 
We can propose the following constraint here: 
 
(73) 

⎥
⎦

⎤
⎢
⎣

⎡
¬ none

cl-the
  MOD

    [INV -]   

  
Notice that we cannot say that subject-auxiliary inversion is impossible in all 
adjunct clauses given the possibility of counterfactual conditionals like that in 
(74) 
 
(74) Had he been there, we would have seen him. 
 
What about the other clauses that we are concerned with here? If if and as are 
complementizers, there is no need to specify a value for INV on if-clauses and as-
clauses. Whether it is necessary to mark the then and so clauses as [INV -] will 
depend on how then and so are analysed, a matter which I am not considering 
here. 

I suggested earlier that the main clause in a correlative construction cannot 
appear on its own because of the value it has for the CORREL feature. The idea 
here is that root clauses are [CORREL none]. In fact with the exception of the 
adjunct position in a head-adjunct-phrase and the two daughters in a correlative-
clause all clausal positions must be [CORREL none]. I will not try to decide how 
this restriction should be imposed, but as long as it is imposed, it will be 
impossible for the main clause in a correlative construction to appear on its own. 

We now have an account of the main properties of the standard CC 
construction and the other correlative constructions. They have some properties 
because they are clauses and headed phrases, some because they are correlative-
clauses, some because they are one of the subtypes of correlative-clause, and 
some because of the daughters they contain. Only the constraints in (71a) and (73) 
are specific to the standard CC construction. 
 
 
3.3. Copula omission 
 
We must now consider how copula-omission might be accommodated. I will 
suggest that it is the result of the special properties of one verb, be, and one 
construction, the head-filler-phrase. 

I propose that head-filler phrases but not other types of phrase can have a 
null head and that only be has a phonologically null form. Assuming that 
phonologically null forms are [NULL +], we can propose the lexical description 
in (75) for the null form of be, which will give structure in (76) for the first clause 
in (13).  
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(75) 
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                             the more intelligent                     the students 
 
I use ‘F’ here to stand for whatever restrictions need to be placed on the subject. 
The important features of (75) are the [NULL +] feature, the COMPS feature, 
which ensures that this form does not have an in-situ complement, and the 
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SLASH feature, which ensures that it has a fronted complement.6 (76) is just like 
(52) except that the construction and hence its head is [NULL +]. Assuming that 
only head-filler-phrases can have a null head, the ungrammatical examples in (14) 
are ruled out. In (14a) the null copula has an in-situ complement, which is not 
allowed by (75). In (14b), (14c) and (14d) the null copula is not the head of a 
head-filler-phrase. In (14b) will is the head of the head-filler-phrase, in (14c) 
seems is, and in (14d) that is. 
 
 
5. Concluding remarks 
 
In this paper I have provided an HPSG analysis of the CC construction and 
related constructions. I have treated the-clauses as non-standard head-filler 
phrases, similar in some ways to standard head-filler-phrases but with some 
distinctive properties, and I have treated the standard CC construction as a non-
standard head-adjunct-phrase, similar in some ways to standard head-adjunct-
phrases but with some distinctive properties. The analysis captures both the 
distinctive properties of the construction and the properties it shares with other 
constructions. This is not really surprising, given that hierarchies of phrase-types 
are designed to allow constraints of any level of generality from the very general 
to the very specific. Thus, they can accommodate the peculiar properties of 
peripheral constructions without missing generalizations. It seems likely that they 
will be able to accommodate other peripheral phenomena equally well. There may 
well be some important support for HPSG here. 
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Abstract

Linearization-based HPSG theories are widely used for analyz-
ing languages with relatively free constituent order. This paper in-
troduces the Generalized ID/LP (GIDLP) grammar format, which
supports a direct encoding of such theories, and discusses key as-
pects of a parser that makes use of the dominance, precedence, and
linearization domain information explicitly encoded in this gram-
mar format. We show that GIDLP grammars avoid the explosion
in the number of rules required under a traditional phrase structure
analysis of free constituent order. As a result, GIDLP grammars
support more modular and compact grammar encodings and require
fewer edges in parsing.

1 Introduction

Within the framework of Head-Driven Phrase Structure Grammar (HPSG), the so-
called linearization-based approaches have argued that constraints on word order
are best captured within domains that extend beyond the local tree. A range of
analyses for languages with relatively free constituent order have been developed
on this basis (see, for example, Reape 1993; Kathol 1995; Müller 1999a; Donohue
and Sag 1999; Bonami et al. 1999) so that it is attractive to exploit these approaches
for processing languages with relatively free constituent order.

This paper introduces a grammar format that supports a direct encoding of
linearization-based HPSG theories. The Generalized ID/LP (GIDLP) format ex-
plicitly encodes the dominance, precedence, and linearization domain information
and thereby supports the development of efficient parsing algorithm making use of
this information. We make this concrete by discussing key aspects of a parser for
GIDLP grammars that integrates the word order domains and constraints into the
parsing process.

2 Linearization-based HPSG

The idea of discontinuous constituency was first introduced into HPSG in a series
of papers by Mike Reape (see Reape 1993, and references therein).1 The core idea
is that word order is determined not at the level of the local tree, but at the newly
introduced level of an order domain, which can include elements from several local
trees. We interpret this in the following way: Each terminal has a corresponding

*This paper includes material from (Daniels and Meurers 2004). The authors would like to thank
Stefan Müller and the anonymous reviewers for HPSG04 and COLING04, as well as the HPSG04
and COLING04 audiences for advice and helpful comments.

1Apart from Reape’s approach, there have been proposals for a more complete separation of word
order and syntactic structure in HPSG (see, for example, Richter and Sailer 2001; Penn 1999), an
option outside the scope of this paper.
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order domain, and just as constituents combine to form larger constituents, so do
their order domains combine to form larger order domains.

Following Reape, a daughter’s order domain enters its mother’s order domain
in one of two ways. The first possibility, domain union, forms the mother’s order
domain by shuffling together its daughters’ domains. The second option, domain
compaction, inserts a daughter’s order domain into its mother’s. Compaction has
two effects:

• Contiguity: The terminal yield of a compacted category contains all and
only the terminal yield of the nodes it dominates; there are no holes or addi-
tional strings.

• LP Locality: Precedence statements only constrain the order among ele-
ments within the same compacted domain. In other words, precedence con-
straints cannot look into a compacted domain.

Note that these are two distinct functions of domain compaction: defining a
domain as covering a contiguous stretch of terminals is in principle independent of
defining a domain of elements for LP constraints to apply to. In linearization-based
HPSG, domain compaction encodes both aspects.

Later work (Kathol and Pollard 1995; Kathol 1995; Yatabe 1996) introduced
the notion of partial compaction, in which only a portion of the daughter’s order
domain is compacted; the remaining elements are domain unioned.

3 Processing linearization-based HPSG

Formally, a theory in the HPSG architecture consists of a set of constraints on the
data structures introduced in the signature. As such, word order domains are just
additional structures, and the constraints on word order domains are no different
from constraints on any other structure, and so the incorporation of linearization
into a linguistic theory creates no formal difficulties. On the computational side,
however, most systems employ parsers to efficiently process HPSG-based gram-
mars organized around a phrase structure backbone. Phrase structure rules encode
immediate dominance (ID) and linear precedence (LP) information in local trees,
so they cannot directly encode linearization-based HPSG, which posits word order
domains that can extend the local trees.

The ID/LP grammar format (Gazdar et al. 1985) was introduced to separate im-
mediate dominance from linear precedence, and several proposals have been made
for direct parsing of ID/LP grammars (see, for example, Shieber 1984). However,
the domain in which word order is determined still is the local tree licensed by an
ID rule, which is insufficient for a direct encoding of linearization-based HPSG.

The LSL grammar format as defined by Suhre (1999) (based on (Götz and Penn
1997)) allows elements to be ordered in domains that are larger than a local tree; as
a result, categories are not required to cover contiguous strings. Linear precedence
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constraints, however, remain restricted to local trees: elements that are linearized
in a word order domain larger than their local tree cannot be constrained. The ap-
proach thus provides valuable worst-case complexity results, but it is inadequate
for encoding linearization-based HPSG theories, which crucially rely on the possi-
bility to express linear precedence constraints on the elements within a word order
domain.

In sum, no grammar format is currently available that adequately supports the
encoding of a processing backbone for linearization-based HPSG grammars. As
a result, implementations of linearization-based HPSG grammars have taken one
of two options. Some simply do not use a parser, such as the work based on Con-
Troll (Götz and Meurers 1997); as a consequence, the efficiency and termination
properties of parsers do not (automatically) transfer to such approaches.

The other approaches use a minimal parser that can only take advantage of a
small subset of the requisite constraints. Such parsers are typically limited to the
general concept of resource sensitivity – every element in the input needs to be
found exactly once – and the ability to require certain categories to dominate a
contiguous segment of the input. Some of these approaches (Johnson 1985; Reape
1991) lack word order constraints altogether. Others (van Noord 1991; Ramsay
1999) have the grammar writer provide a combinatory predicate (such as concate-
nate, shuffle, or head-wrap) for each rule specifying how the string coverage of the
mother is determined from the string coverages of the daughter. In either case, the
task of constructing a word order domain and enforcing word order constraints in
that domain is left out of the parsing algorithm; as a result, constraints on word
order domains either cannot be stated or are tested in a separate clean-up phase
following the generate-and-test paradigm.

4 Defining GIDLP Grammars

To develop a grammar format for linearization-based HPSG, we take the syntax of
ID/LP rules and augment it with a means for specifying which daughters form com-
pacted domains. A Generalized ID/LP (GIDLP) grammar consists of four parts: a
start declaration, a set of lexical entries, a set of grammar rules, and a set of global
order constraints. We begin by describing the first three parts, which are remi-
niscent of context-free grammars (CFGs), and then address order constraints in
section 4.1.2

• The start declaration has the form start(S , L) and states the start symbol
S of the grammar and any linear precedence constraints L constraining the
start domain.

2We base the discussion in this paper on simple term categories; nothing hinges on this, and
when using the formalism to encode linearization-based HPSG grammars, one will naturally use the
feature descriptions known from HPSG as categories.
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• Lexical entries have the form A ⇀ t and link the pre-terminal A to the
terminal t, just as in CFGs.

• Grammar rules have the form A ⇀ α; C. They specify that a non-terminal
A immediately dominates a list of non-terminals α in a domain where a set
of order constraints C holds.

• Global LP constraints, as described in section 4.1.1.

• Global compaction statements, as described in section 4.1.2.

Note that in contrast to CFG rules, the order of the elements in α does not
encode immediate precedence or otherwise contribute to the denotational meaning
of the rule. Instead, the order can be used to generalize the head marking used
in grammars for head-driven parsing (Kay 1990; van Noord 1991) by additionally
ordering the non-head daughters; this is discussed further in section 6.

If the set of order constraints is empty, we obtain the simplest type of rule,
exemplified in (1).

(1) S⇀ NP, VP

This rule says that an S may immediately dominate an NP and a VP, with no con-
straints on the relative ordering of NP and VP. If no other rule in the grammar
imposes additional constraints, the lexical material dominated by NP may appear
before, after, or intermingled with the material dominated by VP; material from
other constituents not dominated by S may also intervene.

4.1 Order Constraints

GIDLP grammars include two types of order constraints: LP constraints and com-
paction statements.

4.1.1 Linear Precedence Constraints

All LP constraints enforce the intuitive idea that any instance of the LHS of the
constraint must precede any instance of the RHS within the same context: in-
dividual rules (as rule-level constraints) or word order domains (as domain-level
constraints). Domain-level constraints can also be specified as global order con-
straints, which has the effect that they are specified for each single domain.

The formal definition of precedence is as follows: consider all pairs of elements
in a context where the first completely precedes the second. If any of these pairs
jointly matches3 the pair description 〈B, A〉, the constraint is violated.4

3The precise definition of ‘match’ will depend on the nature of A and B. For instance, matching
involves an identity test when categories are atomic and a subsumption test when categories are
feature structures.

4This definition is due to (Kasper et al. 1995) and is intended to deal with cases where the nature of
the match between the first element and A will influence whether or not the second element matches
B, and vice versa.
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LP constraints may optionally require that there be no intervening material be-
tween the two elements: this is referred to as immediate precedence. LP constraints
are notated as follows:

• Weak precedence: A<B.

• Immediate precedence: A�B.

The symbols A and B may be descriptions or tokens. A constraint involving de-
scriptions applies to any pair of elements in any domain in which the described
categories occur; it thus can also apply more than once within a given rule or do-
main. Tokens, on the other hand, can only occur in rule-level constraints and refer
to particular RHS members of a rule. In this paper, tokens are represented by num-
bers referring to the subscripted indices on the RHS categories.

In (2) we see an example of a rule-level linear precedence constraint.

(2) A⇀ NP1, V2, NP3; 3<V

This constraint specifies that the token 3 in the rule’s RHS (the second NP) must
precede any constituents described as V occurring in the same domain (this in-
cludes, but is not limited to, the V introduced by the rule).

4.1.2 Compaction Statements

As with LP constraints, compaction statements exist as rule-level and as global or-
der constraints; they cannot, however, occur within other compaction statements. A
rule-level compaction statement has the form 〈α, A, L〉, where α is a list of tokens,
A is the category representing the compacted domain, and L is a list of domain-
level precedence constraints. Such a statement specifies that the constituents ref-
erenced in α form a compacted domain with category A, inside of which the order
constraints in L hold. As specified in section 2, a compacted domain must be con-
tiguous (contain all and only the terminal yield of the elements in that domain),
and it constitutes a local domain for LP statements.

It is because of partial compaction that the second component A in a com-
paction statement is needed. If only one constituent is compacted, the resulting
domain will be of the same category; but when multiple categories are fused in
partial compaction, the category of the resulting domain needs to be determined so
that LP constraints can refer to it.

The rule in (3) illustrates compaction: each of the S categories forms its own
domain. In (4) partial compaction is illustrated: the V and the first NP form a
domain named VP to the exclusion of the second NP.

(3) S⇀ S1, Conj2, S3; 1�2, 2�3, 〈[1], S, 〈[]〉〉, 〈[3], S, 〈[]〉〉
(4) VP⇀ V1, NP2, NP3; 〈[1, 2], VP, 〈[]〉〉
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One will often compact only a single category without adding domain-specific
LP constraints, so we introduce the abbreviatory notation of writing such a com-
pacted category in square brackets. In this way (3) can be written as (5).

(5) S⇀ [S1], Conj2, [S3]; 1�2, 2�3

A final abbreviatory device is useful when the entire RHS of a rule forms a
single domain, which Suhre (1999) refers to as “left isolation”. This is denoted
by using the token 0 in the compaction statement if linear precedence constraints
are attached, or by enclosing the LHS category in square brackets, otherwise. (See
rules (23d) and (23j) in section 8 for an example of this notation.)

The formalism also supports global compaction statements. A global com-
paction statement has the form 〈A, L〉, where A is a description specifying a cate-
gory that always forms a compacted domain, and L is a list of domain-level prece-
dence constraints applying to the compacted domain.

4.2 Examples

We start with an example illustrating how a CFG rule is encoded in GIDLP format.
A CFG rule encodes the fact that each element of the RHS immediately precedes
the next, and that the mother category dominates a contiguous string. The context-
free rule in (6) is therefore equivalent to the GIDLP rule shown in (7).

(6) S→ Nom V Acc

(7) [S]⇀ V1, Nom2, Acc3; 2�1, 1�3

In (8) we see a more interesting example of a GIDLP grammar.

(8) a) start(A, [])

b) A⇀ B1, C2, [D3]; 2<3

c) B⇀ F1, G2, E3

d) C⇀ E1, D2, I3; 〈[1,2], H, 〈[]〉〉
e) D⇀ J1, K2

f) Lexical entries: E⇀ e, . . .

g) E<F

(8a) is the start declaration, stating that an input string must parse as an A; the
empty list shows that no LP constraints are specifically declared for this domain.
(8b) is a grammar rule stating that an A may immediately dominate a B, a C, and
a D; it further states that the second constituent must precede the third and that the
third is a compacted domain. (8c) gives a rule for B: it dominates an F, a G, and an
E, in no particular order. (8d) is the rule for C, illustrating partial compaction: its
first two constituents jointly form a compacted domain, which is given the name H.
(8e) gives the rule for D and (8f) specifies the lexical entries (here, the preterminals
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just rewrite to the respective lowercase terminal). Finally, (8g) introduces a global
LP constraint requiring an E to precede an F whenever both elements occur in the
same domain.

Now consider licensing the string efjekgikj with the above grammar. The parse
tree, recording which rules are applied, is shown in (9). Given that the domains in
which word order is determined can be larger than the local trees, we see crossing
branches where discontinuous constituents are licensed.

(9) A

B C [D]

E F [D E]H G I K J

J K

e f j e k g i k j

To obtain a representation in which the order domains are represented as local
trees again, we can draw a tree with the compacted domains forming the nodes, as
shown in (10).

(10) A

H D

e f j e k g i k j

There are three non-lexical compacted domains in the tree in (9): the start A,
the compacted D, and the partial compaction of D and E forming the domain H
within C. In each domain, the global LP constraint E < F must be obeyed. Note
that the string is licensed by this grammar even though the second occurrence of E
does not precede the F. This E is inside a compacted domain and therefore is not
in the same domain as the F, so that the LP constraint does not apply to those two
elements. This illustrates the property of LP locality: domain compaction acts as a
‘barrier’ to LP application.

The second aspect of domain compaction, contiguity, is also illustrated by the
example, in connection with the difference between total and partial compaction.
The compaction of D specified in (8b) requires that the material it dominates be a
contiguous segment of the input. In contrast, the partial compaction of the first two
RHS categories in rule (8d) requires that the material dominated by D and E, taken
together, be a continuous segment. This allows the second e to occur between the
two categories dominated by D.

Finally, the two tree representations above illustrate the separation of the com-
binatorial potential of rules (9) from the flatter word order domains (10) that the
GIDLP format achieves. It would, of course, be possible to write phrase struc-
ture rules that license the word order domain tree in (10) directly, but this would
amount to replacing a set of general rules with a much greater number of flatter
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rules corresponding to the set of all possible ways in which the original rules could
be combined without introducing domain compaction. Müller (2004) discusses the
combinatorial explosion of rules that results for an analysis of German if one wants
to flatten the trees in this way. If recursive rules such as adjunction are included –
which is necessary since adjuncts and complements can be freely intermixed in the
German Mittelfeld – such flattening will not even lead to a finite number of rules.
We will return to this issue in section 8.

4.3 The Formal Definition of a GIDLP Grammar

The formal definition of a GIDLP grammar arises from the intuition behind the
formal definition of a context-free grammar:

A context-free grammar G is a quadruple (V,Σ,R, S ), where V is an
alphabet, Σ (the set of terminals) is a subset of V , R (the set of rules)
is a finite subset of (V −Σ)×V∗, and S (the start symbol) is an element
of V − Σ. The members of V − Σ are called nonterminals. For any
A ∈ V − Σ and u ∈ V∗, we write A →G u whenever (A, u) ∈ R. For
any strings u, v ∈ V∗, we write u ⇒G v if and only if there are strings
x, y ∈ V∗ and A ∈ V−Σ such that u = xAy, v = xv′y, and A→G v′. The
relation ⇒∗G is the reflexive, transitive closure of ⇒G. Finally, L(G),
the language generated by G, is {w ∈ Σ∗ : S ⇒∗G w}; we also say that
G generates each string in L(G) (Lewis and Papadimitriou 1998).

In particular, just as a context-free derivation is expressed as a series of strings
over the corresponding alphabet, a GIDLP derivation will need to be expressed in
terms of a series of domain objects that may contain categories and other domain
objects.

A GIDLP grammar is a quintuple 〈T,N,R, L,G〉where T is a set of terminals,
N is a set of nonterminal categories,5 R is the start domain object (defined below), L
a relation from T → N (the lexicon), and G a set of grammar rules (the grammar).

A grammar rule is a triple 〈A, α,C〉where A ∈ N is the left-hand side category
of the rule, α is a string of category-token pairs 〈a, b〉, where a ∈ N and b ∈ N, and/
or domain objects (the right-hand side of the rule), and C is a set of LP constraints.

A domain object is a triple 〈A, α,C〉 where A ∈ N is the result category of the
domain, α is a string of nonterminals and/or domain objects, and C is a set of LP
constraints.

An LP constraint is a triple 〈a, b, t〉 where a, b ∈ (N ∪ N) and t ∈ {w, i} (rep-
resenting weak and immediate precedence, respectively). Such an LP constraint is
satisfied by a domain object when, for all pairs of distinct domain elements x, y
such that x precedes y, it must be the case that x, y does not match the pair descrip-
tion b, a. In addition, if t = i, then for all pairs of distinct domain elements x, y

5The definitions in this section are intended to be independent of the nature of the elements of N;
the only requirement is that the operation of pairwise-matching is defined. This allows the definitions
to work with both atomic categories and feature structure categories.
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such that x does not immediately precede y, it must be the case that x, y does not
match the pair description a, b.

Now let A be the domain object 〈a, αAβ,Cd〉 and A′ the domain object A′ =
〈a, γ,Cd〉. If there is a rule r ∈ G such that r = 〈A, δ,Cr〉 and γ is a permutation of
α · δ · β such that, for all c ∈ (Cd ∪Cr), γ satisfies c, then we say that A⇒ A′ (read
A derives A′ in one step). In effect, γ represents a valid insertion of δ into αβ.

The transitive closure of⇒ is denoted ⇒∗; when A ⇒∗ A′, we say A derives
A′, and A′ is derived from A. Finally, let a preterminal string s of a terminal string
t with length n be a string of length n such that for all 0 ≤ i < n, 〈ti, si〉 ∈ L. Then
a string of terminals is recognized by a grammar if there exists a corresponding
preterminal string that can be derived from the start domain object of the grammar.

As an example, the grammar in (8) is formally described in (11) (for clarity,
rule RHSs are given in terms of categories only instead of category-token pairs).

(11)

T = {e, f , g, i, j, k}
N = {A, B,C,D, E, F,G,H, I, J,K}
R = 〈A, [A], {〈E, F,w〉}〉
L = {〈e, E〉 , 〈 f , F〉 , . . .}
G = { 〈A, [B,C, 〈D, [D], {〈E, F,w〉}〉], {〈2, 3,w〉}〉 ,

〈B, [F,G, E], ∅〉 ,
〈C, [〈H, [D, E], {〈E, F,w〉}〉 , I], ∅〉 ,
〈D, [J,K], ∅〉}

Note that, aside from the fact that the compaction statements appear ‘inside’ the
rules, (8) and (11) only differ in the absence of global order statements; these are
merely an abbreviatory device for grammar writers. The derivation of the string
efjekgikj is given in (12).

(12)

〈A, [A]〉
⇒ 〈A, [B,C, 〈D, [D]〉]〉
⇒ 〈A, [B,C, 〈D, [D]〉]〉
⇒ 〈A, [E, F,G,C, 〈D, [D]〉〉
⇒ 〈A, [E, F, 〈H, [D, E]〉 ,G, I, 〈D, [D]〉〉
⇒ 〈A, [E, F, 〈H, [J, E,K]〉 ,G, I, 〈D, [D]〉〉
⇒ 〈A, [E, F, 〈H, [J, E,K]〉 ,G, I, 〈D, [K, J]〉〉
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5 A Parsing Algorithm for GIDLP

We have developed a GIDLP parser based on Earley’s algorithm for context-free
parsing (Earley 1970). In Earley’s original algorithm, each edge encodes the inter-
val of the input string it covers. With discontinuous constituents, however, that is
no longer an option. In the spirit of Johnson (1985) and Reape (1991), and follow-
ing Ramsay (1999), we represent edge coverage with bitvectors, stored as integers.
For instance, 00101 represents an edge covering words one and three of a five-word
sentence.6

Our parsing algorithm begins by seeding the chart with passive edges corre-
sponding to each word in the input and then predicting a compacted instance of
the start symbol covering the entire input; each final completion of this edge will
correspond to a successful parse.

As with Earley’s algorithm, the bulk of the work performed by the algorithm
is borne by two steps, prediction and completion. Unlike the context-free case,
however, it is not possible to anchor these steps to string positions, proceeding
from left to right. In order for the parser to operate as efficiently as possible, it
must be possible for the prediction step to intelligently take word order constraints
into account. Once a daughter of an active edge has been found, the other daughters
should only be predicted to occur in string positions which are compatible with the
word order constraints of the active edge. For example, consider the edge in (13).

(13) A⇀ B1 • C2 ; 1<2

This notation represents the point in the parse during which the application of this
rule has been predicted, and a B has already been located. Assuming that B has
been found to cover the third position of a five-word string, two facts are known.
From the LP constraint, C cannot precede B, and from the general principle that
the RHS of a rule forms a partition of its LHS, C cannot overlap B. Thus C cannot
cover positions one, two, or three.

5.1 Compiling LP Constraints into Bitmasks

We can now discuss the integration of GIDLP word order constraints into the pars-
ing process. A central insight of our algorithm is that the same data structure used
to describe the coverage of an edge can also encode restrictions on the parser’s
search space. This is accomplished with two classes of bitvectors: negative masks
(n-masks) and positive masks (p-masks). Efficient bitvector operations (Daniels
and Meurers 2002) can then be used to compute, manipulate, and test the encoded
constraints.

Negative Masks The n-mask constrains the set of possible coverage vectors that
could complete the edge. The 1-positions in a masking vector represent the posi-
tions that are masked out: the positions that cannot be filled when completing this

6Note that the first word is the rightmost bit.
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edge. The 0-positions in the negative mask represent positions that may potentially
be part of the edge’s coverage. For the example above, the coverage vector for
the edge is 00100 since only the third word B has been found so far. Assuming
no restrictions from a higher rule in the same domain, the n-mask for C is 00111,
encoding the fact that the final coverage vector of the edge for A must be either
01000, 10000, or 11000 (that is, C must occupy position four, position five, or both
of these positions). The negative mask in essence encodes information on where
the active category cannot be found.

Positive Masks The p-mask encodes information about the positions the active
category must occupy. This knowledge arises from immediate precedence con-
straints. For example, consider the edge in (14).

(14) D⇀ E1 • F2 ; 1�2

If E occupies position one, then F must at least occupy position two; this would be
represented by a p-mask of 00010.

Thus in the prediction step, the parser considers each rule in the grammar that
provides the symbol being predicted, and for each rule, it generates bitmasks for
the new edge, taking both rule-level and domain-level order constraints into ac-
count. The resulting masks are checked to ensure that there is enough space in the
resulting mask for the minimum number of categories required by the rule.7

Then, as part of each completion step, the parser must update the LP constraints
of the active edge with the new information provided by the passive edge. As
edges are initially constructed from grammar rules, all order constraints are initially
expressed in terms of either descriptions or tokens. As the parse proceeds, these
constraints are updated in terms of the actual locations where matching constituents
have been found. For example, a constraint like 1 < 2 (where 1 and 2 are tokens)
can be updated with the information that the constituent corresponding to token 1
has been found as the first word, i.e. as position 00001.

In summary, compiling LP constraints into bitmasks in this way allows the LP
constraints to be integrated directly into the parser at a fundamental level. Instead
of weeding out inappropriate parses in a cleanup phase, LP constraints in this parser
can immediately block an edge from being added to the chart.

6 Beyond Head-driven Parsing

As described in the GIDLP grammar format defined above, the order of the RHS
of a grammar rule does not encode the terminal order of the daughters. Instead, it
expresses the order in which the parser will search for these elements.

7This optimization only applies to epsilon-free grammars. Further work in this regard can involve
determining the minumum and maximum yields of each category; some optimizations involving this
information can be found in Haji-Abdolhosseini and Penn (2003).
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For a simple example of a construction where ordering the non-head daugh-
ters is useful, consider a grammar covering raising verbs in Icelandic as discussed
in (Sag et al. 1992). Many verbs in Icelandic assign “quirky case” (i.e. non-
nominative) to their subjects; these case assignments persist when the subject is
raised to be the subject or object of a matrix verb. This is illustrated by the data in
(15) – (20).

(15) Hana
her.acc

virðist
seems

vanta
to-lack

peninga
money

‘She seems to lack money.’

(16) Barninu
the-child.dat

virðist
seems

hafa
to-have

batnað
recovered-from

veikin
the-disease

‘The child seems to have recovered from the disease.’

(17) Verkjanna
the-pains.gen

virðist
seem

ekki
not

gæta
to-be-noticeable

‘The pains don’t seem to be noticeable.’

(18) Hann
he.nom

telur
believes

mig
me.acc

vanta
to-lack

peninga
money

‘He believes that I lack money.’

(19) Hann
he

telur
believes

barninu
the-child.dat

hafa
to-have

batnað
recovered-from

veikin
the-disease

‘He believes the child to have recovered from the disease.’

(20) Hann
he

telur
believes

verkjanna
the-pains.gen

ekki
not

gæta
to-be-noticeable

‘He believes the pains to be not noticeable.’

In other words, the fact that the subject in (15) and (18) is accusative is a reflec-
tion of the embedded verb ‘lack’ rather than the matrix verbs ‘seem’ or ‘believe’;
the same situation holds for the dative [(16), (19)] and genitive [(17), (20)] exam-
ples. In all other respects, however, the matrix verb is still the head of its clause
(it must agree in number with the subject, for example). Thus from a parsing per-
spective, the embedded verb must be known before it can be determined whether a
given noun phrase is an acceptable subject for the matrix verb.

Consider a head-driven parser (van Noord 1997): a variant of a phrase-structure
parser in which a designated element (the head) is parsed before any other comple-
ment); the non-head daughters that occur to the right of the head are then parsed in
the usual left-to-right order. With such a parser, the grammar writer would write a
rule like (21) to license the matrix clause.

(21) S⇀ NPsubj Vhead VPinf
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With such a rule, the parser will first locate the head (here, the V), then the NP,
and finally the VP. As a consequence, the constraints in the VP on the case of the
subject will not be known until after the subject has been found. The parser will
therefore try all possible NPs as subjects, and then see which the embedded verb
phrase rejects.

With the GIDLP formalism, in contrast, the grammar writer could specify the
rule as (22) to avoid this generate-and-test pattern.

(22) S⇀ V1, VP2
inf , NP3

subj

Now the parser will not look for the subject of the clause until the embedded verb
phrase has been located, and so only NPs with the appropriate case will even be
considered.

7 Computational Complexity

Suhre (1999) shows that the membership problem for his LSL grammar formalism
(a subset of the GIDLP formalism; thus comparable results for GIDLP grammars
could be no better) is NP-complete, both when considering the grammar plus the
string as input (general membership problem) as well as when only the string is
considered as input (fixed membership problem). It has been known since Huynh
(1983) that the general membership problem for unordered context-free grammars
(ID/LP grammars without LP statements) is also NP-complete, so Suhre’s first re-
sult is not surprising. That the fixed membership problem for LSL grammars is also
NP-complete is less straightforward; fortunately, Suhre (1999, 61ff) demonstrates
that it stems from the potential for recursive growth of discontinuities. As a result,
when the parser can assume an upper bound on the number of discontinuities in any
given constituent, the fixed membership problem becomes polynomial. Formally,
this can be achieved by requiring that the number of discontinuities introduced by
a recursive non-terminal is bounded by some constant.

Interestingly, a related practical proposal based on linguistic argumentation is
discussed by Müller (1999b). He proposes a continuity constraint for linearization-
based HPSG which requires saturated phrasal elements (that is, maximal projec-
tions) to be continuous.8 Müller shows that adding his continuity constraint results
in a significant reduction in the number of passive edges and thereby significant
improvements in parsing performance. This continuity constraint is weaker than
Suhre’s condition in that recursion on the level of adjunction is not restricted. It
is, however, interesting to note in this context that a grammar incorporating the
X-schema (Jackendoff 1977) will require all non-head constituents to be maxi-
mal projections. In sum, Müller’s result strongly suggests that further research
on linguistically-motivated continuity constraints can result in efficient parsing of
those GIDLP grammars which include such constraints.

8If extraposition is handled via discontinuous constituents, a more complex constraint is required.
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8 Evaluation

As discussed at the end of section 4.2, it is possible to take a GIDLP grammar and
write out the discontinuity. All non-domain introducing rules must be folded into
the domain-introducing rules, and then each permitted permutation of a RHS must
become a context-free rule on its own – generally, at the cost of a factorial increase
in the number of rules.

This construction indicates the basis for a preliminary assessment of the GIDLP
formalism and its parser. The grammar in (23) recognizes a very small fragment
of German, focusing on the free word order of arguments and adjuncts in the so-
called Mittelfeld that occurs to the right of either the finite verb in yes-no questions
or the complementizer in complementized sentences.9

(23) a) start(s, [])

b) s⇀ s(cmp)1

c) s⇀ s(que)1

d) s(cmp)⇀ cmp1, clause2; 〈[0], s(cmp), 〈cmp<_, _<v(_)〉〉
e) s(que)⇀ clause1; 〈[0], s(que), 〈v(_)<_〉〉
f) clause⇀ np(n)1, vp2

g) vp⇀ v(ditr)1, np(a)2, np(d)3

h) vp⇀ adv1, vp2

i) vp⇀ v(cmp)1, s(cmp)2

j) [np(Case)]⇀ det(Case)1, n(Case)2; 1�2
k) v(ditr)⇀ gab o) n(acc)⇀ Buch s) det(acc)⇀ das
l) comp⇀ dass p) adv⇀ dort t) n(dat)⇀ Frau
m) det(dat)⇀ der q) v(cmp)⇀ denkt u) adv⇀ gestern
n) n(nom)⇀Mann r) det(nom)⇀ der

The basic idea of this grammar is that domain compaction only occurs at the top of
the head path, after all complements and adjuncts have been found. When the
grammar is converted into a CFG, the effect of the larger domain can only be
mimicked by eliminating the clause and vp constituents altogether.

As a result, while this GIDLP grammar has 10 syntactic rules, the correspond-
ing flattened CFG has 201 rules (with the number of adverbs artificially limited
to two). In an experiment, the four sample sentences in (24)10 were parsed with
both our prototype GIDLP parser (using the GIDLP grammar) as well as a vanilla
Earley CFG parser (using the CFG); the results are shown in (25).

9The symbol _ is used to denote the set of all categories.
10The grammar and example sentences are intended as a formal illustration, not a linguistic theory;

because of this, we have not provided glosses.
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(24) a) Gab der Mann der Frau das Buch?

b) dass das Buch der Mann der Frau gab.

c) dass das Buch gestern der Mann dort der Frau gab.

d) Denkt der Mann dass das Buch gestern der Mann dort der Frau gab?

(25)
Active Edges Passive Edges

Sentence GIDLP CFG GIDLP CFG
a) 18 327 16 15
b) 27 338 18 16
c) 46 345 27 27
d) 75 456 36 24

Averaging over the four sentences, the GIDLP grammar requires 89% fewer active
edges.11 It is important to keep in mind that the GIDLP grammar is more general
than the CFG: in order to obtain a finite number of CFG rules, we had to limit the
number of adverbs. When using a grammar capable of handling longer sentences
with more adverbs, the number of CFG rules (and active edges, as a consequence)
increases factorially.

Timings have not been included in (25); it is generally the case that the GIDLP
parser/grammar combination was slower than the CFG/Earley parser. This is an
artifact of the use of atomic categories, however. For the large feature structures
used as categories in HPSG, we expect the larger numbers of edges encountered
while parsing with the CFG to have a greater impact on parsing time, to the point
where the GIDLP grammar/parser is faster.

9 Summary

In this paper, we have introduced a grammar format that can be used as a processing
backbone for linearization-based HPSG grammars that supports the specification
of discontinuous constituents and word order constraints on domains that extend
beyond the local tree. We have presented a prototype parser for this format illus-
trating the use of order constraint compilation techniques to improve efficiency.
Future work will concentrate on additional techniques for optimized parsing as
well as the application of the parser to feature-based grammars. We hope that the
GIDLP grammar format will encourage research on such optimizations in general,
in support of efficient processing of relatively free constituent order languages us-
ing linearization-based HPSG.

11It also generates additional passive edges corresponding to the extra non-terminals vp and clause.
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0. Abstract 
 
Negation and negative indefinites raise problems for the principle of compositionality of 
meaning, because we find both double and single negation readings in natural languages. De 
Swart and Sag (2002) solve the compositionality problem in a polyadic quantifier framework. 
All negative quantifiers are collected into an N-store, and are interpreted by means of iteration 
(double negation) or resumption (negative concord) upon retrieval. This paper extends the 
earlier analysis with a typology of negation and negative indefinites using bi-directional 
optimality theory (OT). The constraints defined are universal, but their ranking varies from 
one language to the next. In negative concord languages, the functional motivation for the 
marking of ‘negative variables’ wins out. Double negation languages value first-order 
iteration. The bi-directional set-up is essential, for syntactic and semantic variation go hand in 
hand.1 
 
1. Introduction 
 
Languages generally have ways to express negation, i.e. something that corresponds to the 
first-order logic connective ¬. In English this would be not. Many languages also have 
pronominal expressions negating the existence of individuals having a certain property, i.e. 
something that corresponds to ¬∃x. In English, this would be nobody, nothing. If we assume 
that knowledge of first-order logic is part of human cognition, we would seem to predict that 
negation and negative quantifiers behave alike across languages. From empirical research by 
typologists and theoretical linguists, we know that this is not the case. In particular, 
differences arise in the way languages express ¬∃x ∃y∃z. The variables y and z here indicate 
‘negative variables’ in the sense of Corblin and Tovena (2003: 326). They correspond to 
arguments that must be interpreted within the scope of negation. The simplest way to realize 
such arguments would be to use (plain) indefinite pronouns. We find this case in Dutch: 
 
(1) a. Niemand heeft iets gezien.    [Dutch] 
  Nobody has something seen. ‘Nobody saw anything’ 
 
But many languages treat (plain) indefinite pronouns like positive polarity items, and use a 
special class of negative polarity items within the scope of negation. English is a case at hand. 
(2a) is not ungrammatical, but it does not express the meaning ¬∃x∃y: 
 
(2) a. #Nobody saw something.    [English] 

b. Nobody saw anything. 
 
Languages like Romance, Slavic, Greek, etc. use so-called ‘n-words’, rather than negative 
polarity items (cf. Haspelmath 1997 for an overview):  
 
(3) a. A:Qué viste?  B: Nada   [Spanish] 
  A: What did you see? B: Nothing 
 b. Nessuno mangia.     [Italian] 
  Nobody ate. 

c. No vino nadie.      [Spanish] 
  Not came nobody. = Nobody came 
 d. Nadie maraba a nadie 
  Nobody looked at nobody.  = Nobody looked at anybody 

                                                
1 Many thanks for helpful comments and feedback from audiences at Utrecht University, Radboud 
University, the University of Amsterdam, Georgetown University, the University of California at Santa 
Cruz, Hopkins University, and the University of Leuven. All remaining errors are of course my own. 
The financial support of the Netherlands Organization for Scientific Research (grant 051-02-070 for the 
cognition project ‘Conflicts in Interpretation’) is hereby gratefully acknowledged.  
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Negative polarity items do not contribute a semantic negation, and require a licensor, whereas 
n-words can provide a semantic negation in elliptical answers (3a), and in sentences in which 
no other expression contributes a semantic negation (3b) (cf. Ladusaw 1992, Vallduví 1994). 
This paper is concerned with n-words, not with negative polarity items.  
 
2. An HPSG analysis of double negation and negative concord. 
 
The main semantic claims made by de Swart and Sag (2002) are that n-words are inherently 
negative, and that both double negation and negative concord involve polyadic quantification. 
Double negation involves iteration (function application), and is first-order definable. 
Negative concord is interpreted in terms of resumption:  
 
• Resumption of a k-ary quantifier (Keenan and Westerståhl 1997). 

Q’E
A1, A2, … Ak (R) = QEk A1xA2x…Ak (R). 

 
A sequence of k quantifiers Q’ binding just one variable each and taking a k-ary relation R as 
its scope is interpreted as one quantifier Q binding k variables predicating over R. E.g. a 
sequence of quantifiers No x, No y, No z predicating over a three-place relation R(x,y,z) is 
interpreted as Nox,y,z R(x,y,z), claiming that no triple <x,y,z> satisfies the relation R. At the 
first-order level, the resumptive quantifier is equivalent to ¬∃x∃y∃z R(x,y,z), so we obtain the 
NC reading, as desired. 

The syntax-semantics interface defines how we obtain the DN and NC readings from 
the syntax. HPSG uses a notion of Cooper storage in which all quantifiers are collected into a 
store, and interpreted upon retrieval from the store (cf. Manning, Iida and Sag 1999). This 
mechanism is generally used to account for scope ambiguities, but de Swart and Sag (2002) 
extend it to account for polyadic quantification. All negative (anti-additive) quantifiers are 
collected into an N-store. Interpretation upon retrieval from the store is by means of iteration 
(leading to DN) or by resumption (leading to NC). The formal definition of retrieve is as 
follows:  
 
• Retrieve: Given a set of generalized quantifiers Σ and a partition of Σ into  

two sets Σ1 and Σ2, where Σ2 is either empty or else Σ2 = {NOσ1
R1, …,NOσ2

R2},  
Retrieve(Σ) =def iteration(Σ1∪res(Σ2)). 

 
So the grammar does not decide between DN and NC. This is what we need for a language 
like French, in which both readings are available. Consider the ambiguity of the following 
sentence in the HPSG analysis of de Swart and Sag (2002): 
 
(4) Personne n’aime personne.     [French] 
(a) Arg-St<[Store {NO{x}

{Person(x)}}], [Store {NO{y}
{Person(y)}}]> 

Content  Quants <NO{x}
{Person(x)}, NO{y}

{Person(y)}> 
    Nucleus Love(x,y) 
 Semantic interpretation: NO(HUM, {x|NO(HUM, {y|x loves y})}) 
 In first-order logic: ¬∃x¬∃x Love(x,y)   [DN] 
(b) Arg-St<[Store {NO{x}

{Person(x)}}], [Store {NO{y}
{Person(y)}}]> 

Content  Quants <NO{x,y}
{Person(x), Person(y)}> 

    Nucleus Love(x,y) 
 Semantic interpretation: NOE2

HUMxHUM(LOVE) 
 In first-order logic: ¬∃x∃y Love(x,y)    [NC] 
 
(4a) and (4b) are identical as far as the argument structure, the storing mechanism, and the 
interpretation of the love relation is concerned. The difference resides in the interpretation of 
the polyadic quantifier: iteration in (4a), resumption in (4b). The main insights of this analysis 
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are the following. The HPSG grammar assumes no lexical difference between negative 
quantifiers and n-words, so in the rest of this paper we use the term ‘neg expression’ to 
generalize over both. The analysis works for n-words in argument and adjunct position alike 
(so nobody, nothing, as well as never, nowhere). Finally, it does not involve empty elements 
or ‘hidden’ negations in the syntactic structure. These are major advantages of this proposal.  

The OT analysis comes in when we try to relate the HPSG analysis to languages that 
do not allow double negation and negative concord as freely as French does. In general, the 
combination of two negative quantifiers in English leads to a double negation reading, and 
resumption is only marginally available as an interpretive strategy. On the other hand, 
Spanish, Greek, Polish, and many other languages are typically negative concord languages, 
which hardly ever realize the iteration version of the polyadic quantifier analysis. The analysis 
proposed by de Swart and Sag (2002) does not predict cross-linguistic variation where it 
arises (Spanish vs. English, for example). The aim of this paper is extend the earlier analysis 
with a bi-directional OT component in order to define a typology of negation. 
 
3. A typology of negation within Optimality Theory 
 
We need to study negation from two perspectives: the generation perspective (how does a 
speaker express a negative meaning in a particular language?) and the interpretation 
perspective (how does the hearer interpret a sentence with a sequence of negative expressions 
in a particular language?). In order to allow for variation in the answers to these questions, we 
use the framework of Optimality Theory (OT). OT uses universal, but violable constraints, 
and allows variation in the ranking of the constraints from one language to the next. In an OT 
syntax, the input is a meaning (a first-order formula), the set of candidates generated by GEN 
is a set of possible forms, and a ranked set of violable constraints selects the optimal form for 
the given meaning. In OT semantics, the input is a form (a well-formed sentence), the set of 
candidates is a set of possible meanings (first-order formulae), and a ranked set of violable 
constraints selects the optimal interpretation for the given form. Bi-directional OT looks at 
balanced (‘harmonic’) pairs of form and meaning. 
 The starting point of the analysis is the observation that negative sentences are 
formally and interpretationally marked with respect to affirmative sentences. This means that 
we expect to see the negative meaning reflected in the syntax, and the negative syntax to be 
reflected in the meaning. The constraint FaithNeg (Faith negation) accounts for this intuition: 
 
♦ FaithNeg 
 Reflect the non-affirmative nature of the input in the output. 
 
FaithNeg is a faithfulness constraint, i.e. a constraint that aims at a faithful reflection of input 
features in the output. Since negation is marked in all languages, we take FaithNeg to be 
universally ranked at the top. In OT, faithfulness constraints are balanced by markedness 
constraints, which are output oriented. The markedness constraint that plays a role in negative 
statements is *Neg: 
 
♦ *Neg 

Avoid negation in the output 
 
*Neg is obviously in conflict with FaithNeg. Such conflicting constraints are characteristic of 
OT style analyses. FaithNeg and *Neg play a role in OT syntax as well as in OT semantics. In 
addition, we need two maximizing constraints, one aimed at the syntax (MaxNeg), the other 
one aimed at the semantics (IntNeg): 
 
♦ MaxNeg 
 Mark ‘negative variables’ (i.e. the arguments that are interpreted within the  

scope of negation) 
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♦ IntNeg 
 Force Iteration (i.e. every neg expression in the form contributes a semantic 

negation at the first-order level in the output) 
 
The functional motivation for the marking of negative variables (Haspelmath 1997, Corblin 
and Tovena 2003) explains why the use of n-words is widespread among natural languages. 
However, the use of n-words is not universal: languages like Dutch, English, Turkish, etc. do 
not use n-words. This suggests that MaxNeg is not a hard constraint, and its position in the 
constraint ranking is not the same for every language. We can account for the difference 
between languages with and without n-words by changing the position of MaxNeg relative to 
*Neg. If *Neg is ranked higher than MaxNeg, the optimal way to express the meaning 
¬∃x1∃x2…∃xn is by means of indefinite pronouns. If MaxNeg is ranked higher than *Neg, n-
words are used to express indefinites under negation. The following OT syntactic tableaux 
reflect this for the binding of two variables: 
 
Tableau 1 (generation of indefinite, for Dutch, Turkish, etc.) 
 
Meaning Form FaithNeg *Neg MaxNeg 
¬∃x1∃x2 Indef+indef     *   
                                      � neg+indef     *      * 
 neg + neg    **  
 
Tableau 2: (generation of n-word for Greek, Romance, Slavic, etc.) 
 
Meaning Form FaithNeg MaxNeg *Neg 
¬∃x1∃x2 indef+indef      *   
 neg+indef       *    * 
                    � neg + neg     ** 
 
The top ranking of FaithNeg makes it impossible to express indefinites under negation by 
indefinites exclusively (in the absence of a marker of sentential negation). In tableaux 1 and 2, 
the candidates that we need to compare are those that mark negation somehow in the output. 
This invariably leads to a violation of *Neg. Two neg expressions are ‘worse’ than one, so the 
combination of two neg expressions incurs two violations of *Neg. 

As far as generation is concerned, we conclude that languages that allow indefinites 
under negation (Dutch, Turkish, etc.), and languages that use n-words (Romance, Slavic, 
Greek, etc.) differ in their ranking of the two constraints MaxNeg and *Neg. This approach 
immedediately raises the question of the interpretation of the expressions involved. In 
isolation, we cannot determine whether a particular expression is a negative quantifier or an 
n-word, because they both contribute the meaning ¬∃ (cf. 3a, b). Following de Swart and Sag 
(2002), I assume that this question is decided in the grammar, not in the lexicon. The use of 
neg expressions in a generative OT system means that we run into the recoverability problem: 
from the expressions generated, we can derive multiple interpretations, not only the intended 
one. Recoverability is assured by the way the generation of negative sentences hangs together 
with their interpretation. So we need an OT semantic component. 

In the interpretive system, FaithNeg outranks all the other constraints as usual. 
MaxNeg is a purely syntactic constraint that does not play a role in interpretation. So the 
constraints that need to be ordered are *Neg and IntNeg. If *Neg is ranked higher than IntNeg 
in the OT semantics, a sequence of multiple Neg expressions leads to a single negation 
meaning by resumption. If IntNeg is ranked higher than *Neg, a series of Neg expressions is 
interpreted as multiple negation by forcing iteration. The following tableaux illustrate the two 
possible rankings and their optimal output: 
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Tableau 3: double negation (interpretation of Dutch, English, etc.) 
 
Form Meaning FaithNeg  IntNeg *Neg 
neg + neg ∃x1∃x2      *   **  
 ¬∃x1∃x2     *    * 
                           � ¬∃x1¬∃x2      ** 
 
Tableau 4: negative concord (interpretation of Romance, Slavic, Greek, etc.) 
 
Form Meaning FaithNeg  *Neg IntNeg 
neg + neg ∃x1∃x2      *   
                           � ¬∃x1∃x2     *   * 
 ¬∃x1¬∃x2     **  
 
The top ranking of FaithNeg implies that we cannot interpret a statement involving two neg 
expressions without a reflection of the non-affirmative meaning. As a result, the relevant 
candidates we compare have at least one negation in the output, and always incur a violation 
of *Neg. The combination of two neg expressions leads to a double negation reading in 
languages like Dutch and English, for the constraint IntNeg is ranked higher than *Neg in 
tableau 3. Because *Neg outranks IntNeg in tableau 4, single negation readings win over 
double negation readings in NC languages such as Spanish, Italian, Greek, Polish, etc.  

Collapsing the generation and interpretation perspective, we derive the following two 
rankings for negative concord and double negation languages: 
 
Bidirectional grammar 
• Negative concord languages: FaithNeg >> MaxNeg >> *Neg >> IntNeg 
• Double negation languages:  FaithNeg >> IntNeg >> *Neg >> MaxNeg 
 
In the full paper, I argue that only rankings where MaxNeg and IntNeg are distributed on 
either side of *Neg reflect viable options for a linguistic system that balances generation and 
interpretation of negative statements. In sum: 
 
• Negative Concord: if you mark ‘negative variables’ (MaxNeg >> *Neg in syntax), then 
make sure you do not force Iteration (*Neg >> IntNeg in semantics).  
•••• Double Negation: if you force Iteration, (IntNeg >> *Neg in semantics), then make sure 
you do not mark ‘negative variables’ (*Neg >> MaxNeg in syntax). 
 
4. Concluding remarks. 
 
A bi-directional version of Optimality Theory offers new perspectives on the range of 
variation we find in natural language for the expression and interpretation of negation. 
Patterns that are frequently found in natural language, but do not display absolute tendencies 
can be fruitfully described in a framework that formulates universal constraints, but allows 
these constraints to be violable. Bi-directionality is a central feature of our analysis, because it 
relates the semantic compositionality problems raised by negative concord to the functional 
tendencies to formally mark the scope and focus of negation, in accordance with the view on 
compositionality advanced by Blutner, Hendriks and de Hoop (2003). 

Many further questions arise in the domain of negative concord languages. As we 
know from French, double negation readings do arise in negative concord languages, and this 
requires the possibility of overlap between interpretive constraints. Furthermore, NC 
languages vary in their interaction between n-words and the marker of sentential negation. 
Slavic languages, Greek, Afrikaans, etc. always require the presence of a marker of sentential 
negation in negative sentences. Languages such as Spanish, Italian, Portuguese display an 
asymmetry between pre-verbal and postverbal n-words. The different subclasses can be 

117



accounted for with the help of two extra constraints (NegFirst and MaxSN), which are 
discussed in the full paper. These constraints only play a role in the OT syntax, they do not 
affect the interpretive system. This paper thus supports the conclusions from de Swart and 
Sag (2002), who argue that the grammar is responsible for the differences between negative 
concord and double negation languages by means of the interpretation mechanisms for 
polyadic quantification. The position and distribution of the marker of sentential negation in 
negative concord is relevant for syntax, but does not affect the semantics.  
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Abstract

Recent analyses of mismatches at the syntax-semantics interface inves-
tigate e.g. modification of agentive nouns (Larson, 1998), modification of
quantifying pronouns (Abney, 1987), or recursive modification (Kasper, to
appear). Each of these analyses is tailored to a specific set of data, and it is
not immediately obvious how they could be generalised to cover a larger set
of data.

I propose a unified analysis for these mismatches that attempts to bring
out their common ground. This analysis shares some of its basic intuitions
with the one of Kasper, but is more general because the mismatches are han-
dled locally in the CONT feature. Its pivot is an elaborate syntax-semantics
interface that is based on a surface-oriented syntactic analysis. This analysis
generalises easily to the mismatches at the morphology-semantics interface
for German separable-prefix verbs that were discussed in M üller (2003).

1 Introduction

Semantic scope of constituents often depends on their syntactic constellation.1 In
this respect, the syntax-semantics interface (SSI) is iconic: Configurational asym-
metries of syntactic tree structures are mapped onto semantic asymmetries. The
crucial notion here is (unilateral) c-command: If a constituent C1 c-commands a
constituent C2 (but not vice versa), C1 has wide scope over C2.2

Evidence for this iconicity can be found e.g. in cases of multiple modification
by scope-bearing modifiers. Here the syntactic order of the modifiers determines
their scope. Consequently, switching the order of modifiers around in such cases
of multiple modification has an impact on their meaning. Consider e.g. (1a) and
(1b), which differ in the order of the modifiers:

(1) (a) a former apparent politician

(b) an apparent former politician

Their meanings are different, ‘a person who used to resemble a politician’ for
(1a) and ‘a person who resembles someone who used to be a politician’ for (1b),
respectively. This semantic difference is due to the fact that the preceding modifier
M1 c-commands the following modifier M2, but not vice versa. Following Kiss
(1995) I assume that the Mittelfeld of German sentences is binary-branching, too.
The relevant part of the syntactic structure in (1a) und (1b) can then be rendered
schematically by (2):

1Scope relations of nominal quantifiers among themselves are a well-known exception here.
2C-command relates nodes in a syntax tree. A node A c-commands a node B iff (a) A and B are

dominated by the same branching nodes in the tree, (b) A does not dominate B or vice versa, and (c)
A

�� B.
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(2) N̄

M1 N̄

M2 N̄

N

politician

However, in many modification structures there is no such iconicity, because the
syntactic asymmetry does not directy map onto a semantic one. In these cases, the
modifier has scope (optionally or obligatorily) only over a part of the expression it
modifies.

As a first example, consider (3). Its preferred reading can be approximately
rendered as ‘person who usually dances beautifully’.3

(3) beautiful dancer

The preferred reading can be derived in two steps. First, we break down the
semantics of agentive nouns like dancer in the stem and the affix meaning, where
the stem semantics emerges as an argument of the functor which is the semantic
contribution of the affix:

(4) ‘person who usually’
� ��� �

affix meaning

. . . ‘dances’� ��� �

stem meaning

Second, we then let the adjective pertain to the verb stem only, which means that
it ends up in the scope of the affix -er. This follows directly from applying the affix
meaning ‘person who usually X -es’ (where X is the meaning of the scope domain
of the affix) to the meaning of the stem only after modification by the adjective.

In addition, (3) also has a reading ‘beautiful person who usually dances’. Here
the adjective pertains semantically to the modified noun as a whole, hence, seman-
tic construction for this reading is trivial.

Examples like (5), where an ‘indefinite’ pronoun like everyone or something is
modified, are equally anti-iconic, because their modifiers pertain semantically only
to the restriction of the quantification as introduced in the pronoun semantics (e.g.,
for everyone, the property of being a person). I.e., while the semantics of everyone
is ‘set of properties such that every person has them’, the meaning of (5a) is ‘set
of properties such that every person in this room has them’. In a similar fashion,
the meaning of (5b) emerges: The meaning of the modified pronoun is ‘set of
properties such that at least one thing has them’, hence, by pertaining the semantic
contribution of the modifier to the restriction of the quantification we obtain the
meaning of (5b) as ‘set of properties such that at least one blue thing has them’.

3I do not attempt to reconstruct the semantics of these agentive nominals fully, since for the line
of argumentation in the present paper the exact spellout of the affix semantics is not relevant. All that
matters is that it comprises an operator that has the verb stem semantics in its scope.
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(5) (a) everyone in this room

(b) something blue

(3) differs from (5) in that the latter have only the anti-iconic reading while (3) is
ambiguous between the sketched anti-iconic reading and the iconic reading ‘beau-
tiful person characterised by dancing’. This is due to the fact that an application of
the modifier semantics to the semantic contribution of the modified expression as
a whole is feasible for (3), but not for (5).

Some conclude from such syntax-semantics mismatches that semantic structure
reflects (and is iconic to) a not directly visible layer of syntactic structure like
Logical Form. This layer may differ considerably from syntactic surface structure,
but in this way the iconicity of syntax and semantics could be upheld. In particular,
generative grammarians propose such analyses of this kind for data like (3) and (5)
(Larson 1998 and Abney 1987, respectively).4 However, the analysis proposed in
this paper assumes only a surface-oriented syntactic structure.

Kasper (to appear) has pointed out that the modification of modifiers is yet an-
other puzzle for semantic construction. The challenge is to derive their semantic
representation in a way that models the fact that the scope of the modifier of a
modifier M may only extend over M but not over the expression modified by M.
E.g., the intensionalisation expressed in potentially in (6) relates only to the adjec-
tive but not to the noun modified by the full AP. Thus, (6b) refers to abstract items
whose being a plan is undisputed, but whose controversiality is not:

(6) (a) potentially controversial

(b) potentially controversial plan

While this puzzle seems to be unrelated to the phenomena discussed so far, I will
show that in Kasper’s analysis modification of modifiers emerges as yet another
instance of the syntax-semantics anti-iconicity exhibited by (3) and (5).

The structure of the paper is the following. After giving a more formal account
of the data in section 2, I will discuss competing approaches, in particular, Kasper’s
analysis, in section 3. After a brief introduction to the formalism on which my anal-
ysis is based and its implementation as the semantic component of an HPSG gram-
mar (Pollard and Sag, 1994) in section 4, I will present my own analysis (section
5). In the outlook section 6 I will point out that this analysis is easily extendable to
other problematic issues of relating the semantics of a larger constituent to the se-
mantic contributions of its parts, with a focus on the ‘bracketing paradox’ as noted
by L üdeling (2001) and analysed by M üller (2003) for German nominalisations
like Losgerenne, which refers to a repeated beginning of a running.

4See also Sag (1997) and Kathol (1999) for further discussion of Abney’s analysis of (5).
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2 Formalisation of the data

The goal of this section is to make the argument of the paper more transparent by
reformulating the data in terms of expressions of the λ-calculus. Their reformula-
tion will follow the order in which they were presented in the preceding section.

2.1 Agentive nouns

First comes the modification of agentive nouns. If we ignore issues of argument
binding for the purposes of this paper, the semantics of the agentive affix -er can be
defined as in (7a) as a function from the verb semantics P to the set of individuals
that are identical to an individual x such that when x participates in an eventuality5 e
(this is expressed by the relation in), then e is usually a P-eventuality where x is the
agent. Here ‘

�
y’ is shorthand for a sequence of zero or more individual arguments

of the verb.
The definition (7b) of the generic quantifier GEN is (one version of) the quanti-

fier as discussed in Krifka et al. (1995):

(7) (a) λPλz � GEN
�
e � x ��� x in e � z � x ��	 �y � P � x � �y 
�� e 
�


(b) GEN
�
e � x ��� R � x 
�� e 

� C � x 
�� e 
�
 iff R � x 
�� e 
 usually entails C � x 
�� e 


The meaning of dancer is then (8a), the set of people such that when they are
participating in an eventuality, it is usually an eventuality of them dancing. Here
the semantic contribution of the verb stem is underlined. If we now pertain the
semantics of the adjective to only this underlined part, we obtain the representation
(8b) for the preferred reading of (3). Here the adjective semantics is in the scope
of GEN, thus, the expression refers to people who are usually dancing beautifully.
Its other reading is represented by (8c), which refers to beautiful people who are
usually dancing:

(8) (a) λy � GEN
�
e � x ��� x in e � y � x � dance ��� x 
 � e 
�


(b) λy � GEN
�
e � x ��� x in e � y � x � dance � � x 
�� e 
�� beautiful � � e 
�


(c) λy � GEN
�
e � x ��� x in e � y � x � dance ��� x 
�� e 
�
�� beautiful ��� y 


2.2 Indefinite pronouns

For something blue, the semantic representations are (9a) for the modified expres-
sion (set of properties that some thing has), and (9b), for the whole expression (set
of properties that some blue thing has). Once more one can derive the semantics for
the whole expression by pertaining the modifier semantically only to a part of the
semantics of the modified expression, viz., the restriction of the quantifier, which is

5This term refers to states of affairs of all kinds; following Davidson (1967), verbs and their
projections have an additional eventuality arguments in their semantics.

123



underlined in (9a). In fact, there is no other alternative, since the modifier seman-
tics is a function from individual sets to individual sets and the pronoun semantics,
a set of individual sets. (5a) works analogously.

(9) (a) λP 	 x � thing � � x 
 � P � x 

(b) λP 	 x � thing � � x 
 � blue � � x 
�� P � x 


2.3 Modifiers

Next, I will show that Kasper’s analysis is just another instance of this syntax-
semantics mismatch. The semantics of potentially is (10a), which maps properties
P on the property of being potentially P. Here � p is true in a world w iff p is true
in some possible world. Following Kasper, this modifier of the adjective does not
pertain to the whole (‘attributive’) semantics of the adjective (10b), a function from
properties P to the intersection of P with the property of being controversial, but
only to its ‘predicative’ part (the underlined property controversial � ). This returns
the desired semantic representation (10c) for (6a), a functor intersecting properties
P with the property of being potentially controversial. Note that in this representa-
tion the λ-abstracted property P (which eventually emerges as the semantics of the
noun modified by potentially controversial as in (6b)) is outside the scope of the
diamond operator � .

(10) (a) λPλx � � � �

P � x 
�

(b) λPλx � controversial � � x 
 � P � x 

(c) λPλx � � � ˆcontroversial � � x 
�
�� P � x 


The goal of this section was to outline my claim that the presented phenom-
ena are all instances of the same syntax-semantics mismatch. The next section is
devoted to previous approaches to these phenomena.

3 Previous analyses of the data

This section discusses previous approaches to the three phenomena outlined in the
previous sections. These approaches concentrated on one phenomenon in isolation
each and did not attempt to generalise the proposed analyses.

3.1 Agentive nouns: Larson (1998)

The modification of agentive nouns was discussed in Larson (1998). He accounts
for agentive modification in terms of a suitable underlying syntactic structure. (11)
is assigned the semantic representation (12) in his analysis:

(11) Olga is a beautiful dancer
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(12) Γe
�
Con � olga � � e 
 � dance � � olga � � e 
 � �

beautiful ��� e 
 �

‘Γe’ is a generic quantifier for eventualities, ‘Con’ holds for an individual x and
an eventuality e iff e is contextually relevant and contains x. In prose, (12) means
that usually contextually relevant eventualities where Olga dances are beautiful.

The derivation of (12) is based on the syntactic structure (13):

(13) NP

DP

Olga

N̄

N

dancer

AP

beautiful

(13) is only a part of Larson’s syntax tree for (11), viz., the main part of the
complement of be. As the subject of the predicate nominal dancer, Olga occupies
SpecN (Chomsky, 1995). To receive case and to agree with the finite verb and the
adjective, it moves to the specifier position of the AgrSP. (AgrS is the functional
head for subject-verb agreement.) Attributive adjectives follow their head nouns.

(12) is derived from (13) in the style of Diesing’s (1992) Mapping Hypothesis,
where the scope of a strong quantifier is determined by lower material in a syntax
tree, its restriction, by higher material: The scope of the generic quantifier (which
is contributed by dancer) is determined by the AP, and its restriction, by the rest
of the syntax tree, which yields (12). I.e., the semantics of dancer comprises both
Con � x � e 
 and dance ��� x � e 
 . (Olga is an argument of dancer, hence, in the derivation
of (12) the meaning of dancer applies to the meaning of Olga.)

But this begs the question of how Larson would derive the semantic represen-
tation (15) for (14) from the syntax tree (16). His interpretation of (14) is that
usually contextually relevant eventualities (where Olga is a participant) are even-
tualities where Olga dances:

(14) Olga is a dancer

(15) Γe
�
Con � olga � � e 
 � �

dance � � olga � � e 
 �
(16) NP

DP

Olga

N̄

N

dancer

It is unclear how to derive (15) from (16) by the Mapping Hypothesis. In partic-
ular, it seems difficult to derive the fact that in this example, the semantics of the
noun must provide both the restriction and the scope for the generic quantifier.
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3.2 Indefinite pronouns: Abney (1987)

For the case of the indefinite pronouns, several movement analyses have been
proposed, e.g., Kishimoto (2000) und Abney (1987), the latter of which will be
sketched in the following. Abney puts down these pronouns to an incorporation
of a nominal head (-body, -thing etc.) into a determiner head as the result of head-
to-head movement. The nominal head can be modified just like any other noun
but is enclitic, i.e., must find itself a host to attach to. E.g., he gives the following
syntactic structure for (5b):

(17) DP

Det

Det

some

N

-thingi

NP

AP

A

blue

N̄

N

ti

If we assume that the structure before movement is relevant for semantic con-
struction, the desired semantic representation of (5b) follows immediately.

A potentially problematic prediction of this analysis is that it presupposes mor-
phological transparency of the pronoun, which works out for English, but not for
languages like German, whose indefinite pronouns (e.g., jemand ‘someone’ or et-
was ‘something’ are morphologically opaque. In addition, the analysis must stipu-
late that words like one or body are ambiguous between a free and a bound variant
with considerably different interpretations.

3.3 Modifiers: Kasper (to appear)

Finally, I will discuss Kasper’s analysis of the modification of modifiers. He di-
vides the attributive meaning of a modifier into its predicative meaning (‘inherent
content’, IC) and the rest (‘combinatorial semantics’, CS). Modifiers lexically de-
termine the semantics S of the head-adjunct phrase in which they are the head of
the adjunct: Their CS specifies the way in which S is composed from the semantic
contributions of head and adjunct (e.g., for controversial, in an intersective fash-
ion).

However, their own semantic contribution (their IC) cannot fully determine the
semantics S of the adjunct as a whole, since the adjunct might be a head-adjunct
phrase itself, as in (6b). Here the IC is not the one of its head controversial, instead,
it is the one of potentially.

A modifier M� of a modifier M should now affect only the IC of M. This happens
in the usual fashion in that the semantics of M � is also the semantics of this local
head-adjunct structure. E.g., for potentially controversial, the semantics is the one
of potentially. In contrast, the CS of M must percolate to the phrase headed by M.
Thus, the CS of potentially controversial is the one of controversial.
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The implementation of this analysis relegates the CS of a modifier to a MOD

feature ECONT, while its IC is the value of its CONT feature. In addition, the
semantics S of the phrase headed by M shows up in a MOD feature ICONT. The
‘traditional’ MOD feature is now MOD

�
ARG. For instance, the relevant part of the

lexical entry for controversial is (18):

(18) ���������������������
HEAD

�
MOD

���������� ARG
�
CONT � INDEX 1

RESTR 2 �
ICONT

�
RESTR 3

ECONT
�� INDEX 1

RESTR � 2 � 3 �
	�
	
���������

CONT

����� INDEX 1

RESTR ���� � RELN controversial

INST 1 ������ 	
����

	
��������������������
The ECONT value is specified lexically, but the ICONT value is not. In particular,

it is not equated with M’s semantic contribution as specified in its own CONT value.
Being head features, ECONT and ICONT percolate from M to the phrase headed by
M. This percolation is not affected by modification of M itself, which may only
replace the CONT value of M by its own CONT value.

The semantics principle then determines the meaning of a head-adjunct phrase as
the adjunct’s CS by coindexing the CONT value of the phrase with the MOD

�
ECONT

value of the adjunct. In addition, the MOD
�
ICONT value of the adjunct is coindexed

with its CONT value. I.e., once a modifier has been projected to a full phrase (a
precondition for its function as an adjunct in a head-adjunct structure), its current
CONT value is identical to the semantics of the whole phrase (the ICONT value),
because the phrase cannot be extended any further.

Kasper’s analysis of (6b) is sketched in a slightly adapted form in (19):
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(19) N̄�
CONT 7 �

AP����������� HEAD 4

�������� MOD

������� ECONT 7 � INDEX 1

RESTR 2 � 8 �
ARG 9

ICONT 3
�
RESTR 8 �

� 					

� 						


CONT 3

� 									

AdvP�������������

HEAD �MOD

���� ECONT 3

ARG 8

ICONT 3

� 		

CONT 3

����� INDEX 1

RESTR �
 � � RELN potential

ARG 5 ��� ��
� 			

� 											


potentially

A

8

��������
HEAD 4

CONT

����� INDEX 1

RESTR 5 �
 � � RELN controversial

INST 1 � � ��
� 			

� 						


controversial

N̄

9

����� CONT

����� INDEX 1

RESTR 2 �
 � � RELN plan

INST 1 � � ��
� 			
 � 			


plan

The semantics principle applies twice in this derivation, once for either head-
adjunct structure. Its first application determines the N̄ semantics as the ECONT

value 7 of the AP. The restriction of this ECONT value is defined in the head

feature 4 of the lexical entry for controversial as the union of the restrictions of

the modified noun 2 and of the semantic contribution 8 of the AP as a whole (as

specified in its ICONT value 3 ), respectively. The first application of the semantics

principle also identifies the AP’s ICONT and CONT values ( 3 ).
The second application of the semantics principle defines the AP’s CONT value

3 as the ECONT value of the adverbial. Since the adverbial takes scope over
the expression it modifies, its ECONT and ICONT values are identical. Due to the
second application of the semantics principle, the ICONT value of the adverbial is
equated with its CONT value. Thus, 8 is identified as the adverbial’s restriction,

where the potential-relation has the CONT
�
RESTR value 5 of the adjective as its

argument.
In sum, the semantics 7 of the whole expression emerges as an intersection of

the noun semantics and the semantics of the adverbial, the adjective semantics is
the argument of the adverbial semantics.

There are two points worth noting for Kasper’s analysis. First, it predicts that if
a modifier may pertain semantically to only part of the expression it modifies syn-
tactically, it must do so. But cases like (3) differ in this respect, i.e., the analysis
cannot be generalised to capture the common ground between (3) and (6). Second,
Kasper’s interface machinery is designed for modification of modifiers, as it heav-
ily uses the MOD feature. This begs the question of how to extend the scope of
the analysis to the other phenomena presented in the preceding sections. In section
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5, I will propose an analysis of the mismatch that is more flexible than Kasper’s
yet preserves his insights. Here the mismatch is handled locally within the CONT

feature of linguistic signs.

4 The semantic representation formalism

This section introduces the representation formalism in which my own analysis
of the presented syntax-semantic mismatches is cast. The semantic description
of these mismatches calls for a suitable underspecification formalism, e.g., UDRT
(Reyle, 1993), MRS (Copestake et al., 2003), or Constraint Language for Lambda
Structures (Egg et al., 2001) (used in an abbreviated form here). Expressions of
such a formalism are constraints that describe a set of semantic representations
(here, λ-terms), one for each reading of a structurally ambiguous expression. Con-
straints are underspecified in that they deliberately abstract away from the differ-
ences between their solutions (in particular, w.r.t. scope relations between the frag-
ments). These formalisms allow an adequate representation of structual ambiguity
and, what is more, they provide the necessary flexibility in the SSI.

Representations described by (or compatible with) a constraint are its solutions.
Here we only need constructive solutions consisting of the material explicitly men-
tioned in the constraint. In this case, constraints can be regarded as a kind of jigsaw
puzzle: Parts of a semantic representation are given together with some instructions
on how to put them together. Any possible way of putting them together yields one
of the solutions of the constraint.

I will now outline the proposed solution with the semantic representation and
construction for (6a) in the simplified form of CLLS employed in this paper. The
constraint for its meaning is (20). In such constraints, ‘

� �
C � � ’ indicates the main frag-

ment of a constituent C and ‘
� �
C � � � ’, the secondary fragment of C. ‘

� �
C � � :F’ expresses

that the main fragment of C is defined as fragment F:

(20) � � ��� � � : �

� � ��� �
� � : λPλx � � � x 
�� P � x 


controversial �

λx � � � � � x 
�
�

(20) comprises the three ingredients out of which the simplified CLLS expres-
sions are constructed, viz., fragments of λ-terms, not yet known parts of these
fragments, indicated by ‘holes’ ( � ), and dominance relations (depicted by dotted
lines) that relate fragments to holes. When a fragment is dominated by a hole it
is an (im-)proper part of whatever the hole stands for. Dominance relations model
scope. Structures like (20) are called dominance diamonds. (They are characteris-
tic for quantifier scope ambiguities, too, see section 5 below.)

To paraphrase (20), we do not know what the structure as a whole stands for
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(thus, there is only a hole on top) but both the semantic contribution of the modi-
fier (the right fragment) and the combinatorial semantics of the adjective (the left
fragment) are its immediate parts. In addition, the adjective’s inherent content (the
bottom fragment) has narrowest scope, as it is dominated by the other two frag-
ments.

Resolving the ambiguity in constraints is modelled as adding information mono-
tonically, in particular, by strengthening dominance relations between holes and
fragments to identity. For (20), there are in principle two choices: Identifying the
CS fragment with the top hole, the modifier fragment, with the hole in the CS frag-
ment, and the IC fragment, with the hole in the modifier fragment yields (10c). The
other choice (starting this procedure with the modifier fragment) is blocked due to
the types of the involved fragments: The hole in the modifier fragment cannot be
identified with the CS fragment. I.e., there is no danger of unwanted overgenera-
tion for the cases of modification of modifiers (neither for indefinite pronoun cases
like (5)), while for ambiguous cases like (3) both choices would return a solution
of the constraint. See the bottom of section 5 for the semantic representations of
these cases.

5 The proposed analysis

The pivot of my analysis is the syntax-semantics interface. It models the discussed
anti-iconic structures as potential scope ambiguities. The basic assumption is that
the semantic contribution of a (lexical or complex) constituent C breaks down into
a secondary part (which ends up in the scope of all constituents that unilaterally
c-command C) and a main part, whose scope is determined differently. The rules
of the syntax-semantics interface can handle both kinds of fragments, therefore the
analysis can be based on a very surface-oriented syntactic structure. Thus, when C
is modified, the modifier outscopes C’s secondary part semantically, but the scope
between the modifier and C’s main part is deliberately left open. E.g., for contro-
versial its inherent content constitutes the secondary, and its combinatorial seman-
tics, the main part of its semantic contribution. Consequently, in the semantics of
potentially controversial, the adverbial outscopes the IC of controversial, but the
scope of its CS and the adverbial is open. Wide scope of the former is possible,
which yields the desired interpretation (10c) for (6a).

The resulting expressions of the semantic formalisms thus look just like the
expressions that model sentences with two scopally ambiguous quantifying NPs.
Here the bottom fragment of the dominance diamond comprises the verb that syn-
tactically subcategorises for the scope-bearing NPs. The two NPs contribute the
two scopally ambiguous fragments of the diamond. See Egg et al. (2001) or Reyle
(1993) for details.6

6Note that the kind of elaborated syntax-semantics interface that is needed to derive the semantic
representations for the phenomena which are analysed in this paper is also required to derive these
representations for quantifier scope ambiguities. I.e., the proposed treatment of these phenomena
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5.1 The syntax-semantics interface

The interface derives the constraint (20) from the syntactic structure for (6a), which
is (21):

(21) AP

Ā

AdvP

Adv

Adv

potentially

Ā

A

controversial

Deriving constraints like (20) uses lexical entries as the one of controversial.
Here the inherent content of the adjective, which modifiers might pertain to exclu-
sively, is set off in a fragment

� � � � � � of its own. The combinatorial semantics of the
adjective constitutes the

� � � � � fragment:

(22) � � � � � : λPλx � � � x 
 � P � x 

� � � �
� � : controversial �

This kind of semantic information is encoded in the CONT feature of linguistic
signs. Its value, a feature structure of type cont, has a list-valued feature CONSTR

for the constraint itself. Two auxiliary features FST and SND identify main and
secondary fragment of a constituent among the fragments appearing in CONSTR

(fragments can be modelled by feature structures, too):

(23)

cont

���� FST 1

SND 2

CONSTR

�
. . . 1 . . . 2 . . . � 	
���

First of all, a constituent inherits the constraints Con1 and Con2 of its immediate
constituents C1 and C2. The interface rules specify for each constituent C how Con1

and Con2 are combined into a new constraint Con for C. Rules are implemented
as phrases that may themselves contribute to Con. They combine Con1 and Con2

via the FST and SND values of C1 and C2 and determine these features for C. This
kind of semantic construction is familiar e.g. from semantic construction in MRS
(Copestake et al., 2003).

As an introduction to the way in which these rules are written, consider the
(trivial) rule that nonbranching X̄ constituents inherit their fragments from their

does not introduce additional complexity into the syntax-semantics interface.
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heads. Recall that ‘
� �
C � � ’ stands for the main and ‘

� �
C � � � ’, for the secondary fragment

of a constituent C; ‘
� �
C � � :F’ indicates that the main fragment of C is defined as F:

(24)
�
X̄ X � � SSS �� � �

X̄ � � :
� �
X � � � �

X̄ � � � :
� �
X � � �

The modification interface rule is (25): The emerging constituent X̄ � inherits its
main fragment

� �
X̄ � � � from the modified expression. Its secondary fragment

� �
X̄ � �
� �

is defined as the modifier fragment
� �
Mod � � applied to a hole that dominates the

secondary fragment
� �
X̄ � � � � of the modified expression. This makes

� �
Mod � � and

� �
X̄ � � �

scopally ambiguous and yields the bottom half of a dominance diamond. Recall
that

� �
X̄ �
� � dominates

� �
X̄ � �
� � (they are fragments of the same constituent) and is equal

to
� �
X̄ ��� � . Equating the modifier fragments (

� �
Mod � � : � �

Mod��� � ) is not necessary, but
facilitates reading.

(25)
�
X̄ ���	��
 X̄ �
��� SSS ��

� �
X̄ � � � � :

� � �
��
 � ��� � 

� �
X̄ � � � �

� �
Mod � � : � �

Mod � � � � �
X̄ � � � : � �

X̄ � � �
Finally, the rule that constructs the upper half of the dominance diamond corre-

sponds to the syntax rule that X̄ constituents may by themselves constitute XPs of
their own. The main fragment of XP is only a hole that dominates both fragments
of the X̄ constituent:

(26)
� ���

X̄ � � SSS ��
� � ��� � � : �

� �
XP � � � : � � X̄ � � � �

X̄ �
� �

5.2 Analyses of the syntax-semantics mismatches

Semantic construction for potentially controversial now uses the lexical entries for
controversial (22) and potentially (27) and the rules (24)-(26) to derive the diamond
in (20) on the basis of (21).

(27)
� �
Adv � � , � �

Adv � � � : λPλx � � � �

P � x 
�


In the lexical entry for potentially, both fragments are identical; according to
(24), this carries over to potentially as Adv constituent. Following (26), the con-
straint for the AdvP potentially is (28):

(28) � � � 
�� � � � : �
� � � 
�� � �
� � : λPλx � � � �

P � x 
�
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Next, (25) combines (22) and (28) into (29), the bottom half of a diamond for
the meaning of the Ā constituent potentially controversial, before (26) transforms
(29) into the full diamond (20).

(29) � �
Ā � � : λPλx � � � x 
�� P � x 


controversial �

� �
Ā � � � : λx � � � �

� � x 
�


The semantics of beautiful dancer is derived analogously. It is based on the lex-
ical entry for the semantics of dancer (30)7 and a simple lexical entry for beautiful,
which is given in (31):8

(30) � � � � � : λy � GEN
�
e � x ��� x in e � y � x � � � e 
�


� � �

S � � : dance � � x 

(31)

� �
A � � ,

� �
A � � � : λPλx � P � x 
�� beautiful � � x 


The resulting dominance diamond (32) has two solutions, viz., (8b) and (8c).

(32) � � ��� � � : �

� � � � �
� � : λy � GEN
�
e � x ��� x in e � y � x � � � e 
�


dance � � x 


λy � � y 
�� beautiful ��� y 
�

Finally, the dominance diamond for the indefinite pronoun cases emerges from
lexical entries for these pronouns where the restriction of the quantification consti-
tutes the secondary fragment of the determiner, e.g., for something:

(33) � � � � � : λP 	 x � � � x 
 � P � x 

� � � � � � : thing �

With the rules (24)-(26) and a simple lexical entry for blue (in analogy to (31))
we can derive the semantic representation (34) for something blue:

7This twopartite semantic structure can be derived by a rule of the morphology-semantics inter-
face which combines the stem and the affix semantics. This rule is described as (41) in section 6
below.

8Here and in the following the distinction between the combinatorial semantics and the inherent
content of the adjective is of no avail, hence, neglected.
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(34) � � � � � � : �

� � � � �
� � : λP 	 x � � � x 
 � P � x 


thing �

λy � � y 
 � blue � � y 
�

Just like for the case of the modification of modifiers, the scope ambiguity as
expressed in the dominance diamond is only a potential one, because the fragments
can only be put together in one specific way. In (34) the right fragment can be
identified with the hole in the left fragment but not the other way round, which
yields as the sole solution the desired λ-term (9b). I.e., once again the analysis
does not lead to unwanted overgeneration.

This concludes the presentation of the proposed analysis, whose goal was a uni-
form semantic construction for mismatches at the syntax-semantics interface on
the basis of a surface-oriented syntactic structure.

6 Conclusion and outlook

Syntax-semantics mismatches in modification structures that involve agentive nouns,
indefinite pronouns, or modifiers that are modified themselves, have been analysed
in terms of potential scope ambiguities. This analysis can be extended to capture
additional, seemingly unrelated phenomena. In the remainder of the paper I will
show that the morphosemantic mismatches noted by L üdeling (2001) and discussed
by M üller (2003) under the heading of ‘bracketing paradoxes’ can be analysed as
one more instance of the mismatch, though, this time, the mismatch affects the
morphology-semantics and not the syntax-semantics interface.

Consider e.g. separable prefix verbs like losrennen:

(35) los-
start

renn
run

-en
infinitive

‘to start running’

In nominalisations of these verbs by the Ge. . . e circumfix, which expresses it-
eration semantically, only the verb stem shows up within the circumfix (thus, for
losrennen the nominalisation is (36). In the gloss, the two parts of the circumfix
are distinguished by subscripts:

(36) Los-
start

ge-
iter nom1

renn
run

-e
iter nom2

‘iteration of events of starting to run’

This suggests a morphological structure in which the verb stem combines with
the circumfix before the prefix is attached: In the other option (combining the

134



circumfix with the prefixed verb stem) the prefixation would have to be undone
again in order to get the position of the circumfix around the verb stem only right.

But if we assume that the order of morphological combination fixes the semantic
scope of the operators, the prefix should have scope over the circumfix. However,
this prediction is not bourne out, the scope of the affixes is exactly the other way
round, which constitutes a morphology-semantics mismatch. I.e., in the case of
Losgerenne the prefix is in the scope of the circumfix, thus, the nominalisation
refers to iterations of eventualities of starting to run (and not the start of an iteration
of running eventualities).

This problem is yet another instance of the sort of mismatch discussed in this
paper. To see this, consider the following reformulation of the problem: The se-
mantics of Gerenne is (37a), in prose, the set of eventualities e such that e is an
iteration of eventualies where some x runs. From this semantic representation we
can obtain the semantics of Losgerenne by pertaining the prefix meaning (mostly,
the change-of-state operator BECOME) not to the semantics of the base (37a) as a
whole, but only to that part of it that is contributed by the verb stem (plus argument
binding), which is underlined in (37a). The resulting (37b) stands for the set of
iterations of eventualities where some x starts to run:

(37) (a) λe � ITER � λe � 	 x � run � � x 
�� e � 
 
�� e 

(b) λe � ITER � BECOME � λe � 	 x � run � � x 
�� e � 
�
�
�� e 


The two operators ITER and BECOME in (37) are defined in the following
way. ITER relates properties of eventualities P to eventualities e if e is the convex
union (i.e., including anything in between) of a set of eventualies E , each of whose
elements is a P-eventuality. In addition, e itself may not be a P-eventuality (38a).
The definition of BECOME in (38b) is basically the one of Dowty (1979):

(38) (a) � P� e � ITER � P 
�� e 
�� 	 E � � e � � e ��� E � P � e � 
���� E � e ��� P � e 

(b) BECOME � P 
�� e 
 iff e is preceded by an eventuality for which � P

holds and is succeeded by a P-eventuality and there is no smaller
eventuality e � that also fulfills the first two conditions

M üller’s solution analyses prefixes like los- as subcategorised modifiers. First, a
lexical rule maps an ordinary verb stem like run1 (the suffix is used for expository
reasons) onto a stem run2, which subcategorises for a separable prefix as a modifier.
The prefix semantics becomes the semantics of the resulting stem run2. It speci-
fies how the semantic contributions of the prefix and the stem run1 are combined
into the semantics of the stem run2. Thus, the semantics of the stem run2 can be
paraphrased as ‘prefix semantics (whatever that may be) applied to the semantics
of run1’. The semantics of run1 is lexically given.

Next run2 undergoes nominalisation by circumfixing Ge. . . e, which yields Ge-
renne. But in this noun, the subcategorisation for the prefix remains. The para-
phrase of the semantics of Gerenne is ‘ITER applied to run2 semantics’ (i.e., ‘ITER
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applied to the prefix semantics (whatever that may be) applied to run1 semantics’).
The final step then is the determination of the prefix semantics to the operator BE-
COME after the subcategorisation for a prefix has been saturated by los-.

However, as soon as one would try to generalise this solution to modification
in general (something which M üller doesn’t do, but which might be one way of
capturing the common ground between his examples and the data discussed in the
main part of this paper), the result would be massive ambiguity in the lexicon.
E.g., dancer would have to be ambiguous between the standard reading and an-
other reading that subcategorises for a modifier. (This subcategorisation would
be inherited from a reading of dance that is derived from M üller’s lexical rule.)
This second reading of dancer would have the following semantics, where the λ-
abstracted property P is eventually identified with the modifier semantics:

(39) λPλy � GEN
�
e � x ��� x in e � y � x � dance ��� x 
�� e 
�� P � e 
�


But instead of trying to generalise M üller’s solution to the other data presented in
this paper, I will implement the insight that this morphology-semantics mismatch
can be analysed in analogy to the account of the syntax-semantics mismatches
advocated in this paper.

The implementation follows the crucial observation sketched in (37), viz., that
the semantic effect of prefixation resembles the effect of modification in examples
like (3) and (5). This suggests handling prefixation at the morphology-semantics
interface in a fashion close to the (syntax-semantics) interface rule (25).

The rule that builds the semantic representations for affixed nouns, e.g., (40) [=
(30)] for dancer, is given as (41):

(40) � � � � � : λy � GEN
�
e � x ��� x in e � y � x � � � e 
�


� � �

S � � : dance ��� x 


(41)
�
X Bs Aff � � morph ��

� � � � � :
� � ����� � � � λ �

y � � 

� � � �
� � :

� � ��� �
� ��� �y 


In close analogy to the modification rule (25), (41) assigns affixed expressions a
structured semantic representation where the main fragment of the affix dominates
the secondary fragment of its base. Scope between the main fragments of base
and affix is in principle open; for bases that are roots it is fixed, however, when
the main and secondary fragments coincide for these roots. (40) is constructed by
(41) from the semantic contribution (7a) of the affix and the semantics of dance
(dance � , which relates eventualities and individuals).

However, the analogy between (25) and (41) is not complete in that (41) defines
the main fragment of the affix as the main fragment of the resulting word and the
secondary fragment of the base as the resulting word’s secondary fragment.
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What is more, interface rules for affixation must take into account argument
binding. The fact that affixes may bind arguments of their base is anticipated in
rule (41) in that the individual arguments of the stem are λ-abstracted in the main
fragment, which allows binding by the affix. It is then the task of the affix to deter-
mine how many arguments are bound; while -er binds everything but the agentive
argument and Ge. . . e, every argument of its base, semantically transparent prefixes
like los- inherit all individual arguments from their bases. (See the corresponding
semantic representations of the affixes (7a), (42), and (45).)

Note that in (41) the category of the base (‘Bs’) and of the resulting expression
(‘X’) are left open. In addition, the rule does not predict the ordering of affix and
base. This kind of information must be supplied by the affixes themselves, it is not
part of the interface rule. E.g., Ge. . . e and -er map verbal bases to nouns, while
los- maps nominal or verbal bases to expressions of the same category.

I will now outline the derivation of the semantics of Losgerenne. First, the se-
mantics of the circumfix Ge. . . e maps n-ary relations P between an eventuality
and n � 1 individuals to the property of being an iteration of P-eventualities (with
possibly different participants):

(42) λPλe � ITER � λe � 	 �x � P � �x 
�� e � 
�
�� e 

Semantic construction for Gerenne builds on (42) and a simple lexical entry for

the verbal root renn- ‘run’:

(43)
� �
V � � , � �

V � � � : λxλe � run ��� x 
�� e 

(42) and (43) are combined into the semantic representation (44) for Gerenne by

rule (41):9

(44) � � � � � : λe � ITER � λe � 	 x � � � e � 
�
�� e 

� � � �
� � : λe � run � � x 
�� e 


Another application of rule (41) builds the semantics of Losgerenne from the
semantics of los- (45) and (44). (45) maps n-ary relations P onto the n-ary relation
which involves the same individual arguments and the begin of a P-eventuality.

(45) λPλ
�
xλe � BECOME � P � �x 
�
�� e 


(46) � � � � � : λe � BECOME � � 
�� e 

� � � �
� � :λe � � � run � � x 
�� e � � 


λe � ITER � λe � 	 x � � � e � 
�
�� e 


9Note that the semantic representation (44) for Gerenne is also adequate as the input for the
semantic construction of schnelles Gerenne in terms of rule (25), which may refer to iterations of fast
runnings, i.e., the iteration itself need not be fast. This interpretation, where the modifier pertains
only to the stem of its modified expression, is adequately captured by pertaining the modifier schnell
to the embedded fragment of the semantic of Gerenne (which comprises the stem semantics).
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Affixation of Gerenne by los- introduces an additional fragment for los- (with
the change-of-state operator BECOME) that dominates the verb stem semantics
but not the fragment for the circumfix on the right. I.e., narrow scope of BECOME
with respect to ITER is possible according to (46).

Finally, we have to explain why narrow scope of BECOME is not only possible
but indeed necessary. Here my intuition on the semantics of (productive and se-
mantically transparent) los- is that it requires its argument to refer to an eventuality
that involves a maximal axis in the sense of Lang (1990). For instance, los- at-
taches easily to movement verbs (loslaufen ‘start walking’, losrollen ‘start rolling’
[intransitive]) or even weather verbs that involve movement (loshageln ‘start hail-
ing’, losregnen ‘start raining) in contrast to other weather verbs (*losfrieren ‘start
freezing’). Since an iteration of running eventualities as opposed to these eventu-
alities themselves does not involve such a maximal axis, the sole resolution of (46)
is the one where the right fragment receives widest scope, which yields the desired
semantic representation (37b) for Losgerenne.

In sum, the goal of this paper has been to substantiate my claim that there is
considerable common ground between the syntax-semantics mismatches that were
presented in this paper. This common ground calls for a unified analysis, which
was then presented in the paper within a version of the syntax-semantics interface
that is implemented as the CONT feature of HPSG signs. Finally, I motivated and
sketched an extension of the analysis to a morphology-semantics mismatch for
German separable-prefix verbs.
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L üdeling, Anke. 2001. On particle verbs and similar constructions in German.
Stanford: CSLI Publications.
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Abstract

The Russian data presented in Perlmutter and Moore (2002) seem to
call into question the standard analysis of raising within Head-driven Phrase
Structure Grammar (HPSG): In Russian, the case marking of the raising tar-
get and raising pivot does not seem to be shared. In this paper, we show that
the phenomena described by Perlmutter and Moore can receive another anal-
ysis, fully compatible with HPSG’s theory of raising. We argue in addition
that our account leads to a slightly simpler model of the Russian data than
Perlmutter and Moore’s. Crucially, our analysis is only available if we avail
ourselves of a rich network of language-specific constructional schemata, a
stance recently advocated within HPSG, following the lead of Construction
Grammar.

The Head-driven Phrase Structure Grammar analysis of raising, as presented in
Pollard and Sag (1994), differs from other constraint-based lexicalist frameworks
(e.g., Construction Grammar or Lexical-Functional Grammar)1) in distinguishing
between raising and control structures. In the case of control, only the index of
the controller is identified with the index of the control target (making control an
instance of binding). In the case of raising, the entiresynsemof the raised NP or
raising pivot is identical to the embedded predicate’s subject argument’ssynsem
or raising target. Thus, in Figure 1, which represents part of the lexical entry of
raising verbs, the first member of theARG-ST list (corresponding to the subject in
Nominative-Accusative languages) is identified with the first member of the argu-
ment structure of the second member of theARG-ST (the verbal complement), as
indicated by1 . As a consequence, the case value of these twosynsemsmust be
identical (what we informally represented through an identically named variable
x).

One advantage of this hypothesized difference between raising and control is
that it immediately accounts for the transmission to the raising pivot of the quirky
case assigned to the raising target by the embedded verb in languages like Ice-
landic (see Saget al. (1992)). However, the Russian data presented in a recent
paper (Perlmutter and Moore (2002)) seem to call this analysis into question. In
Russian, the case marking of the raising target and raising pivot does not seem
to be shared, contra the standard Head-driven Phrase Structure Grammar analy-
sis (henceforth, HPSG). In this paper, we show that the phenomena described by
Perlmutter and Moore can receive another analysis, fully compatible with HPSG’s
theory of raising. We argue in addition that our account leads to a slightly simpler
model of the Russian data than Perlmutter and Moore’s. Crucially, this analysis
is only available if we avail ourselves of a rich network of language-specific con-
structional schemata, a stance recently advocated within HPSG, following the lead
of Construction Grammar (see Sag (1997), Ginzburg and Sag (2001), and Kathol
(2001), among others).

1This is not true, though, of Categorial Grammar (e.g., Jacobson (1990) and work based on it),
which aims to account for the same kinds of differences that the HPSG account focuses on.
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[
ARG-ST

〈
1

[
HEAD

[
CASE x

]]
,

[
ARG-ST

〈
1

[
HEAD

[
CASE x

]]〉]〉]

Figure 1: The (simplified) argument structure of a subject-to-subject raising verb

In the following section we present the Russian data from Perlmutter and Moore’s
paper. We then present our analysis. In the conclusion we compare it with Perl-
mutter and Moore’s account, and speculate about which other phenomena typically
treated in terms of lexical requirements might be more amenable to a constructional
account.

1 The Russian data

Perlmutter and Moore’s paper is concerned primarily with the interaction of infini-
tival and impersonal constructions in Russian. Russian raising structures are only
discussed to the extent they provide evidence for Perlmutter and Moore’s theory of
zero expletives. But their analysis of raising, if correct, would challenge HPSG’s
theory of raising structures. Perlmutter and Moore provide convincing evidence
for the following generalizations about Russian:

a. The subjects of infinitival clauses are datives. (Comrie (1974))

b. Infinitival clauses must have an expressed subject.

c. Impersonal clauses have a silent expletive subject.

d. This subject must be in the nominative case.

Sentence (1) below illustrates the claim that the subject of infinitival clauses
is dative (see Perlmutter and Moore’s paper for a list of infinitival clauses and
their functions in Russian and Moore and Perlmutter (2000) for compelling evi-
dence that the dative pronounmneis indeed the subject of the infinitival verb). The
sentences in (2) show that the complement of aninfinitival purpose clause can-
not leave its subject (here,nam) unexpressed, in contrast to that offinite purpose
clauses (here,my). Finally, the contrast between sentences (3-a) and (3-b) shows
that the expletive subject of impersonal clauses must be silent.

(1) Mne
me-DAT

ne
NEG

sdat’
pass-INF

èkzamen
exam-ACC

‘It’s not (in the cards) for me to pass the exam.’

(2) a. čtoby
in.order

(my)
we-NOM

uexali
go.out-SUBJNCT

na
to

vokzal
railway-station

‘in order that we go out to the railway station’
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b. čtoby
in.order

*(nam)
us-DAT

uexat’
go.out-INF

na
to

vokzal
railway-station

‘in order for us to go out to the railway station’

(3) a. Na
in

Gavajax
Hawaii

ne
NEG

morozit.
freeze-3SG

‘It doesn’t freeze in Hawaii.’
b. ∗Na

in
Gavajax
Hawaii

ono
it.NOM

ne
NEG

morozit.
freeze-3SG

‘It doesn’t freeze in Hawaii.’

These four facts together entail that impersonal clauses cannot be infinitival, since
the expletive subject of impersonals must be nominative and the subject of infini-
tival clauses must be dative. Interestingly, though, impersonal infinitival phrases
can felicitously serve as complements of raising predicates, provided the “surface
position” of the raised expletive is the subject of a finite clause (and hence receives
nominative case). Sentence (4) illustrates this case. The raising verbnačalo ‘be-
gin’ takes a nominative subject, as is generally the case for finite forms of verbs.
Since the raised expletive is now in a “position” in which it receives nominative
case, generalization d. is not violated and the sentence is grammatical.

The grammaticality of example (4) contradicts the predictions of HPSG’s anal-
ysis of raising, at least if we adopt Perlmutter and Moore’s analysis of the Russian
data. The case of the (unexpressed) expletive raising pivot is nominative, as is
required of the subjects of impersonal clauses by generalization d. The case of
the raising target must be dative, by generalization a. Thesynsemvalues of the
raising pivot and target cannot therefore be structure-shared, as the HPSG analysis
demands, because the values of theirCASE attributes conflict.

(4) Borisa
Boris-ACC

nǎcalo
began-NEUT

tošnit’.
nauseate-INF

‘Boris began to feel nauseous.’

2 It is not so bad, after all

Perlmutter and Moore’s data is not as damaging for the standard HPSG treatment
of raising as it seems. As we show in this section, their analysis of the Russian
data relies on an implicit assumption regarding the structure of Russian clauses.
We show that a theoretically articulated theory of clause structure need not (in fact,
should not) espouse this assumption.

2.1 Changing the underlying assumptions

The Russian data are entirely compatible with the HPSG analysis of raising, pro-
vided we do not subscribe to Perlmutter and Moore’s assumption that the infinitive
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complement of raising verbs is aclauseand that we restrict generalization a. to
the expressedsubjects of infinitival verbs. Generalization a., as Perlmutter and
Moore express it, refers to an intuitive notion of clause, not spelled out in detail.
It amounts to grouping together, as members of this pretheoretical notion of clause
constructs of typehead-subject-phrase(root clauses, questions, purpose and tem-
poral clauses) and VPs with unexpressed subjects (complements of raising predi-
cates and obligatorily controlled complements). Although many claim that these
two classes of construct form a natural class (see Chomsky (1981) for a defense of
this view), this hypothesis has been disputed by advocates of constraint-based lex-
icalist theories since at least Bresnan and Kaplan (1982) and Gazdaret al. (1985).
Under this alternative, controlled complements are treated as subjectless XCOMPS
or VPs. Independently of this general theoretical difference as to whether these
two kinds of constructions are both instances of the category of clause, there is
Russian-internal evidence that the two behave differently, as Perlmutter and Moore
themselves implicitly admit. First, the (unexpressed) subject of the controlled VP
sometimes takes the case of the controller. Sentence (5) illustrates this pattern.
The secondary predicatesam‘alone’ agrees in case with the controller of the un-
expressed subject of the VPpojti na věcerinku, namelyIvan.

(5) Ivan
Ivan.M .NOM

xočet
want

[PRO
PRO

pojti
to.go

na
to

večerinku
party

sam]
alone.M .NOM

‘Ivan wants to go to the party alone.’ (From Franks (1995))

Second, the subject of the VP complement of the raising predicate takes the case
of the raising pivot, as sentence (4) illustrates.

To reflect the difference between the two kinds of infinitival “clauses” Perl-
mutter and Moore discuss, we modify generalization a. as a’. below, and add the
hypothesis in e. Under our alternative analysis, descriptive generalization b. re-
ceives a different interpretation than that of Perlmutter and Moore. We model
generalization b. as the effect of a constraint on the typehead-subject-phrase, not
as a property of all maximal projections headed by an infinitival verb.

a’. Theexpressedsubjects of infinitival clauses are datives.

e. Root, question, purpose, and temporal clauses arehead-subject-phrases; the
complement of raising verbs is a VP, i.e. either ahead-complement-phrase
or ahead-adjunct-phrase(standard HPSG fare).

As the next section demonstrates, this revised, narrower generalization is all
that is needed to bring the Russian data in compliance with the HPSG analysis of
raising.

2.2 The technical details

We model the Russian data with three constraints, which account for generaliza-
tions a’ through e. above.
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Constraint (6) models generalization c.2 It says that any impersonal verb (a
member of the category of lexemes denoted by the typeimpersonal-verb) sub-
categorizes for an unexpressed expletive subject (i.e. a subject whose semantic
CONTENT is expletiveor not referential) and bears on all verbs that participate in
an impersonal argument structure. (We assume, following Miller and Sag (1997)
and Ginzburg and Sag (2001) thatpro subjects are modeled through a particular
kind of non-canonicalsynsem, as indicated in (6) by the typepro-ssof the sole
synsemmember of theSUBJECTlist.)

(6) impersonal-verb⇒
[

SUBJ

〈[
pro-ss

CONTENT expl

]〉]

Constraint (7) models generalizations a’. and b. It requires of a structure that is an
infinitival head-subject-phrasethat its subject be dative. The constructional nature
of this constraint (i.e., the fact that it pertains to a category of phrase-structural
configurations) properly restricts generalization a. toexpressedsubjects, as in our
revised generalization a’., at least under the typical HPSG hypothesis that phrase-
structurally projected subject requirements cannot be silent (with the possible ex-
ception of traces of extracted constituents).

(7)
[
hd-subj-ph
HEAD infin

]
⇒

[
DTRS

〈[
CASE dat

]
, . . .

〉]

In other words, constraint (7) trades Perlmutter and Moore’s descriptive observa-
tion based on a pre-theoretical notion of clause for a constraint that bears only on
phrases composed of an (expressed) subject and a phrasal head.

Constraint (8) models the Russian-specific morphological generalization d. by
requiring semantically expletivesynsems to bear nominative case.

(8)
[

CONTENT expl
]
⇒

[
CASE nom

]

Additionally, the contrast between the simplified entry forčtoby‘in order to’ in (9)
and the entry for raising verbs such asperestavat’‘stop’ given in (10) embodies our
hypothesis e. The entry in (9) subcategorizes for an infinitival clause (an infiniti-
val verbal projection whose subject and complements requirements are saturated),
whereas the entry in (10) subcategorizes for an infinitival VP (an infinitival ver-
bal projection whose complements requirements are saturated, but whose subject
requirement is not).

(9)




čtoby

ARG-ST

〈



SUBJ 〈〉
COMPS 〈〉
HEAD

[
VFORM inf

]




〉




2To avoid clutter, the representation of our constraints does not respect HPSG’s feature geometry.
Nothing substantive hinges on this strictly editorial simplification.
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(10)




perestavat’

ARG-ST

〈
1 ,




SUBJECT
〈

1

[
HEAD noun

]〉

HEAD
[

VFORM inf
]



〉



Together, these constraints provide for an easy explanation of the contrast in gram-
maticality of sentence (4) and sentences (3-b) or (11) (below). Sentence (4) is
grammatical because the complement ofnačalo ‘begin’ is a VP whose (unex-
pressed) expletive subject can bear the nominative case of the raising pivot, since
the need for a dative subject is only relevant to phrases of typehead-subject-phrase,
i.e. of phrases with a saturated subject requirement. Sentences (3-b) and (11), on
the other hand, are ungrammatical becausečtobysubcategorizes for a clause, i.e.
a verbal projection in which the verb’s subject requirementmust beexpressed and
no subject is expressed.3

(11) ∗čtoby
in.order

Borisa
Boris-ACC

tošnit’
nauseate-INF

zimoj
winter

‘in order for Boris to feel nauseous in the winter’

3 Conclusions and Implications

The following table compares the statements needed to model the Russian data
under Perlmutter and Moore’s and our analyses.

Perlmutter and Moore Koenig and Davis
All subject (expressed or unex-
pressed) of infinitival verbs are
dative

Only expressed subjects of infini-
tival verbs are dative

PROsubjects can sometimes bear
the case of their controller

N/A

pro cannot be dative N/A

Our answer to Perlmutter and Moore’s challenge to the HPSG analysis of rais-
ing relies on two important hypotheses about natural languages:

1. Verbal complements may be VPs or clauses;

2. Natural languages include language-specific constraints on phrase-structural
configurations (e.g., in Russian, the subjects of infinitivalhead-subject-phrases
are dative).

3The verbtošnit’ in (11) is exceptional in that the experiencer, hereBoris, must appear in ac-
cusative case; its subject is an (unexpressed) impersonal element. But since the complement clause
is infinitive, it requires a dative, and hence expressed, subject.
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Does the analysis we propose compare favorably to Perlmutter and Moore’s?
Since the two analyses are equivalent descriptively, a definitive answer to this ques-
tion is unlikely. We merely make two remarks here. First, our analysis account
for why control and raising structures appear to be exceptions to Perlmutter and
Moore’s generalization a. In our analysis, they are not exceptions, because this
generalization only pertains to subject-predicate constructs, while raising and con-
trol verbal complements are VPs, not subject-predicate constructs. Of course, Perl-
mutter and Moore may be able to explain these exceptions (in terms, for example,
of a reduced set of functional projections for raising and control verbal comple-
ments), but it remains true that only generalization a’. receives direct observable
evidence.

Second, crosslinguistic evidence may favor the kind of analysis we are propos-
ing. Russian makes a comparison based on descriptive adequacy between the two
analyses difficult, since expletive subjects, which must be both nominative and
unexpressed, are ruled out in infinitival clause environments. French, however,
provides more fertile grounds for such a comparison. French expletives must be
both nominative and expressed. Consider (12) (Perlmutter and Moore’s examples
(79) and (80)):

(12) a. Il
*( EXPL.NOM)

pleut.
rain.3SG-PRST.

It rains.
b. J’

I
entends
hear.3SG-PRST

pleuvoir
rain.INF

I hear it rain.
c. ∗Je

I
l’
EXPL.ACC

entends
hear.3SG-PRST

pleuvoir
rain.INF

I hear it rain.

Sentence (12-a) shows that French expletives must be expressed. The contrast be-
tween sentences (12-b) and (12-c) shows that there are no accusative expletives
in French. To generalize their analysis to French, Perlmutter and Moore must
posit both that French nominative expletives must beexpressedand that French
accusative expletives must besilent. Such a proposal is suboptimal on two counts.
First, French is not apro-drop language; positing silent expletives in infinitival
clauses is therefore not otherwise motivated. Second, Perlmutter and Moore’s pro-
posal does not account for the fact that an expletive is unexpressed in only those
very contexts in which anexpressedexpletive is impossible. Additional data fur-
ther question such an analysis. Consider the following examples.

(13) a. Que
that

vous
you

partiez
leave.SUBJ

est
is

nécessaire.
necessary

‘For you to leave is necessary.’ (sic)
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b. Il
EXPL

est
is

nécessaire
necessary

que
that

vous
you

partiez.
leave.SUBJ

‘It is necessary for you to leave.’

(14) a. ∗Que
that

vous
you

partiez
leave.SUBJ

est
is

grand
big

temps.
time

‘For you to leave is high time.’ (sic)
b. Il

EXPL

est
is

grand
big

temps
time

que
that

vous
you

partiez.
leave.SUBJ

‘It is high time for you to leave.’

Sentences (13) show that the predicate adjectivenécessaire‘necessary’ allows its
sentential complement to both be extraposed and occur in subject position. Sen-
tences (14) show that, in contrast, the predicate nominalgrand temps‘high time’
requires its sentential complement to be extraposed. Compare now sentences (15)
and (16).

(15) George
George

trouve
finds

nécessaire
necessary

que
that

vous
you

partiez.
leave.SUBJ

‘George finds it necessary for you to leave.’

(16) ∗George
George

trouve
finds

grand
big

temps
time

que
that

vous
you

partiez.
leave.SUBJ

‘George finds it high time for you to leave.’

An AP whose head isnécessairecan be embedded under the verbtrouver ‘to find’,
but not an AP whose head is the expressiongrand temps. One possible explanation
for this contrast builds on the hypothesis that the direct object of the verbtrouver
must be “referential” (see Borkin (1984/1974) for some suggestions in that direc-
tion for the English verbfind and Ducrot (1980) for some suggestions thatmight
be similarly interpreted for the French verbtrouver). Sincenécessaireallows its
sentential complement to be its subject, it may serve as the direct object oftrouver;
since the sentential complement oftrouver must be extraposed, its expletive sub-
ject would have to become the object oftrouver, violating the constraint that it be
“referential”. More solid evidence that the direct object oftrouver is “referential”
is required for this type of evidence to definitively rule out Perlmutter and Moore’s
analysis of French expletives, but the contrast betweennécessaireandgrand temps
suggests that it may be descriptively on the wrong track. Our constructional anal-
ysis of the Russian data fares better when applied to French. We need only stip-
ulate that French accusative pronouns are always referential (in HPSG’s technical
sense). In other words, the reason the subject expletives of the infinitival comple-
ments of raising verbs can be unexpressed is that these complements are Vs or VPs,
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not clauses or subject-predicate constructs. There is no need to say that French is
a necessary pro-drop language precisely when the subject is an expletive and in
embedded infinitival clauses since in those contexts, in our analysis, there are no
clauses, just Vs or VPs.

Let us now conclude on a more architectural note. As we mentioned earlier,
the first hypothesis mentioned at the beginning of this section is part and parcel of
constraint-based lexicalist approaches to grammar since the early 80’s. The second
hypothesis is part of a more innovative research program that started with Fillmore
and Kay’s work on Construction Grammar (see Fillmoreet al.(1988)) and assumes
that language-specific syntactic or semantic constraints can be attached to phrase-
structural schemata. The “constructional stance” required to model the Russian
data is rather minimal compared to the detailed network of constructions discussed
in Sag (1997), Fillmore (1999), or Ginzburg and Sag (2001): the ability to refer
to classes of phrase-structural configurations in the statement of language-specific
constraints. But even this minimal stance has its advantages for constraint-based
lexicalist approaches. We can preserve the advantages of HPSG’s raising theory
(over, say, LFG’s) for Icelandic without having it falter on Russian.

The standard HPSG treatment of raising and the alternative set out here thus
illustrate two contrasting analytical possibilities within HPSG, one capturing syn-
tactic behavior through lexical requirements and the other, constructional one em-
ploying schemata, which is accordingly less “lexical”. A natural question at this
point is whether there are other phenomena that appear equally amenable to either
type of analysis, but which, on more detailed examination, exhibit properties that
favor one type of account over the other. While we have no specific examples to
present here, we surmise that some agreement constraints might best be modeled
through constraints on particular phrase-structural constucts, rather than lexical
constraints between heads and their non-head dependents (complements, subjects,
or modifiers), as in Pollard and Sag (1994). This might be particularlyà propos
in cases where the dependent’s agreement properties cannot readily be determined
by lexical features of a head, either because a (unique) head is not identifiable, or
because its features are overridden by other considerations.
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Abstract

In this paperI presenttwo classesof doubleobjectconstructionsin Mo-
dernGreek,i.e., the genitive, aswell asthe doubleaccusative, ditransitive
constructions.I show that thesetwo classesdiffer from oneanotherin that
not bothof thempermitderivationalprocessessuchasthe formationof ad-
jectival passives. I alsolook at thecasepropertiesassociatedwith theverbs
which headModernGreekgenitive anddoubleaccusative ditransitive con-
structions.Finally, theanalysisI proposefor theseconstructionsin Modern
GreekareformalizedusingtheMinimal RecursionSemantics(MRS) frame-
work of Copestakeet al. (2001)andCopestakeet al. (2003).

1 Intr oduction

In this paper, I proposea robust deepanalysisof ModernGreekstructuresof the
following form:

(1) O
the

Petros
Peter.Nom

edose
give.3SG.PAST

to
the

vivlio
book.Acc

s-tin
to-the

Maria.
Maria.Acc

“Petergave thebookto Mary”.

(2) O
the

Petros
Peter.Nom

edose
give.3SG.PAST

tis
the

Marias
Maria.Gen

to
the

vivlio.
book.Acc

“PetergaveMary thebook”.

Therestof this paperis organisedasfollows. In thenext section(Section(2))
I giveanoverview of therelevantdatain ModernGreek.In Section(3) I dealwith
the casepropertiesof ModernGreekgenitive anddoubleaccusative ditransitive
constructions. In Section(4) I presentthe robust deepanalysisof ditransitives
that I arguefor in this paper, andI discussthis analysisin comparisonto relevant
influential crosslinguisticstudiesof similar phenomena.Finally, in Section(5) I
amhighlightingsomeof theadvantagesthat theanalysispresentedin Section(4)
bringsto thetaskof developmentof broadcoveragegrammarsof naturallanguage.

2 The Data

ModernGreekdistinguishestwo typesof ditransitive constructions,the genitive
ditransitive construction(seeSection(2.1)) andthedoubleaccusative ditransitive
construction(seeSection(2.2)).

2.1 The GenitiveDitransiti veConstruction

In ModernGreekthegoalin mostditransitivessurfacesasaPP(seeexample(3)),
or asanNP with morphologicalgenitive case(seeexample(4)):
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(3) O
the

Petros
Peter.Nom

estile
send.3SG.PAST

ta
the

hrimata
money.Acc.PL

s-tin
to-the

Maria.
Maria.Acc

“Petersentthemoney to Mary”.

(4) O
the

Petros
Peter.Nom

estile
send.3SG.PAST

tis
the

Marias
Maria.Gen

ta
the

hrimata.
money.Acc.PL

“PetersentMary themoney”.

Anagnostopoulou(1999) arguesthat the Modern Greekgenitive ditransitive
constructionis a doubleobjectconstruction.

2.2 The DoubleAccusative Ditransiti veConstruction

With a limited setof verbsboth the indirectobjectandthedirectobjectmaysur-
facewith morphologicalaccusativecaseusedwithout a preposition.1 Theseverbs
includethepredicatesserviro (serve),plirono(pay),didasko (teach):

(5) O
the

servitoros
waiter.Nom

servire
serve.3SG.PAST

ton
the

pelati
customer.Acc

enan
a

kafe.
coffee.Acc

“The waiterservedthecustomeracoffee”.

(6) O
the

servitoros
waiter.Nom

servire
serve.3SG.PAST

enan
a

kafe
coffee.Acc

s-ton
to-the

pelati.
customer.Acc

“The waiterservedacoffeeto thecustomer”.

(7) Plirosa
pay.1SG.PAST

ton
the

spitonikokiri
landlord.Acc

ta
the

nikia
rent.Acc.PL

pu
that

tu
him.Cl.Gen

ofila.
owe.1SG.PAST

“I paidthelandlordtherentsthatI owedhim”.

(8) Plirosa
pay.1SG.PAST

s-ton
to-the

spitonikokiri
landlord.Acc

ta
the

nikia
rent.Acc.PL

pu
that

tu
him.Cl.Gen

ofila.
owe.1SG.PAST

“I paidto thelandlordtherentsthatI owedhim”.

(9) O
the

kathigitis
professor.Nom

didakse
teach.3SG.PAST

tus
the

fitites
student.Acc.PL

tin
the

ili
course-material.Acc

ton
the

mathimatikon
maths.Gen.PL

prosfata.
recently

“The professortaughtthe studentsthe coursematerialfor the mathsre-
cently”.

1Theseverbsmay alsoform a doubleobjectconstructionin which the goalbearsgenitive case
morphology. In this case,they behave syntacticallysimilarly to verbsforming thegenitive ditransi-
tive constructionpresentedin Section(2.1).
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(10) O
the

kathigitis
professor.Nom

didakse
teach.3SG.PAST

tin
the

ili
course-material.Acc

ton
the

mathimatikon
maths.Gen.PL

s-tus
to-the

fitites
student.Acc.PL

prosfata.
recently

“The professortaught the coursematerial for the mathsto the students
recently”.

2.3 Evidencefor two structures

Adjectival passiveswith goalexternalizationarenot possiblewith theverbsform-
ing thegenitive ditransitive construction(seeSection(2.1)):

(11) O
the

Petros
Peter.Nom

estile
send.3SG.PAST

to
the

paketo
packet.Acc

s-tin
to-the

mitera
mother.Acc

tu
his.Cl.Gen

polu
very

prosfata.
recently

“Petersentthepacket to his mothervery recently”.

(12) O
the

Petros
Peter.Nom

estile
send.3SG.PAST

tis
the

miteras
mother.Gen

tu
his.Cl.Gen

to
the

paketo
packet.Acc

polu
very

prosfata.
recently

“Petersenthis motherthepacket very recently”.

(13) Ena
a

prosfata
recently

stalmeno
sent

paketo.
packet

/*
/*

Mia
a

prosfata
recently

stalmeni
sent

mitera.
mother

“A recentlysentpacket”. /* “A recentlysentmother”.

We take it that thebanon goalexternalizationcould/shouldbereducedto the
genitive casemorphologyof thegoal(seeKratzer(1993)).

In contrast,adjectival passiveswith goalexternalizationarepossiblewith the
verbsformingthedoubleaccusative ditransitive construction(thefollowing exam-
ple readsin relationto examples(9) and(10)of Section(2.2)):

(14) I
the

prosfata
recently

didagmeni
taught

ili
course-material

ton
the

mathimatikon./I
maths.Gen.PL/the

prosfata
recently

didagmeni
taught

fitites.
students

“The recentlytaughtcoursematerialfor themaths”./“The recentlytaught
students”.

Moreover, in ModernGreekthe two verbclassesdiffer with respectto nomi-
nalization.Nominalizationswherethegoalsurfacesasthenon-prepositionalcom-
plementof the noun are not possiblewith the verbal predicatesparticipatingin
thegenitive ditransitive construction(examples(15)-(17)),while they arepossible
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with the verbalpredicatesparticipatingin the doubleaccusative ditransitive con-
struction(example(18) in relationto examples(9) and(10) of Section(2.2)):

(15) O
the

Petros
Peter.Nom

nikiase
rent.3SG.PAST

to
the

spiti
house.Acc

s-ton
to-the

fititi.
student.Acc

“Peterrentthehouseto thestudent”.

(16) O
the

Petros
Peter.Nom

nikiase
rent.3SG.PAST

tu
the

fititi
student.Gen

to
the

spiti.
house.Acc

“Peterrentthestudentthehouse”.

(17) To
the

nikiasma
rental

tu
the

spitiu.
house.Gen

/*
/*

To
the

nikiasma
rental

tu
the

fititi.
student.Gen

“The rentalof thehouse”./* “The rentalof thestudent”.

(18) I
the

didaskalia
teaching

tis
the

ilis
course-material.Gen.SG

ton
the

mathimatikon.
maths.Gen.PL

/
/
I
the

didaskalia
teaching

ton
the

fititon.
students.Gen.PL

“The teachingof thecoursematerialfor themaths”./ “The teachingof the
students”.

3 CaseAssignmentin Modern Greek Genitive and Dou-
ble AccusativeDitransiti veConstructions

In genitive ditransitive constructionin ModernGreek,like the onespresentedin
Section(2.1) in theprevious (seeexample(4)), we observe thatclitic doublingis
possiblewith boththegenitive goal,aswell astheaccusative theme:

(19) (Tis)
cl.Gen.Fem.SG

(ta)
cl.Acc.Neut.PL

estile
send.3SG.PAST

o
the

Petros
Peter.Nom.SG

tis
the

Marias
Maria.Gen.Fem.SG

ta
the

hrimata.
money.Acc.Neut.PL

“PetersentMary themoney”.

Clitic doubling in (19) above shows that both the genitive goal and the ac-
cusative themebearstructuralcase.

Moreover, passivization of the themeargumentof ModernGreekgenitive di-
transitive constructionsis alsopossible,provided that thegoal argumentof these
constructionsis clitic doubled:

(20) Ta
the

hrimata
money.Nom.PL

*?(tis)
cl.Gen.Fem.SG

stalthikan
send.3PL.PAST.PASS

tis
the

Marias
Maria.Gen.Fem.SG

apo
by

ton
the

Petro.
Petro

“The money wassentto Mary by Peter”.
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The fact that the themeargumentof the genitive ditransitive constructionsin
ModernGreekmayundergopassivizationwhenthegoalargumentis clitic doubled
shows thatit bearsstructuralaccusative case.

Turningto doubleaccusative ditransitive constructionsin ModernGreek,like
theonesdescribedin Section(2.2) above, Anagnostopoulou(1999)hasobserved
that the goal exhibits all the propertiesof a structuralobject. That is, it bears
a morphologicalaccusative case,it canbe doubledby a clitic (seeexample(21)
below) andit mayundergo passivization(seeexample(22)below):

(21) (Tus)
cl.Acc.PL

didakse
teach.3SG.PAST

tus
the

fitites
students.Acc.PL

ta
the

mathimatika.
maths.Acc.PL

“He taughtthestudentsthemaths”.

(22) I
the

fitites
students.Nom.PL.

didahthikan
teach.3PL.PAST.PASS

ta
the

mathimatika.
maths.Acc.PL

“The studentsweretaughtthemaths”.

Onthecontrary, asAnagnostopoulou(1999)underlines,thesamedoesnothold
for thethemeargumentof theseconstructions.Thatis, clitic doublingof thetheme
argumentrendersthe ModernGreekdoubleaccusative ditransitive constructions
ungrammatical:

(23) *Ta
cl.Acc.Neuter.PL

didakse
teach.3SG.PAST

tus
the

fitites
students.Acc.Masc.PL

ta
the

mathimatika.
maths.Acc.Neuter.PL

“He taughtthestudentsthemaths”.

Moreover, Anagnostopoulou(1999) alsopoints out that passivization of the
themeacrossa goal in thedoubleaccusative ditransitive constructionsin Modern
Greekis notpossible,evenwhenthegoalis clitic doubled:

(24) *Ta
the

mathimatika
maths.Acc.Neuter.PL

tus
cl.Acc.Masc.PL

didahthikan
teach.3PL.PAST.PASS

tus
the

fitites.
students.Acc.Masc.PL

“The mathsweretaughtto thestudents”.

(25) *Ta
the

mathimatika
maths.Acc.Neuter.PL

tus
cl.Acc.Masc.PL

didahthikan.
teach.3PL.PAST.PASS

“The mathsweretaughtto them”.

It would have been,indeed,very simpleto attribute theexceptionalbehaviour
of the themeargumentof the ModernGreekdoubleaccusative ditransitive con-
structionsto thefact that it might bearaninherentaccusative case.We areafraid,
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though,that this would have beentoo simplistic an analysis,sincethe themear-
gumentof theseconstructionsin Modern Greekexhibits all the propertiesof a
structuralobject,whentheaccusative goalundergoespassivization,for instance:

(26) I
the

fitites
students.Nom.PL

ta
cl.Acc.PL

didahthikan
teach.3PL.PAST.PASS

ta
the

mathimatika
maths.Acc.PL

apo
by

ton
the

kathigiti.
professor

“The studentsweretaughtthemathsby theprofessor”.

That is, as is shown in example(26) above andasAnagnostopoulou(1999)
alsonotes,thethemeargumentcanbeclitic doubledin thepassive form of Modern
Greekdoubleaccusativeditransitive constructions.This impliesthatthisargument
doesnot bearthesamekind of casein active andpassive sentences.This in turn
arguesagainstthe assumptionthat the themehasinherentcase,sincea defining
propertyof inherentcaseis thatit never entersinto casealternations.

Passivizationof the themeargumentacrossthegoal in ModernGreekdouble
accusative ditransitive constructionsleadsto very strongungrammaticality(see
examples(24) and(25) above), unlike passivization of thethemeargumentin the
presenceof anundoubledgenitivegoal(seeexample(20)above),whichonly gives
riseto mildly ungrammaticalsentences.

Thus,Anagnostopoulou(1999)concludesthat while passivization of themes
acrossgoals(directpassives)is notpossibleeitherin ModernGreekgenitive,or in
ModernGreekdoubleaccusative ditransitive constructions,thecauseof theviola-
tion is different. Sheclaimsthat in ModernGreekgenitive ditransitive construc-
tionstheproblemis posedby Locality, while in ModernGreekdoubleaccusative
ditransitive constructionstheproblemseemsto beposedby thefactthatthetheme
argumentbearsaninherentaccusative case.

Anagnostopoulou(1999) mentionsthat a similar behaviour is also found in
English. That is, sentencesinvolving passivization of themesin the presenceof
goalsarejudgedas“quite marginal” (cf., Larson(1988)):

(27) ?*A letterwassentMary.

Accordingto Larson(1988),passive sentenceslike the onein (27) areoften
judgedto bebetterif thegoalis anunstressedpronoun:

(28) A letterwasgiven’im/*HIM by Mary.

Thus,indirectobjectweakpronounsin Englishpassiveshaveaneffectcompa-
rableto theeffectof “dative” clitics in Greekpassives.

3.1 Themeincorporation

In doubleaccusative ditransitive constructionsin ModernGreekthegoalargument
maysurfaceasasolecomplement:
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(29) Didasko
teach.1SG

tus
the

fitites.
students.Acc.PL

“I teachthestudents.

(30) Serviro
serve.1SG

ton
the

pelati.
customer.Acc.SG

“I serve thecustomer”.

(31) Plirono
pay.1SG

ton
the

ipalilo.
employee.Acc.SG

“I paytheemployee”.

Moreover, asalsoshown by Anagnostopoulou(1999),therearecasesof overt
nounincorporationof the themein ModernGreekwherethe goal surfacesasan
accusativeobject,andnotasaPP(seeexample(33)),or agenitiveNP(seeexample
(35); theexamplesarefrom Anagnostopoulou(1999)):

(32) Dino
give.1SG

trofima
food.Acc.PL

stus
to-the

aporus.
poor

“I give food to thepoor”.

(33) Trofodoto
food-give.1SG

tus
the

aporus
poor.Acc.PL

/
/
*stus
*to-the

aporus.
poor

“I give food to thepoor.

(34) Dino
give.1SG

tis
the

Marias
Maria.Gen.SG

hrimata.
money.Acc.PL

“I give Mary money”.

(35) Hrimatodoto
moeny-give.1SG

tin
the

Maria
Maria.Acc.SG

/
/
*tis
*the

Marias.
Maria.Gen.SG

“I give money to Mary”.

Anagnostopoulou(1999)concludesthatsuchexamplesconstituteevidencethat
themeincorporationtakesplacein thedoubleaccusative ditransitiveconstructions,
but not in thePP, or thegenitive,ditransitive constructionsin ModernGreek.

4 Betweenshifts and alternations

4.1 Overview

As Levin andRappaportHovav (2001)havepointedout, thetermsdativeshiftand
dativealternationreflecttwo majorclassesof analysesof thevariableexpression
of argumentscharacteristicof theverbgive (in English)andsemanticallyrelated
verbs.

Thedativeshift approach,asLevin andRappaportHovav (2001)have shown,
is aderivationalanalysisthatassumesthattheseverbshave asinglemeaning,giv-
ing rise to two derivationally relatedsyntacticstructures.The two variantsnever
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involve any differencein truth-conditionalmeaning.Thisanalysistendsto besyn-
tacticallyratherthansemanticallymotivated.

Thereare dative shift analysesin the literature, like, for instance,the ones
proposedby Baker (1988),denDikken (1995),Larson(1988),amongothers,ac-
cordingto which the to- variant is consideredto be the basic. Otherdativeshift
approachesprefer the doubleobject variant as the basicone (see,for instance,
Dryer (1986)).

Thedativealternationapproach,asLevin andRappaportHovav (2001)have
pointedout, is anon-derivationalanalysisthatassumesthatgiveandverbsseman-
tically relatedto it have two distinctmeanings,eachgiving riseto its own syntactic
realizationof arguments(cf., amongothers,Arad (1998),Green(1974),Haleand
Keyser(1996),Harley (1997),Krifka (1999),Oehrle(1975),Pinker (1989)).

Thealternateargumentrealizationsarisebecausedistinctargumentssatisfythe
semanticconditionsfor mappingto direct object in eachalternant.This analysis
tendsto bemotivatedby lexical semanticconsiderations(see,for instance,(37) in
Section(4.2)below):

(36) a. ‘x causey to havez’, giving riseto thedoubleobjectalternantgivePeter
a book
b. ‘x causez to beaty’, giving riseto the to-variantgivea bookto Peter

Recently, a constructionalversionof this approachhasalso emerged (e.g.,
Goldberg (1995)). According to this constructionalanalysis,the verb give and
its semanticallyrelatedverbsaremonosemous,but their coremeaningis compat-
ible with two syntactico-semanticconstructions.Sinceconstructionsaredefined
asform andmeaningpairs,eachverb-syntacticframeis associatedwith a distinct
meaning.Thus,this canalsobeviewedasa two-meaningapproach.

4.2 The Analysis

For ModernGreekgenitive ditransitive constructions(seeSection(2.1)) I argue
for anaccountwhich shareswith the “dative shift” approachesthe ideathat there
is a singleverb meaninginvolved, andwith the “dative alternation”approaches
theideathatvariantsarenonderivationallyrelated(seeButt etal. (1997),Wechsler
(1995),amongothers,for similar approachesin LFG andHPSG,resprectively, to
Englishditransitives).

Thestartingpointof theanalysisfor predicatesheadingModernGreekgenitive
ditransitive constructionsis that they arenot polysemousand,moregenerally, the
genitive ditransitive alternationdoesnot involve two distinct meaningsfor each
individual ditransitive predicate.

In thespirit of Levin andRappaportHovav (2001),I proposethatthekey idea
is that thegenitive ditransitive alternationin ModernGreekis not aboutalternate
objects,like for instance,thelocativealternationin ModernGreek,but aboutalter-
nateexpressionsof recipients(i.e.,animategoals).
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That is, recipientsin ModernGreekgenitive ditransitive constructionsmaybe
realizedin two waysasthey areopento two semanticcharacterizations(seealso
Goldsmith(1980)for English): (i) a type of possessor, (ii) a type of goal, asthe
LocalistHypothesispredicts(cf., alsoGruber(1965),Jackendoff (1972)).2

The consequenceof the availability of two semanticcharacterizationsfor re-
cipientsin thecaseof ModernGreekgenitive ditransitive constructions(i.e., pos-
sessorsand goals) is that recipientshave also two potentialmodesof syntactic
instantiation:(i) a genitive case-marked NP (seeexample(4) in Section(2.1)and
example(12) in Section(2.3)),(ii) aPP(s-tin (to)-phrasein example(3) in Section
(2.1)andexample(11) in Section(2.3)).

For Modern Greekdoubleaccusative ditransitive constructions(seeSection
(2.2)) I proposeananalysiswhich shareswith the“dative alternation”approaches
theideathatvariantsarenonderivationally related.

I also propose,though, that unlike the genitive ditransitive constructionsin
ModernGreekasshown in Section(2.1) the doubleaccusative ditransitive con-
struction is aboutalternateobjects,like for instance,the locative alternationin
ModernGreek.This proposalis stronglysupportedby theevidencefrom adjecti-
val passivesandnominalizationspresentedin Section(2.3) in relationto Modern
Greekdoubleaccusative ditransitive constructions,which shows that with predi-
catesheadingdoubleaccusative ditransitiveseitherthe themeor the recipientar-
gumentexhibits “object” properties,dependingon which is (theprimary) object.
Suchananalysistendsto beaccompaniedby differentlexical semanticentailments
in relationto thetwo variants:3

(37) FromArad (1998)
a. to-VARIANT: x cause[y to cometo beat (possession)z]
b. DOUBLE OBJECTVARIANT: x cause[z to cometo bein STATE (of
possession)]by meansof [x cause[y to cometo beat (poss)z]]

4.3 The Formalization

The analysessketchedabove for the genitive andthe doubleaccusative ditransi-
tive constructionsin ModernGreekareformalizedhereusingtheMinimal Recur-
sionSemantics(MRS) framework of Copestake et al. (2001)andCopestake et al.
(2003).

In brief, Minimal RecursionSemanticsis a framework for computationalse-
mantics,in which themeaningof expressionsis representedasa flat bagof Ele-
mentaryPredications(or EPs)encodedasvaluesof a RELSattribute. Thedeno-
tation of this bagis equivalent to the logical conjunctionof its members.Scope

2In supportof point (ii), andasfar asEnglishis concerned,Pesetsky (1995,p. 141) pointsout
that “the semanticsof to-objectsseemsto bea supersetof the semanticsof directly selectedgoals
(i.e., recipients)”.

3As wehavealsomentionedin (4.1)above,recentlyaconstructionalversionof suchanapproach
hasalsoemerged(seeGoldberg (1995)).
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relationsbetweenEPsarerepresentedasexplicit relationsamongEPs.Suchscope
relationscanalsobeunderspecified.Theassumptionof currentMRS is thateach
lexical item(otherthanthosewith emptyEPbags)hasasingledistinguishedmain
EP, which is referredto astheKEYEP. All otherEPseithersharea labelwith the
KEY EPor areequalto somescopalargumentof theKEY EP.

For situation-denoting EPs,which arealsomost interestingfor our purposes
here,thefollowing generalizationshold: (i) EPsdonotencoderecursively embed-
dedstate-of-affairs(SOAs); (ii) EPscanhaveone,two,or threearguments.Finally,
asfarasdirectargumentsareconcerned,thesearepredictedto link off thevalueof
theKEY attribute.

4.3.1 Modern GreekGenitiveDitransiti veConstructions: at theSyntax-Semantics
Interface

(38) CONTENT of ModernGreekGenitive Ditransitive Constructions(exam-
ple (4))

���������������������

KEY 5

�������
�
stelno-change-of-possession-rel

ACT 1 � o Petros�
POSSESSOR/RECIPIENT 4 � tis Marias�
UND/THEME 3 � ta hrimata�

��������
�

RELS 	 5 ,

�������
�
stelno-change-of-location-rel

ACT 1 � o Petros�
FIGURE 3 � ta hrimata�
GROUND 4 � Marias�

��������
� 


����������������������
(39) CONTENTof ModernGreekPPDitransitiveConstructions(example(3))4

����������
�
KEY 5

��������
stelno-change-of-location-rel

ACT 1 � o Petros�
UND/FIGURE 3 � ta hrimata�
GOAL/RECIPIENT � GROUND � 4 � stinMaria �

���������
RELS 	 5




�����������
�

4UND/FIGUREis usedin orderto denoteanargumentwhich is anUND(ergoer)andat thesame
timea moving entity (FIG(ure);seealsoDavis (1996)).
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4.3.2 Modern Greek Double Accusative Ditransiti ve Constructions: at the
Syntax-SemanticsInterface

(40) CONTENT of Modern GreekDouble Accusative Ditransitive Construc-
tions(example(9); closeto theentailmentsshown in (37))��������������������

�

KEY 3

��������
didasko-change-of-possession-rel

ACT 1 � o kathigitis�
UND/POSSESSOR/RECIPIENT 2 � tusfitites�
FIGURE/THEME 4 � tin ili �

���������

RELS 	 3 ,

��������
didasko-change-of-location-rel

ACT 1 � o kathigitis�
FIGURE 4 � ili �
GROUND 2 � fitites�

��������� 


���������������������
�

(41) CONTENTof ModernGreekPPDitransitiveConstructions(example(10);
closeto theentailmentsshown in (37))����������

�
KEY 3

�������
�
didasko-change-of-location-rel

ACT 1 � o kathigitis�
UND/FIGURE 2 � tin ili �
GOAL/RECIPIENT � GROUND � 4 � stusfitites�

��������
�

RELS 	 3



�����������
�

4.3.3 Discussion:Evidencefor the first object aspossessor

As is also clearly shown in the HPSGformalizationof Modern Greekgenitive
anddoubleaccusative ditransitive constructionspresentedin (38)-(41)in Sections
(4.3.1)and(4.3.2)above,recipientsareopento two syntactico-semanticcharacter-
izations,i.e., thatof thepossessorandthatof thegoal.

Consequently, recipientshave two expressions:� they mayberealizedasgoalsareencoded(i.e., theobjectof stonin thePP
variant;see(39)and(41) above),or� they may be realizedaspossessorsareencoded(i.e., the first object in the
ditransitive constructionsin ModernGreek;see(38)and(40)above).

From a crosslinguisticpoint of view, accordingto Levin andRappaportHo-
vav (2001),many languageswhich lack doubleobjectsstill have a core(i.e., non-
adjunct)grammaticalrelation, distinct from subjectand object, usedto express
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possessors.Specifically, as Levin and RappaportHovav (2001) mention,many
languageshave a dative caseand usethe dative (casemarked) NP as the basic
expressionof possessors,includingrecipientsof ditransitive constructions.

Thereare, then,accordingto Levin andRappaportHovav (2001), two dedi-
catedmodesof expressingpossessors:� thefirst objectin adoubleobjectframe,and� adative NP.

This is exactlywhatwehaveobservedin thebehaviour of ModernGreekgeni-
tiveanddoubleaccusative ditransitive constructions(see,for instance,(38)-(41)in
Sections(4.3.1)and(4.3.2)above). Only insteadof a dative NP, in ModernGreek
we observe agenitive NP.

Siewierska(1998)finds thatno languagewhich hasa “true” dative case(i.e.,
useof a marker which is distinct from allative or locative markers)hasa double
objectconstructionor a constructionin which therecipientandpatientreceive the
sameencoding.

This observation suggeststhatcrosslinguistically dative NPsandfirst objects,
andthusthedative frameanddoubleobjectframe,arein complementarydistribu-
tion. Giventhis, they might beconsideredtwo sidesof thesamecoin.

Thisalsoholdsfor ModernGreek,aswehavealreadyseenin theprevious(see
(38) and(40) in theprevious). Onehasto keepin mind, though,that in thecase
of theModernGreekdoubleaccusative ditransitive verbsdidasko (teach),serviro
(serve), andplirono (pay) the recipient/possessorand the patient/undergoer bear
thesamemorphologicalcase.

In the light, then, of Modern Greekdoubleaccusative ditransitive construc-
tionsthegeneralizationof Siewierska(1998)might seemto beratherunexpected,
sincethe “dative”/ditransitive alternationis alsoshown to be aboutthe semantic
determinantsof “objecthood”.

Crosslinguistically, thus,andin the light of theModernGreekdatapresented
in theprevious,four framesareassociatedwith theexpressionof recipients:� Allative frame(recipientasgoal): in this framethe themeis syntactically

realizedasobject,therecipient(allative) aslocative NP/PP.� Doubleobjectframe(recipientaspossessor):in this framethethemeis syn-
tactically realizedas secondaryobject,while the recipientis syntactically
realizedasfirst object.� Dativeframe(recipientaspossessor):in this framethethemeis syntactically
realizedasobject,while therecipientis syntacticallyrealizedasadativeNP.� Genitive frame(recipientaspossessor):in this framethe themeis syntac-
tically realizedas object, while the recipient is syntacticallyrealizedas a
genitive NP.
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Theconsequenceof all this, asLevin andRappaportHovav (2001)underline,
is that in English,for instance,to is not a dative preposition,assomesuggest,but
anallative preposition,andtheto-variantis, thus,aninstanceof theallative frame.
As Siewierska(1998,p. 180) pointsout “It appearsthat the term dative-shift is
truly amisnomer”.

The crosslinguisticimplicationscanbe summarized,accordingto Levin and
RappaportHovav (2001),in thefollowing:� A languagewith anexpressionspecificto possessorsmight not beexpected

to allow the encodingof recipientsof ditransitivesasallatives(the general
encodingfor goals),sincethe semanticexpressionaspossessorsis the se-
manticallymorespecific.� Englishdoesallow recipientsof verbslike give to beexpressedasallatives
becausegivenits strictwordorderthereis nootherwayto focusa recipient.� But in languageswith free word order, like, for instance,Modern Greek
or Russian,recipientsof verbslike give may alsobe expressedasgenitive
NPs,asis thecasein ModernGreek,or alwaysasdative NPsandnever as
allatives,asis thecasein Russian:

(42) Ja
I.Nom

dal
give.PAST

Ivanu
Ivan.Dat

knigu.
book.Acc

“I gave Ivanthebook”.

(43) *Ja
I.Nom

dal
give.PAST

knigu
book.Acc

k
to

Ivanu.
Ivan.Dat

“I gave thebookto Ivan”.

In fact,therearemany languageswith only thedative frameor only thedouble
objectframe(see,amongothers,Baker (1997),Dryer (1986)).

5 Conclusion

In conclusion,I have shown thattheModernGreek“genitive” ditransitive alterna-
tion is aboutalternaterealizationsof recipients,while the ModernGreekdouble
accusative ditransitive alternationis aboutalternateobjects.

Moreover, I haveshown thatHPSG(PollardandSag(1994))enrichedwith se-
manticrepresentationsin MRS (Copestake et al. (1999))constitutestheappropri-
atetheoreticalbasisfor arobust,linguistically-motivatedaccountof ditransitivesin
ModernGreek,which providesthenecessaryformal generalizationsfor theanal-
ysisof suchargumentsin a multilingual context, sinceMRS structuresareeasily
comparableacrosslanguages.

To show this I have consideredcomparatively both genitive and doubleac-
cusative ditransitive constructionsin ModernGreek(Section(2)), concludingthat

164



while thelattermightbeconsideredto conformto thelocative alternationin Mod-
ern GreekandEnglish, the former arebeyond both “(dative) shifts”, aswell as
“(dative) alternations”.

As a final generalcommentI needto underlinethat the MRS-basedanalysis
presentedin Section(4) above allows for a linguistically-motivatedaccountof the
syntactico-semanticpropertiesof doublets,whichavoidstheprocessingloadprob-
lemsthat are inseparablefrom (directionalor even bi-directionalà la Flickinger
(1987)) lexical rule approachesto parsingditransitive constructionsin particular
and to developmentof (the lexicon of) large-scale(computational)grammarsof
naturallanguagebasedonHPSGin general.

Consequently, (the lexicon of) large-scalecomputationalgrammarsmay be-
comemoreefficient, sinceit needsto dependon fewer or evenno lexical rulesat
all, andthuslesscomplicatedfor thegrammarwriter to maintain,aswell asto de-
velopfurther. HereI focusedon(someof) thetheoreticalassumptionsuponwhich
theachievementof suchagoalcanbebasedrealistically.
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Abstract 
In this study we show that constituency is of limited importance for 

a proper treatment of the interaction between the linear position of a 
wa-marked nominal in a Japanese sentence and possible domains of 
contrastive focus, and that constraints concerning contrastive focus 
should be represented in terms of linear order and not constituency.  
Linearisation HPSG, where linear order is independent from 
constituency, provides a good basis for an analysis.  Some constraints 
are provided in terms of order domains, and it is shown that these 
constraints can deal with the phenomena in question, and that the 
cases problematic for the constituency-based analyses can also be 
accounted for by our analysis. 

1 Introduction 

The most widely adopted view of word order within the framework of HPSG is 
that a set of linear precedence (LP) rules state the possible permutations of 
constituent in a local tree (see, e.g., Pollard and Sag 1987, 1994).∗  In such a 
framework, there are at least two possible analyses of a relatively flexible word 
order of Japanese illustrated by (1), which has been often called ‘scrambling’. 

(1) a. Taroo-ga kesa tukue-ni  hana-o  oita 
  Taro-NOM  this morning  desk-LOC flower-ACC  put 
  ‘Taro put the flower on the desk this morning’ 

 b. Kesa  tukue-ni  Taroo-ga hana-o  oita 
 this morning  desk-LOC  Taro-NOM  flower-ACC put 

First, we might assume a flat structure like (2) in which a lexical verbal head and 
all of its dependents form a single constituent.1 
 
 
 
 

                                                   
∗ I would like to thank Bob Borsley for his valuable comments and discussions. Thanks are 
due to participants at HPSG 2004 for their feedback and discussions.  I am also grateful to 
Doug Arnold and three anonymous reviewers for HPSG 2004 for their comments on 
earlier versions of this paper.  Any shortcomings are my responsibility.  I gratefully 
acknowledge the generous financial assistance from the Department of Language and 
Linguistics, University of Essex, which enabled me to take part in HPSG 2004.   
1 There have been alternative ways proposed to build a flat structure in HPSG.  See 
Alexopoulou and Kolliakou (2002), Borsley (1989, 1995) and Pollard (1994) for 
examples. 
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(2) S 

 

 NP  Adv  NP  NP  V 

 

 Taroo-ga  kesa  tukue-ni  hana-o  oita 

Then, the general LP rule (3) can alone give an account for the word order 
variation in (1). 

(3) [ ] ≤  HEAD[LEX +] 

This LP rule states that a lexical head follows any sister.  Conforming to this rule, 
the lexical head daughter oita ‘put’  follows all its sisters both in (1a) and (1b).  No 
further rules are needed to predict the word order variation as in (1).  Second, we 
might assume a binary branching structure like the following. 

(4)    S 
 
 NP VP 
  
 Adv VP 
 
 NP VP 
  
 NP V 
   
 Taroo-ga  kesa  tukue-ni hana-o  oita 

A binary branching constituent structure has been advanced for German clauses in 
HPSG (see, e.g., Kathol 2000 and Müller 2002), so it might be quite reasonable to 
assume it for Japanese clauses as well.  There are several possible ways to 
represent the relatively free constituent order in binary branching: to assume a set, 
rather than a list, of valence information (Gunji 1986; Hinrichs and Nakazawa 
1989; Pollard 1996; also see Müller 2004b); to relax the requirement that elements 
should be removed from the list in order of their obliqueness (as suggested, but 
rejected, by Müller 2004a); to assume a lexical rule that licenses alternative orders 
for SUBCAT lists (Uszkoreit 1986).2  Finally, we might assume a view in which 
linear order is independent to a considerable extent from constituency and is 
analysed in terms of a separate level of ‘order domains’ (Pollard  et al. 1993; 
Reape 1994; Kathol 2000).  In this approach, the order variation of a sentence 
would be represented in the DOM(AIN) list, no matter which constituent structure 
it has. 

                                                   
2 See Müller (2004a) for the details and problems of these approaches. 
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(5) 








oitao-hanani-tukuekesaga-Taroo  , , , ,DOM

...DTRS  

In this study these three approaches will be compared, and we shall argue 
that the connection between the linear position of a wa-marked nominal in a 
sentence and possible domains of contrastive focus provides support for the third, 
order domain approach.  Some constraints will be provided in terms of order 
domains, and we will show that they can deal with the phenomena in question, and 
that the cases problematic for the constituency-based analyses can be accounted 
for by our analysis. 

The organisation of this study is as follows.  In section 2 we shall survey the 
basic data, and see that the phenomena in question seem to be similar to those 
accounted for in terms of focus projection.  In section 3 we shall compare the flat 
structure analysis and binary branching structure analysis introduced above, and 
argue that neither of them is satisfactory.  Section 4 will present an alternative 
analysis in terms of order domains.  Section 5 is the conclusion. 

2 Particle wa and an extension of contrastive focus 

The particle wa indicates that some material containing it carries a ‘contrastive 
focus’  interpretation.3  In (6) the object sakana ‘fish’  is marked with wa and it has 
a contrastive focus reading.  Here and throughout, a domain of contrastive focus is 
marked with braces.  Thus, the sentence implies that Taro ate fish but he did not 
eat anything else.   

(6) Taroo-wa  {sakana-wa}  tabeta 
 Taro-TOP  fish-CF  ate  
 ‘Taro ate fish (but ate nothing else).’  

As (7) shows, the domain of contrastive focus can be extended beyond the 
element marked with wa (Noda 1996; see Choi 1999 for analogous data in 
Korean). 

(7) Taroo-wa  {sakana-wa  tabeta} 
 Taro-TOP  fish-CF  ate  
 ‘Taro ate fish (but did nothing else).’  

In (7) sakaana-wa tabeta ‘ate fish’ , and not just sakaana-wa, carries a contrastive 

                                                   
3 As illustrated by the examples below, the same particle functions as a topic marker as 
well, but this aspect of -wa is irrelevant to the main subject.  In the rest of this paper, the 
topic marker is grossed as TOP and the contrastive focus marker as CF. 
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focus interpretation, and the sentence implies that Taro ate fish but did not do 
anything else, such as playing tennis.  If there is some other element between the 
wa-marked nominal and the verb, it can be in the focus domain. 

(8) a. Taroo-wa  {hana-wa  tukue-ni  oita} 
 Taro-TOP   flower-CF   desk-LOC  put   
 ‘Taro put the flowers on the desk (but did nothing else).’  

 b. Taroo-wa  {sakana-wa  resutoran-de tabeta} 
 Taro-TOP   fish-CF   restaurant-LOC ate  
 ‘Taro ate fish at the restaurant (but did nothing else).’  

In (8) there is another complement tukue-ni ‘on the desk’  (a) and an adjunct 
resutoran-de ‘at the restaurant’  (b) between the wa-marked complement and the 
verb, and they can be included in the focus domain, as the translation shows.   

The most plausible way to analyse the extension of contrastive focus would 
be to take it as an instance of ‘focus projection’ .  In languages such as English and 
German, focus can be extended beyond the element that carries pitch accent.  
Focus projection, which has been a dominant approach to this phenomenon, 
argues that in each local tree a focus-background structure for the mother is 
computed from the focus-background structure of the daughter constituents (see, 
e.g., Jackendoff 1972 and Selkirk 1995).  Recent HPSG analyses are along the 
same lines (Engdahl and Vallduví 1996; Alexopoulou and Kolliakou 2002; De 
Kuthy 2002; De Kuthy and Meurers 2003).  In De Kuthy and Meurers’ s (2003) 
system, for example, if a daughter with the focus projection potential (FPP plus) is 
focused, the mother can be in the focus.4  The broad contrastive focus as in (7) and 
(8) might seem to be accounted for in an analogous way by assuming either binary 
branching or a flat structure: the constituent is given contrastive focus if one of its 
non-head daughters (e.g., sakana ‘fish’  in (7)) is marked with contrastive wa.5   

In the next section, we shall look at how the binary branching and the flat 
structure analysis deal with the phenomena in question, and point out that neither 
of them is satisfactory. 

3 Constituency-based analyses 

This section will compare the possible constituency-based approaches to order 
variation, i.e., a flat structure analysis and binary branching structure analysis. 

                                                   
4 The FPP feature is assumed for synsem objects so that verbs can lexically mark which of 
their arguments can project focus.  See De Kuthy and Meurers (2003) for details. 
5 It is assumed here that the topic is combined with the rest of the sentence as a filler, along 
the same lines as the English topicalisation (Pollard and Sag 1994). 
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3.1 Flat structure 

The position of a wa-marked nominal and its interaction with possible domains of 
contrastive focus pose a problem for the flat structure analysis. 

(9) a. [S  Taroo-ga tukue-ni  hana-wa  oita] ( -to kiita) 
    Taro-NOM  desk-LOC flower-CF  put that  heard 
   ‘(I hear that) Taro put the flower on the desk.’  

 b. [S  hana-wa  Taroo-ga tukue-ni  oita] ( -to  kiita) 
   flower-CF Taro-NOM desk-LOC  put  that  heard 
  ‘(I hear that) Taro put the flower on the desk.’  

The sentences in (9) each contain a wa-marked nominal.  It is immediately 
preceding the verb in (9a), but is in the initial position of the S in (9b).  If we adopt 
the approach to focus projection discussed above along with a flat structure, these 
sentences should have the same possible focus domains: the wa-marked nominal 
and its mother S.  The fact is, however, that (9a) does not have an S focus 
interpretation while (9b) does.  The interpretation of the latter is illustrated by 
(10).  

(10) [S1 hana-wa  Taroo-ga  tukue-ni  oita] -ga 
  flower-CF  Taro-NOM  desk-LOC  put -but 
 [S2  hon-wa  Jiroo-ga  tana-ni  narabeta] ( -to  kiita) 
  book-CF  Jiro-NOM  shelf-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In (10) the S in (9b) (marked as S1) is connected with another clause (S2) with a 
disjunctive conjunction -ga ‘but’  so that S1 is in the contrastive relation with S2; 
both clauses have a wa-marked element in its initial position, and they have all 
different elements.  Thus, it would be possible to say that the whole of S1 (and S2) 
carries contrastive focus.  Now let us look at (11), where (9a) is contrasted with 
another sentence.   

(11) # [S1 Taroo-ga tukue-ni  hana-wa  oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  Jiroo-ga  tana-ni  hon-wa narabeta]  ( -to  kiita) 
 Jiro-NOM  shelf-LOC book-CF  set    that  heard 
   ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In (11) the S in (9a) is contrasted with another S, and is intended to have a 
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sentential contrastive focus.  The infelicity of (11) (marked by #) suggests that 
(9a) does not have a S focus interpretation, and gives evidence that the wa-marked 
NP in the middle of the S cannot extend contrastive focus to the whole S.   

A construction such as the following provides another problem for the flat 
structure analysis.6 

(12)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida} ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that heard 
   ‘Taro wears a red jacket, but hates trousers of the same colour.’  

The structure for the first clause of (12) is (13). 

(13) S 
 
 NP NP V 
  
  A N  
 
 Taroo-ga  akai uwagi-wa kiru  

In (12) it is impossible to regard the adjective as a part of the focus domain; the 
modifiers of the noun in these clauses, akai ‘red’  and onazi iro-no ‘of the same 
colour’ , both refer to a red colour, and there is no sense in contrasting the same 
colour.  Hence they should be excluded from the focus domain: only the V and a 
part of the NP carry contrastive focus.  If we assumed (13), however, the possible 
focus domains that could be represented would be N, NP and S only, and we could 
not analyse a case like (12). 

3.2 Binary branching structure 

In the last subsection, we saw that we could not deal with the extension of focus in 
(9a).  The following fact suggests that what carries a contrastive focus in (9a) is 
just part of the S.   

(14) [S1 Taroo-ga tukue-ni  hana-wa  oita]  -ga  
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  hon-wa narabe-nak-atta] ( -to  kiita) 
  book-CF  set-NEG-PAST that  heard 

   ‘(I hear that) Taro put the flower on the desk, but he didn’ t set the 

                                                   
6 I would like to thank Shûichi Yatabe for bringing this type of construction to my 
attention. 
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books there.’  

As is well known, it is allowed in Japanese to leave unexpressed the element 
which refers to who or what has been already introduced in discourse.  (14) is such 
a sentence.  As indicated by the translation, it is intend that the second S has a 
subject, a time and place adverbial coreferential to those of the first S.  Since there 
is no sense in contrasting the coreferential things, therefore, it is possible to say 
that what are really contrasted in (14) are the remaining parts of the Ss, namely 
hana-wa oita ‘put the flowers’  in S1 and hon-wa narabe-nak-atta ‘didn’ t set the 
books’  in S2.  Thus, the contrastive focus domain of (9a) is the part marked with 
braces in (15). 

(15)  [S  Taroo-ga tukue-ni  { hana-wa  oita }] ( -to  kiita) 
    Taro-NOM  desk-LOC  flower-CF  put   that  heard 

The infelicity of (11), where (9a) is contrasted with another S, is due to the fact 
that only a part of the S carries contrastive focus in the context where the whole S 
focus is intended.  Therefore, we need an alternative analysis which can capture 
the fact that the wa-marked element in (9a) does not extend its focus to the whole 
S and its contrastive focus domain is just part of the S, as marked in (15).   

One might argue that a binary branching approach would be such an 
alternative.  We could assume the following binary branching structure for (9a). 

 (16)   S 
 
 NP VP 
  
 NP VP 
 
 NP V 
   
 Taroo-ga  tukue-ni hana-wa  oita 

The contrastive focus domain of (9a), shown in (15), corresponds to the lower VP 
in (16).  The broad contrastive focus can be dealt with on the basis of the 
traditional conception of focus projection introduced in the last section: the lower 
VP in (16) is given contrastive focus since its non-head daughter (i.e., hana 
‘flower’ ) is marked with wa.   

However, an example like the following poses a problem for this analysis. 

(17)   [S1 Taroo-ga hana-wa  tukue-ni oita ] -ga 
    Taro-NOM  flower-CF  desk-LOC  put  -but    

   [S2 hon-wa yuka-ni oita ] ( to  kiita) 
    book-CF  floor-LOC put that  heard  
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 ‘(I hear that) Taro put the flower on the desk, but the books on the 
floor’  

The binary branching structure for the S1 of (17) would be something like (18). 

(18) S 
 
 NP VP 
  
 NP VP 
 
 NP V 
  
 Taroo-ga   hana-wa tukue-ni oita 

As the translation indicates, sentence (17) is intended to carry an interpretation 
where Taro’ s putting the flower on the desk and his putting the books on the floor 
is compared.  Therefore, the contrastive focus domain might seem to correspond 
to the upper VP in (18).  Note, however, that both S1 and S2 include the same verb 
oita ‘put’ .  There is no sense in contrasting the same element, so the verb should 
be excluded from the domain of contrastive focus.  Therefore, what are really 
contrasted in (17) are the remaining parts of the Ss, which are marked by the 
braces in (19).   

(19)  [S  Taroo-ga { hana-wa  tukue-ni }  oita ] -ga  
 Taro-NOM  flower-CF desk-LOC  put  -but  
 [S  { hon-wa yuka-ni } oita ] ( -to  kiita) 
 book-CF  floor-LOC put    that  heard 

Such a domain cannot be represented with a binary branching structure in (18). 
One might argue that these cases would be accounted for with binary 

branching if we assumed an analogue of verb movement.7,8  A verb movement 
analysis of (19) would have the representation in (20), where it is assumed that a 
SUBCAT list of the verbal trace contains the verb and its all arguments (Müller 
2004b; Netter 1992, 1998).   

 
 
 
 
 

                                                   
7 Some HPSG researches have assumed such a mechanism in order to describe the finite 
verb position in German (Frank 1994; Jacobs 1986; Kiss and Wesche 1991; Meurers 2000; 
Müller 2004b; Müller and Kasper 2000; Netter 1992, 1998). 
8 This possibility was pointed out to me by Bob Borsley. 
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 (20) S[SUBCAT < >] 
 
 
 VP[SUBCAT <[1]>]  [1]V 
 
 [2]NP VP[SUBCAT <[1],[2]>]  
  
 [3]NP VP[SUBCAT <[1],[2],[3]>] 
 
  [4]NP V[SUBCAT <[1],[2],[3],[4]>] 
  
 Taroo-ga   hana-wa tukue-ni  __ oita 

This structure would allow contrastive focus to extend from hana-wa to the VP 
dominating hana-wa and tukue-ni, which corresponds to the domain marked with 
the braces in (19).  Example (12), however, is problematic for this approach as 
well.  It is repeated in (21) 

(21)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida}  ( to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 

colour.’  

A binary branching structure for this would be (22). 

(22) S 
 

 VP V 
 
 NP VP 
 
 NP V 
  
 A N  
 
 Taroo-ga akai uwagi-wa __ kiru  

Recall that the adjective should be excluded from the focus domain of (21).  If we 
assumed constituent structure (22), it would still be impossible to represent the 
contrastive focus domain marked in (21) since the possible focus domains would 
be N and NP, uwagi-wa and akai uwagi-wa. 

3.3 Summary 

In this section we have seen that none of the constituent-based approaches can 
handle the interaction of word order variation and contrastive focus projection.  
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This fact suggests that we need an alternative analysis. 
Summarising the observations in the last two sections, we get the following 

pattern of extension of contrastive focus from the wa-marked nominal. 

(23) a. {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  
 b. Taroo-ga  {{{hana-wa}F1  tukue-ni}F2  oita}F3  
 c. Taroo-ga  tukue-ni  {{hana-wa}F1  oita}F2   

Each sentence in (23) has a wa-marked nominal in different linear position: the 
initial position (a), the second position (b), and the third position just before the 
verb (c).  From this, three general points become clear.  Firstly, possible domains 
of contrastive focus change according to the linear position of the wa-marked 
nominal; (23a) has four possible domains, (23b) has three and (23c) has only two.    
Second, the domain of contrastive focus extends only rightwards on the basis of 
linearity.   Thirdly, there exist domains that do not correspond to any constituent, 
whether we assume a binary branching or a flat structure; note the domains 
marked by F2 and F3 in (23a) and F2 in (23b).   

These points suggest that constituency is of limited importance for a proper 
treatment of extension of contrastive focus; it should be more closely related to 
linear order.  Thus, we need an approach where linear order would be independent 
from constituency, and constraints concerning contrastive focus could be 
represented on the same level as the former, not the latter.  As we will see in the 
next section, Linearization HPSG provides a good basis for such an approach, so 
we shall give an alternative analysis within the framework. 

4 A Linearization HPSG analysis 

In this section, we will provide an alternative analysis of contrastive focus 
projection.  4.1 sets the framework for our analysis.  In 4.2 we shall provide our 
proposals.  Finally, in 4.3 we shall argue that our proposals can deal with the cases 
which are problematic in the constituency-based approaches. 

4.1 Framework 

The analysis to be presented below will be largely based on a version of 
linearisation-based HPSG.  In this framework, linear order is represented in a 
separate level of ‘order domain’ , to which ordering constraints apply (see, e.g., 
Pollard et al. 1993; Reape 1994; and Kathol 2000).  Order domains are given as 
the value of the attribute DOM(AIN).  At each level of syntactic combination, the 
order domain of the mother category is computed from the order domains of the 
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daughter constituents.  We assume, along with Reape (1994), Donohue and Sag 
(1999), Kathol (2000: 101), and Jaeger (2003), that an order domain consists of an 
ordered list of signs, which we will call ‘DOM elements’ .9   

Next, we assume that a sign has information structure, which is represented 
as a value of its INFO(RMATION)-STR(UCTURE) (Engdahl and Vallduví 1996; 
Alexopoulou and Kolliakou 2002; De Kuthy 2002; De Kuthy and Meurers 2003).  
Its feature geometry would reflect a focus-background structure of a sign, and we 
assume that each of those features has a list of signs as its value (Engdahl and 
Vallduví 1996; Alexopoulou 1999; Alexopoulou and Kolliakou 1999).  Among 
those appropriate for INFO-STR, however, the only feature mentioned in this 
study is CONTR(ASTIVE)-FOC(US).  Its value is structure-shared with the sign 
which is the part of a sentence with contrastive focus.10   

We stated above that a DOM element is a sign, and a sign has information 
structure.  This means that a DOM element include information structure in its 
internal structure.  This latter point has a considerable significance for our 
analysis in that it enables the information-structural status of DOM elements to be 
accessible for ordering constraints (see also Jaeger 2003). 

4.2 Proposals 

Now we propose the following constraint. 

(24)  

[ ]  [1]  FOC-CONTR|STR-INFO

,...
[1] FOC-CONTR|STR-INFO

[1]..., DOM

S

→
























sign  

(24) states that if the CONTR-FOC value of a DOM element of an S is 
structure-shared with that DOM element itself, the CONTR-FOC value of the S is 
structure-shared with the CONTR-FOC value of that DOM element.   

There are two cases that are covered by this constraint.  One is the case where 
the DOM element in the antecedent of the constraint (24) is the one licensed by 
(25).   

(25) [ ][1] FOC-CONTR|STR-INFO]1[
]NP[

→







wa

word  

Constraint (25) states that if a word is marked with wa, its CONTR-FOC value is 
                                                   
9 The assumption that DOM elements are signs might involve some problems.  See Kathol 
(2000) for discussion. 
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the sign itself.  This is an HPSG-style formalization to the constraint which has 
already been stated: a wa-marked element carries contrastive focus.  This 
corresponds to the narrowest domain of contrastive focus in which the 
CONTR-FOC value of an S inherits that of the wa-marked DOM element which is 
composed of only one lexical sign.   

Another is the case where the DOM element in the antecedent of (24) satisfies 
the following constraint.   

(26) [ ][1] FOC-CONTR|STR-INFO]1[
...][ ni

→







δ⊕⊕δ wa

sign  

What (26) says is that if a wa-marked element combines with the other DOM 
element(s) to its right, then the resulting single DOM element should have its 
CONTR-FOC value structure-shared with that DOM element itself.  If there are 
remaining elements, they are left as separate DOM elements.  This is an instance 
of ‘partial compaction’  which has been discussed by Kathol and Pollard (1995) 
and Yatabe (1996, 2001).  Note that compaction of a wa-marked element with the 
elements to its left is not prevented.  However, the resulting DOM element simply 
does not satisfy the constraint (26), so its CONTR-FOC value would not be 
structure-shared with the DOM element.  Only the DOM element with a 
wa-marked element on its left periphery can satisfy this constraint.  Such a DOM 
element is in turn entitled to occur in the antecedent of constraint (24), in just the 
same way as a single wa-marked element, discussed above.  As we shall see below, 
this is the case where contrastive focus extends beyond the wa-marked element. 

4.3 Analysis 

Combining the constraints introduced above, we can obtain an analysis which 
predicts the interaction of the linear position of a wa-marked nominal and the 
possible domains of contrastive focus, which was summarised in 3.3 and is 
repeated here for convenience.  

(27) a. {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  
 b. Taroo-ga  {{{hana-wa}F1  tukue-ni}F2  oita}F3  
 c. Taroo-ga  tukue-ni  {{hana-wa}F1  oita}F2   

4.3.1 Narrow domain of contrastive focus  
Let us start with the cases where the domain of contrastive focus is the narrowest, 
confined to a wa-marked element.  Let us look at (28), which represents the S 
node for the contrastive focus domain marked with F1 of (27a). 
                                                                                                                              
10 Thus, the value of the CONTR-FOC and DOM feature is a list of signs in our system. 
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(28) 
[ ] [ ] [ ]






























oitani-tsukuega-Taroo

wa-hana
,,,

[1] FOC-CONTR
]1[  DOM

[1] FOC-CONTR|STR-INFO
 

Constraint (25) is responsible for the structure-sharing (tagged [1]) between the 
CONTR-FOC value of the wa-marked DOM element and the DOM element itself.  
Then the CONTR-FOC feature of S inherits the value [1], which is a case covered 
by (24).  This is the process in which a single wa-marked element is licensed to 
carry contrastive focus in the S sign.   

The narrowest domain in (27b,c), with a wa-marked nominal in a position 
different from the above, are analysed in an analogous way.  (29a) and (29b) are 
the representations of the S node with F1 domain of (27b) and (27c), respectively.   

(29) a. 
[ ] [ ] [ ]



























oitani-tsukue

wa-hana
ga-Taroo ,,

[2] FOC-CONTR
]2[,  DOM

[2] FOC-CONTR|STR-INFO
 

 b. 
[ ] [ ] [ ]



























oita

wa-hana
ni-tsukuega-Taroo ,

[3] FOC-CONTR
]3[,,  DOM

[3] FOC-CONTR|STR-INFO
 

They are different from the previous one in the position of the wa-marked element 
in the DOM list: in (29a) it is in the second position of the list while in (29b) it is in 
the third position.  As in the previous case, however, the 
INFO-STR|CONTR-FOC value of the S is structure-shared with the value of the 
CONTR-FOC feature of the wa-marked element.  Thus, in the narrowest domain 
cases, the S’s CONTR-FOC value inherits that of a wa-marked element, in 
whatever position the latter is. 

4.3.2 Broad domain of contrastive focus 
Next let us turn to the cases where contrastive focus is extended beyond the 
wa-marked element; that is, the domains marked F2 to F4 in (27).   

Let us start with the case which was provided as problematic to a flat 
structure approach, i.e., (9a).  This corresponds to the contrastive focus domain 
marked as F2 in (27c), which is repeated here. 

(30)  Taroo-ga  tukue-ni  { hana-wa  oita }F2   
 Taro-NOM  desk-LOC  flower-CF  put 

In our analysis, the S sign of (30) has the following schematic analysis. 
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(31) 
[ ] [ ]































[4] FOC|CONTR
]4[,,DOM

[4] FOC-CONTR|STR-INFO

oitawa,-hana
ni-tukuega-Taroo

 

The wa-marked element, hana-wa ‘flower-CF’ , is partially compacted with the 
element to its right, oita ‘put’ , and they form a single DOM element.  The 
remaining elements are left as separate DOM elements.  Due to (26), then, a DOM 
element constructed by compaction has its CONTR-FOC value structure-shared 
with the DOM element itself.  Finally, following (24), the CONTR-FOC value of 
the S is structure-shared with the CONTR-FOC value of this DOM element.  In 
this way the F2 domain in (30) is licensed to carry contrastive focus, and this is 
how our analysis accounts for the case problematic to the flat structure approach. 

We provided (17) as a counterexample to the binary branching approach.  It 
corresponds to the contrastive focus domain marked as F2 in (27b) repeated here. 

(32)  Taroo-ga  { hana-wa  tukue-ni }F2  oita  
 Taro-NOM   flower-CF desk-LOC   put 

Its S sign would be analysed in the following way. 

(33) 
[ ] [ ]






























oita

ni-tukuewa,-hana
ga-Taroo ,

[5] FOC-CONTR
]5[, DOM

[5] FOC-CONTR|STR-INFO
 

In (33), hana-wa ‘flower-CF’  is partially compacted with the element immediately 
to its right, tukue-ni ‘desk-LOC’ , and they form a single DOM element, which is 
tagged [5].  The remaining elements, Taroo-ga ‘Taro-NOM’  and oita ‘put’ , are left 
as separate DOM elements.  Following (24), the CONTR-FOC value of the 
compacted DOM element is [5]; it is structure-shared with the DOM element 
itself.  The CONTR-FOC value of the S is structure-shared with the CONTR-FOC 
value of this DOM element, and hence it is also tagged [5].  The example 
problematic for the binary branching approach can thus be given an analysis in 
our system. 

As has been already clear from the above, what we have called a broad 
domain of contrastive focus corresponds to a DOM element constructed via 
compaction involving a wa-marked element.  Constraint (26) entails that a DOM 
element can satisfy it as long as a wa-marked element has been combined with 
other elements to its right.  This means that such a DOM element can extend 
rightwards until the end of the sentence.  This in turn means that (27a) has the 
three possibilities shown in (34) for DOM elements eligible for constraint (26).  
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(27a) is repeated in (35).  (34) shows only the PHON value of the DOM elements. 

(34) a.  <hana-wa, Taroo-ga> 
 b. <hana-wa, Taroo-ga, tukue-ni> 
 c. <hana-wa, Taroo-ga, tukue-ni, oita> 

(35)  {{{{hana-wa}F1 Taroo-ga}F2  tukue-ni}F3  oita}F4  

As is clear from these, each possible compacted DOM element shown in (34) 
corresponds to the broad domains of contrastive focus marked F2 to F4 in (35).  
Thus, constraints provided in 4.2 can predict these contrastive focus domains, and 
all other broad domains shown in (27) would be predicted along these lines: F2 to 
F4 domains are made by combining a wa-marked element with other elements to 
its right one at a time. 

The fact observed in 3.1 that (10) is acceptable whereas (11) is not is 
accounted for along these lines.  Example (10) is repeated in (36a), and (11) in 
(36b). 

(36) a. [S1 hana-wa  Taroo-ga  tukue-ni  oita] -ga 
  flower-CF  Taro-NOM  desk-LOC  put -but 
 [S2  hon-wa  Jiroo-ga  tana-ni  narabeta] ( -to  kiita) 
  book-CF  Jiro-NOM  shelf-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

 b. # [S1 Taroo-ga tukue-ni  hana-wa  oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  Jiroo-ga  tana-ni  hon-wa narabeta]  ( -to  kiita) 
 Jiro-NOM  shelf-LOC book-CF  set    that  heard 
   ‘(I hear that) Taro put the flower on the desk but Jiro set the books on 

the shelf.’  

In both, S1 is contrasted with S2 so that it is intended that whole of S1 (and S2) 
has contrastive focus.  The contrastive focus domain in (36a) is licensed in the 
way discussed in the last paragraph.  These Ss have a wa-marked element in their 
initial position.  This ensures that hana-wa and hon-wa can combine with all other 
DOM elements (i.e., total compaction) to be eligible for constraint (26) since they 
are all to its right.  Let us turn to (36b).  In this sentence, the wa-marked element is 
not in the initial position.  In our system, a broad contrastive focus interpretation 
can be given to a DOM element only if the wa-marked element is compacted with 
DOM elements to its right.  However, in order to get the whole S focus 
interpretation, the wa-marked element in (36b) would have to be combined not 
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only with the element to its right but also with the elements to its left.  Recall that 
compaction of a wa-marked element with the elements to its left is not prevented.  
However, the resulting DOM element simply does not satisfy constraint (26), so 
its CONTR-FOC value would not be structure-shared with the DOM element.  
The infelicity of (36b) is, thus, attributed to the fact that a sentential contrastive 
focus domain in (36b) would involve Taroo-ga and tukue-ni which are to its left. 

For the same reason as (36b), such contrastive focus domains as shown 
below, where the domain is extended from the wa-marked element to its left, are 
predicted to be unacceptable. 

(37) a.  {Taroo-ga  hana-wa} tukue-ni  oita 
 b.  {Taroo-ga  {tukue-ni  hana-wa}}  oita  

This is borne out by the following data.   

(38) a. #  [S1 { Taroo-ga hana-wa }  tukue-ni  oita] -ga 
  Taro-NOM flower-CF  desk-LOC  put -but 
 [S2  { Jiroo-ga hon-wa }  soko-ni  oita] ( -to  kiita) 
   Jiro-NOM book-CF   there-LOC  set  that  heard 
 ‘(I hear that) Taro put the flower on the desk but Jiro put the books 

there.’  

 b. #  [S1 Taroo-ga { tukue-ni   hana-wa } oita] -ga 
  Taro-NOM  desk-LOC flower-CF  put -but 
 [S2  { tana-ni hon-wa } oita] ( -to  kiita ) 
  shelf-LOC  book-CF  put   that  heard 
 ‘(I hear that) Taro put the flower on the desk but put the books on the 

shelf.’  

In (38a, b), (a) and (b) of (37) are respectively set in the context where the 
sequences marked with braces have contrastive focus: the verbs in both clauses 
are the same, and the locative arguments of S1 and S2 in (38a) and the subject of 
S1 and the null argument of S2 in (38b) have the same reference.  As predicted, 
(38a, b) are both unacceptable.  

We now move on to example (12), which we presented as a counterexample 
to both the binary and the flat structure analysis.  The example, once repeated in 
(21), is again repeated here for convenience. 

(39)   Taroo-ga  akai  {uwagi-wa  kiru}  -ga  
   Taroo-NOM  red  jacket-CF  wear  but  
   onazi  iro-no  {zubon-wa  kiraida}  ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
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   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 
colour.’  

The first clause of (39) would be analysed in the following way.  The adjective 
akai ‘red’  would be combined with the noun uwagi-wa ‘jacket-CF’  at some point 
of combination in constituent structure, but in the order domain they can be 
separated.  This is possible because of the assumption that an order domain is 
independent of constituency.  Instead, uwagi-wa combines with the element to its 
right, kiru ‘wear’ , by partial compaction.  The S sign of this clause is as follows. 

(40)  
[ ] [ ]































[6] FOC-CONTR
]6[,, DOM

[6] FOC-CONTR|STR-INFO

kiruwa,-uwagi
akaiga-Taroo

 

Due to (26), the DOM element constructed via partial compaction has its 
CONTR-FOC value structure-shared with the DOM element itself.  Then, 
following (24), the CONTR-FOC value of the S is structure-shared with the 
CONTR-FOC value of this DOM element.  This analysis is supported by the fact 
that the noun and its modifier do not always have to be adjacent. 

(41)   Akai, Taroo-ga { uwagi-wa  kiru }  -ga  
   red Taroo-NOM  jacket-CF  wear  but  
   onazi  iro-no  { zubon-wa  kiraida}  ( -to  kiita). 
   same  colour-GEN  trousers-CF  hate that  heard 
   ‘(I hear that) Taro wears a red jacket, but hates trousers of the same 

colour.’  

In (41), which in my judgement is acceptable at least in colloquial speech, akai 
‘red’  is in front of the sentence, and is separated from uwagi-wa ‘jacket-CF’ , 
intervened by Taroo-ga ‘Taro-NOM’ .  The order domain of (41) would have the 
following structure. 

(42) 
[ ] [ ]































[7] FOC-CONTR
]7[,, DOM

[7] FOC-CONTR|STR-INFO

kiruwa,-uwagi
ga-Tarooakai

 

The order domains in (40) and (42) are just alternatives, the only difference being 
the position of akai; it is separated from uwagi-wa in (42), and is in the initial 
position of the DOM list. 
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5 Conclusion 

We showed that constituency is much less significant than linear order for a proper 
treatment of the interaction between the linear position of a wa-marked nominal in 
a sentence and possible domains of contrastive focus, and that constraints 
concerning contrastive focus should be represented in terms of linear order and 
not constituency.  We argued that Linearisation HPSG, where linear order is 
independent from constituency, provides a good basis for this.  Finally, we gave 
some constraints in terms of order domains that can deal with the phenomena in 
question, and showed that cases problematic for the constituency-based analyses 
can also be accounted for by our analysis.  If our analysis is on the right track, it 
suggests that Linearization HPSG is important not only for representing word 
order but also for the analysis of information structure and its interaction with 
syntax as well. 
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Abstract

During the past fifty years sign languages have been recognised as gen-
uine languages with their own syntax and distinctive phonology. In the case
of sign languages, phonetic description characterises the manual and non-
manual aspects of signing. The latter relate to facial expression and upper
torso position. In the case of manual components these characterise hand
shape, orientation and position, and hand/arm movement in three dimen-
sional space around the signer’s body. These phonetic charcaterisations can
be notated as HamNoSys descriptions of signs which has an executable in-
terpretation to drive an avatar.

The HPSG sign language generation component of a text to sign language
system prototype is described. The assimilation of SL morphological fea-
tures to generate signs which respect positional agreement in signing space
are emphasised.

1 Introduction

A prototype English text to sign language (SL) translation system has been devel-
oped1. English text is analysed into a Discourse Representation Structure Repre-
sentation (DRS). The DRS is transformed into HPSG sem components as input
to an ALE based SL generation component for British Sign Language (BSL) The
Hamburg Notation System (HamNoSys)[Prillwitz et al. (1989); Hanke and Schma-
ling (2001); Hanke (2002)] provides the SL phonetic description which is subse-
quently input to a ’virtual human’ avatar (Figure 1)2[Kennaway (2001)].

A constraint based lexicalist framework of HPSG [Pollard and Sag (1994);
Ginzburg and Sag (2000)] is appropriate as sign order in SLs is largely lexically
determined: verbs and adjectives typically determine whether their complements
precede or succeed them. In addition the uniform representation of phonetic, syn-
tactic and semantic information facilitates constraining of a complex though deter-
minate information flow between lexical items and sign space representation for
determining morphological constituents.

2 A Brief Characterisation of Sign Language Phenomena

This discussion concentrates upon the use of HPSG for generation of the manual
components of signing in British Sign Language (BSL). In particular, we note the
following phenomena [Brien (1992); Sutton-Spence and Woll (1999)]

1. some nominals can be signed at specific positions in signing space and these
locations then have syntactic significance

1This work was initiated within ViSiCAST, an EU Framework V supported project which builds
on work supported by the UK Independent Television Commission and Post Office. The project
develops virtual signing technology in order to provide information access and services to Deaf
people.

2The avatar illustrated was developed by Televirtual, Norwich within ViSiCAST.
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Figure 1: Avatar sign realisation

2. nominals which cannot be located in this way can be positioned in signing
space by indexing a particular location after the sign

3. nominals can be referred to anaphorically by inclusion of classifier hand-
shapes within manipulator verbs

4. directional verbs must be syntactically consistent with the locations of their
subject and object

5. verbs exhibits syntactic agreement for number with their arguments.

In addition, particular positions in signing space (see Figure 2) can be popu-
lated by more than one object or person though typically these can be distinguished
by different classifier handshapes. The sentence I take the mug. is glossed as

MUG(px) TAKE(px,p1,manip_handshape(MUG)) I(p1)

where the original position of the ’mug’ and ’I’ must agree with the start and end
positions of the sign for ’TAKE’. The fully instantiated generated HamNoSys pho-
netic form for this sentence is:
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Figure 2: Signing Space Positions

[ [ mug ],
[ non_raised ],
[ hamfist, hamthumbacrossmod, hamextfingerol,
hampalml, hamshoulders, hamclose, hamparbegin,
hammoveu, hamarcu, hamsmallmod, hamreplace,
hamextfingerul, hampalmdl, hamparend ] ],

[ [ take ],
[ non_raised ],
[ hamceeall, hamextfingeror, hambetween,
hamextfingerr, hampalml, hamshoulders, hamlrat,
hamarmextended, hamreplace, hamextfingeror,
hambetween, hamextfingerr, hampalml, hamchest,
hamclose ] ],

[ [ me ],
[ non_raised ],
[ hamfinger2, hamthumbacrossmod, hamextfingeril,
hampalmr, hamchest, hamtouch ] ]

3 The Feature Structure

The HPSG feature structure was designed for parallel development of lexicons for
a number of different national sign languages3. To account for the SL phenomena
above SL constituents are subclassified as sentence, sent, phrase, word and leer
(German ’empty’ denoting dropped items). Word is the feature structure for an in-

3Colleagues at the University of Hamburg designed the initial structure, subsequently revised to
accommodate a number of refinements as work progressed.
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dividual sign, and is subclassified as verb, noun and adjective. Verb is subclassified
to distinguish fixed, directional (parameterised by start/end positions), manipula-
tive (parameterised by a proform classifier handshape). Combinations of these
types are permitted, for example ’take’ is a dir(ectional)manip(ulative) verb. Adj
is subclassified to indicate whether an adjective requires pre or post complements.
Noun is subclassified as person, object or location, each of the former two may
be either invariant or locatable in signing space. Each constituent has a relatively
standard division of SEM, SYN and PHON features, and in addition a (English
textual) GLOSS.

The most significant deviations from more standard HPSG grammars are the
complexity of the phonetic component and the use of a CONTEXT feature within
SYN.

4 The Lexicon and Grammar Rules

[[take], [Brow], [teIk, Nhd, Hsh, Efd, Plm, Const, Heightobj,

Distobj, R1, hamreplace, Efd, Plm, Heightsubj, Distsubj, R2]] ���
��������

word

gloss take

phon see Fig 4

syn see Fig 5

sem see Fig 6

�
��������

Figure 3: take’s LHS

Figures 3, 4, 5, 6, 7, and 8 illustrate a typical lexical entry for ’take’. The
lexicon exhibits the most significant adaptation of ALE to accommodate the BSL
grammar. The standard ALE implementation calls the predicate ’gen’ which, for
a successful derivation, returns a sequence of words in one of its arguments. The
ALE implementation has been modified so that this result is a list of sign pho-
netic descriptions, each element of which is a 3 tuple of sign gloss, non-manual
and manual descriptions determined by the left hand side of a lexical items (Fig-
ure 3). The non-manual and manual descriptions are each lists of HamNoSys sign
’phonemes’. Thus, the structuring of the PHON feature duplicates information col-
lated in the LHS of lexical items. The flattened phonetical non-manual and manual
lists are determined locally by the lexical item (rather than by a post generation
tree walk). However, as variables in the LHS of lexical items cannot be referenced
non-locally in grammar rules, the PHON feature functions as a ’scratch area’ via
which non-local bindings and constraints are established.
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phon

�
��������������������������������������������������

allow weak drop no

face � brow Brow

man

�
������������������������������������������

const hns string

hsh Hsh

mov

�

�
�������������������������

src

�
��������

dist Distobj

gl Gloss

height Heightobj

por Index2

rep R1

�
��������

gol

�
��������

dist Distsubj

gl Glosssubj

height Heightsubj

por Index1

rep R2

�
��������

fob no

�
�������������������������

�

ndh hns string

ori

�
plm Plm

efd Efd

	

�
������������������������������������������

mouth � pict teIk

�
��������������������������������������������������

Figure 4: take’s Phon

The SYN component contains features which determine sentence mode, plu-
ralisation, (pro)noun drop and placement (anaphoric reference in signing space). In
addition the usual interpretations of pre- and post- complements governs grammar
rule selection and thus determines aspects of sign order.

Sentence MODE is propagated throughout a HPSG structure for a sentence
by associating sentence type (declarative, yes-no question, wh-question) with eye
BROW position (normal, raised, furrowed) in PHON and propagating this through-
out all mother, head daughter (sem head) and daughter (cat) nodes in both chain
and non-chain rules. Currently this is overly simplistic as eye brow position is
significant at the ends of questions (rather than throughout the entire proposition).

Anaphoric relationships are achieved by reference to positions within signing
space. Nominals can be located at specific positions (either by being signed at that
location if they are not fixed signs or by pointing). Subsequently, these positions
can be used to refer to the nominal. In the case of directional verbs, such positions
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syn

�
������������������������������������������������������

pl repeat yes loc indiv finite
pl sweep no

arg st

���sem

�
index Index2
Precomp2

	��
�
�sem

�
index Index1
Precomp1

	���

head

�
�����������������������������������

dirmanipverb lxm

agr

�
�����

gref Index2

num

�
collordist Coll
number SSg

	

per per

�
�����

aux no

context

�
����

add list See Fig 6
context in Cin
context out Cin
delete list see Fig 6

�
����

prodrp obj

�
��first can

second cant
third cant

�
��

prodrp subj

�
��first can

second cant
third cant

�
��

�
�����������������������������������

postcomps ��

precomps See Fig 7

�
������������������������������������������������������

Figure 5: take’s Syn

are obligatory morphemes of the sign and must agree with the appropriate posi-
tion of the sign. Such agreement is achieved by propagating a map of sign space
positions (phonemes for pointing, moving towards and moving to each location)
through a derivation in the SYN:HEAD:CONTEXT feature. CONTEXT IN is the
current state of signing space which at the start of the derivation indicates positions
of ’I’ and ’you’ and other non-allocated available positions. Nominals which are
referred to anaphorically and those which are arguments of directional verbs of
movement have to be registered within signing space. This is achieved by associat-
ing planning system style ADD LIST and DELETE LIST features with verbs and
propositions. The ADD LIST is an ordered sequence of registrations which are in-
stantiated to indexical information associated with its nominal arguments and are
used to register the start and end positions. The DELETE LIST is used with direc-
tional verbs of movement in order to model movement of an object or person to the
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addlist

�

�
����������

glossref

��
ref Index2
glossr Gloss

	�

locat � locatefd Efd
distance Distobj
heights Heightobj

�
����������

�
����������

glossref

��
ref Index1
glossr Glosssubj

	�

locat � locatefd Efdsubj
distance Distsubj
heights Heightsubj

�
����������

�
����������

glossref

��
ref Index2
glossr Gloss

	�

locat � locatefd Efdsubj
distance Distsubj
heights Heightsubj

�
����������

�

delete list

�
�
����������

glossref

��
ref Index2
glossr Gloss

	�

locat � locatefd Efd
distance Distobj
heights Heightobj

�
����������

�

Figure 6: take’s add and delete lists

destination location. The CONTEXT OUT feature records the result of such reg-
istrations in order that an up-to-date model of signing space is propagated through
a derivation.

The values Hsh, Const, Plm and Efd in the LHS of the rule (Figure 3) which
determine the handshape are propagated from the classifier features associated with
PreComp2 in SYN:PRECOMPS (Figure 7). Precomp2 is instantiated to the feature
structure of the nominal, and hence its classifier proforms.

ALE’s head-driven generation algorithm [Carpenter and Penn (1999)] is appro-
priate as the modelled BSL constructions are analysed as consisting of an identifi-
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precomps

�

�
����������������������

gloss Gloss

syn � head

�
�������������

noun

agr

�
����������

cl � cl manip

�
�������

cl ndh Nhd
cl const Const
cl hsh Hsh

cl ori

�
plm Plm
efd Efd

	

�
�������

num � number Sg

�
����������

�
�������������

sem

�
�index



ref Index2

�
Precomp2

�
�

�
����������������������

�
����������������

phon � man � ori

�
plm Plm2
efd Efdsubj

	

gloss Glosssubj

syn � head

�
���

noun

agr � num

�
number Num
collordist PLdistr

	
�
���

sem

�
index Index1
Precomp1

	

�
����������������

�

Figure 7: take’s pre complements

able head-daughter. A nested SEM structure is derived from the DRS representa-
tion and an initial allocation map for SYN:HEAD:CONTEXT:CONTEXT IN are
used to initiate generation. The semantics predicate propagates both the SEM and
CONTEXT IN component of SYN when non-chain rules are used. Bottom-up
chain rules have a conventional form as illustrated in Figure 9.

The CONTEXT IN feature contains the available allocation map positions and
reflects the state of occupied and free positions at a given stage of generation. The
following illustrates a single position using HamNoSys mnemonics for the second
person singular location (glossed as YOU).

syn:head:context:context_in:
[(glossref:[(glossr:you,ref:Ind1)],

halfway_mov: [hammoveo],
locat:(locatplm:[hampalml],

locatefd:[hamextfingero]),
distance:[hamarmextended],
heights:[hamchest]),
...]

The movement of the sign towards this position is an outward movement from
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sem

�
���������������������

index

�
Ind

ref

	

restr

�

�
��������������

sit Ind3

reln take

act Index1

thm Index2

sense Sense

args

��
index Index1

Precomp1

	�
index Index2

Precomp2

	�

�
��������������

�

�
���������������������

Figure 8: take’s Sem

the body (hammoveo), the orientation of the palm is to the left (hampalml), ex-
tended finger direction is outward (hamextfingero). The position of the hand rela-
tive to the body is chest level (hamchest) at an extended arm distance (hamarmex-
tended). Currently the allocation map consists of five such positions all at chest
level. This is needs to be extended further to include locations at differing heights
to allow for locating of objects at naturally occurring locations.

The propagation of CONTEXT IN and CONTEXT OUT are governed by al-
location map propagation principles (Figures 10, 11 and 12). Principle 1 requires
that verbs and propositions propagates (unmodified) the CONTEXT IN value to
CONTEXT OUT. As head daughters, verbs and prepositions are responsible for
registering the objects/persons in their complements in signing space. Principle 3
applies for their final complements, however addition (�) is addition without repli-
cation (if the object is already located in signing space then the allocated position
is used). Many verbs have empty delete lists, but directional verbs of movement
specify removal (�) of the starting location and the add list determines the new
destination location. The rule for non-final complements (Principle 2) requires the
add and delete lists to be inherited by the mother node.

The ordering of head-daughter followed by daughter supports proposition-final
subject pronouns. Procedural attachment of the pro drop principle allows such a
pronoun to be optionally deleted due to ’take’s PRODRP SUBJ:FIRST feature.
Such deletion requires that the non-head daughter is derived as an explicit pro-
noun (recorded in Syn) modified (as Syni) to generate its pronominal features even
though its LHS lexical realisation is empty (see Figure 9). If two ALE cat� daugh-
ters are generated to achieve this then both lexical LHSs would appear in the re-
sulting sign sequence. Hence derivation of the pronominal form is achieved by a
recursive call to ALE (’gen’).
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context in Cin
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�
���

�
�������

��

goal� prolog((gen(Precomp,sem:mode:Mode,syn:head:context:context in:Cin,Generated,Vs)))
goal� extractSynSem(Vs,Syni,B)
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�����������������

(phrase ; word)

phon



Phon
face � brow X

�
sem



CompSems
mode Mode

�

syn

�
���������

V

head

�
��

Verb

context

�
add list AddList
context in Cin
context out Cout
delete list DeleteList

	���
postcomps ��

precomps

��
Precomp

��

�
���������

�
�����������������

�
����������

NewPrecomp
(phrase ; word ; sentence ; leer)
gloss B
phon � face � brow X

sem

�
Sem
index I
mode Mode




syn

�
Cl

head



Head
Rest

�	

�
����������

goal� checkhead(Verb,Verb2)
goal� union2(Cin,Cout,Coutfin2)
goal� allocate(Head2,Coutfin2,Z,I,AddList,Res,Others,Coutf)
goal� delete3(Noun,Coutf,ZZ,DeleteList,Coutfinal)
goal� checkpronoun(Head,Rest)

Figure 9: Last Complement Pronoun Rule

5 Conclusions

In passing we propose a comparison with the following English sentences:

1. I held the foot of the ladder on which John stood as he passed the book down/?up to
me.

2. Leslie went to London where he had a gender change operation but now ?she/?he
has returned to Newcastle.

The former involves semantic relationships which must be invoked to explain
the anomalous reading which is sign language would be inherent in the place-
ment of the ladder, book and individuals. In English it is difficult to manufacture
examples where syntactic agreement dynamically alters mid sentence, but as we
illustrate above this phenomena is not uncommon in sign language.
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Figure 10: Principle 1 : Allocation Map - Default Lexical Propagation

For precomp: P1, postcomp: P2, where P1 � P2 �� [C]�
�����
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add list: ADD
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�����
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�����
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��
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�
�����

�

�
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�
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context out: Z


�� H

�
�����
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�
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context out: Z
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�
��

�
�����

Figure 11: Principle 2 : Allocation Map - Default Phrasal Propagation Principles
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Abstract

In Müller, To Appear 2005b I provide evidence that suggests that lin-
earization approaches that analyze German clause structure with discontin-
uous constituents cannot account for the German clause structure in an in-
sightful way. In order to eliminate the very powerful concept of linearization
domains and discontinuous constituents from the grammar, analyses of other
phenomena which also rely on discontinuous constituents should therefore
be revised.

In this paper, I develop an analysis of German depictive secondary predi-
cates that differs from the one suggested in Müller, 2002 by assuming binary
branching structures, verb movment, and continuous constituents instead of a
linearization approach. Some shortcomings of previous analyses are pointed
out and it is shown how linearization constraints regarding depictive predi-
cate and antecedent can be modeled.

1 Introduction

This paper deals with depictive secondary predicates, examples of which are given
in (1):

(1) a. Er
he

ißt
eats

das
the

Fleischi
meat

rohi.
raw

b. Eri
he

ißt
eats

das
the

Fleisch
meat

nackti .
naked

In German, uninflected adjectives and prepositional phrases may appear as depic-
tive predicates, as the examples in (1) and (2) show.

(2) Ich
I

habe
have

ihn
him

(gestern)
yesterday

im
in.the

dunklen
dark

Anzug
suit

getroffen.1

met
‘I met him in a dark suit yesterday.’

Depictives say something about a state that holds for a participant of an event
during the event.

Depictives pattern with adjuncts in terms of Focus Projection (Winkler, 1997,
p. 310) and linearization in the so-called Mittelfeld (Müller, 2002, Chapter 4.1.4).

To establish the predication relation between the depictive predicate and its
antecedent, I suggested a coindexing analysis, in which the subject of the depictive
is coindexed with an element of the argument structure of the modified verb. Since
the depictive is not necessarily adjacent to the verb and since the argument structure
is usually not projected, I suggested an analysis that makes use of discontinuous
constituents.

†I want to thank two anonymous reviewers of HPSG 2004 for comments on an earlier version of
this paper. I also thank all participants of HPSG 2004 and in particular Berthold Crysmann and Tibor
Kiss for discussion.

1See Helbig and Buscha, 1972, p. 556 for a similar example.
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Considering new data with multiple constituents in front of the finite verb, I
developed an analysis of German clause structure which makes discontinuous con-
stituents superfluous for accounting for verb placement and constituent serializa-
tion (Müller, To Appear 2005a,Müller, To Appear 2005b).

In the following paper I develop an analysis of depictive secondary predi-
cates that does not require discontinuous constituents, but nevertheless uses binary
branching structures and that fits into the general fragment of German that is out-
lined in Müller, To Appear 2005a.

The paper is structured as follows: In Section 2 I discuss the phenomenon of
depictive secondary predicates in more detail. I show that reference to non-overt
antecedents (Section 2.1) and oblique antecedents (Section 2.2) is possible. The
reference to non-arguments (Section 2.3) and to elements inside of arguments (Sec-
tion 2.4) is excluded. In Section 2.5 I discuss linearization of depictive secondary
predicates with regard to their antecedents. In Section 3, I discuss previous analy-
ses and their problems. Section 4 gives an brief introduction to basic assumptions
regarding the analysis of clause structure in the framework of HPSG and Section 5
provides the analysis of depictive secondary predication.

2 The Phenomenon

2.1 Non-Overt Antecedents

(3) shows that reference to unexpressed subjects is possible:2

(3) a. daß
that

das
the

Buch
book

nackt
naked

gelesen
read

wurde3

was
‘that the book was read naked’

b. daß
that

das
the

Buch
book

nackt
naked

zu
to

lesen
read

ist
is

‘The book is to be read naked.’

Example (3a) is a passive construction and in (3b) we have a modal infinitive.
Zifonun (1997, p. 1803) gives the following example and claims that the depic-

tive predicate cannot refer to the logical subject of the passivized verb.4

(4) Die
the

Äpfel
apples

wurden
were

ungewaschen
unwashed

in
in

den
the

Keller
basement

getragen.
carried

‘The apples were carried to the basement unwashed.’
2See also Paul, 1919, p. 51, Plank, 1985, p. 175, Jacobs, 1994, p. 297, Grewendorf (1989, p. 129;

1993, p. 1313) Haider, 1997, p. 6 and Müller, 1999, p. 320 for examples for predication over non-
overt antecedents in German and Baker, 1988, p. 318 for English examples.

3See Müller, 2002, p. 177 for a similar example.
4Jaeggli (1986, p. 614)—following Chomsky (1986, p. 121)—makes a similar claim for English.

As the translations of the examples in (3) show, this claim is as wrong for English as it is for German.
Chomsky claims that only a syntactically present element can be the subject of adjectival predica-

tion. This includes PRO but excludes predication over passive subjects.
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That the reading in which the depictive refers to the agent of the carrying is hardly
available is probably due to a preference rule that makes readings where a depictive
refers to an non-overt antecedent dispreferred. If the reading in which the depic-
tive refers to the logical object of the main verb is semantically implausible, the
reference to the logical subject of the main verb is fine as the examples in (3) show.

Reference to non-overt logical subjects is also possible with intransitive verbs:

(5) a. Auf
on

dem
the

Land
country

fahren
drive

alle
all

betrunken.
drunk

‘Everyone drives drunk in the country.’
b. Auf

on
dem
the

Land
country

wird
is

auch
also

betrunken
drunk

gefahren.
driven

‘There is also driving drunk in the country.’

According to Bresnan (1982, p. 416–417) similar examples in Icelandic and Nor-
wegian are ungrammatical. Bresnan derives this from a theory that predicts that
the passivization of intransitive verbs whose subject functionally controls a pred-
icate complement is impossible. The HPSG equivalent of functional control is
sharing of SYNSEM values, i.e., sharing of syntactic information like case and of
semantic information. To account for (5) Bresnan had to assume that the relation
between German state predicates and their antecedents is anaphoric control rather
then functional control as in Icelandic and Norwegian. The HPSG equivalent of
anaphoric control is sharing of referential indices. Alternatively, she could assume
that state predicates are not complements in German. In Section 5, I will develop a
coindexing-analysis that assumes depictives to be adjuncts.

Depictive predicates can also refer to the non-expressed subject of an adjectival
participle:

(6) die
the

[N’ [AP nackt
naked

schlafende]
sleeping

Frau]
woman

‘the woman who is sleeping naked’

In (6) Frau is coreferent with the syntactic and the logical subject of schlafende.
Frau is not syntactically realized in a projection of the deverbal adjective.

Grewendorf (1989, p. 129; 1993, p. 1313) and Haider (1997, p. 6) discuss the
examples in (7a) and (7b), respectively.

(7) a. Der
the

Doktor
doctor

untersucht
examines

_ nur
only

nüchtern.
sober

b. Dieser
this

Arzti
doctor

untersucht
examines

(Patienten j )
patients

nur
only

unbekleideti/ j .
undressed

Grewendorf assumes the non-overt subject of nüchtern to be the empty pronominal
element pro. Haider (1997, p. 28) assumes that depictive predicates are generated
adjacent to the DP they predicate over. Therefore he is forced to assume some
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empty referential element in cases like (7b)5 and also in passive examples like
(3). However, in GB-theory it is usually assumed that the passive participle does
not assign a theta role to its logical subject (Chomsky, 1993, p. 124). Grewendorf
(1993, p. 1311) assumes that the subject of impersonal passives as in (5) is an
expletive pro. Haider (1993, p. 134) assumes that there is no subject in impersonal
passive constructions. So, irrespective of the particular approach to passive, there
is no element, overt or non-overt, that bears the theta role of the logical subject and
that could function as an antecedent of a depictive.

2.2 Reference to Oblique Antecedents

The examples in (1) show that depictives may refer to subjects and to accusative
objects. In this subsection I want to discuss the possibility of depictives to refer to
more oblique elements.

Haider (1985, p. 94) observes that the predication over a dative object in (8b)
is marked in comparison to predication over accusative objects. In (8a) both refer-
ence to the subject and to the accusative object is possible, while the reading with
reference to the object is hardly available in (8b).

(8) a. Eri

henom

sah
saw

sie j

heracc

nackti/ j .
naked

b. Eri

henom

half
helped

ihr j

herdat

nackti/?? j .
naked

Haider concludes that depictive predicates can refer to NPs with structural case
only. According to Haider, only nominative and accusative are structurally as-
signed cases in verbal environments while dative is not. As Haider notes, this could
be explained easily by the assumption that the subject of the predicate and the NP it
refers to are identical. The fact that in German, NP subjects always have structural
case explains why a depictive element cannot refer to a dative NP, because dative
is taken to be a lexical case.

Wunderlich (1997, p. 131) develops an analysis for depictives that posits two
different subanalyses: one for depictives that refer to the subject (VP-adjuncts),
and another one for depictives that refer to the direct object (V-adjuncts). Datives
(including dative objects of verbs like helfen) are assumed to be indirect objects.
Therefore he predicts that reference to dative NPs is not possible. Kaufmann and
Wunderlich (1998, p. 9) claim that the predication of depictive and resultative pred-
icates over indirect objects is excluded in all languages.

While these statements refer to syntactic case, similar claims can be found
with regard to semantic roles. Discussing (9), Rothstein (1985, p. 85) assumes a
restriction that allows depictives in English to refer to agents and patients, but not
to goals.

5In Haider, 1993, p. 180, he assumes that the omited argument in (7) is treated as an implicit
argument and not as an empty, pronominal element. This is the view that I adopt in the following.
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(9) The nursei gave John j the medicine sicki/∗ j .

A similar claim is made by Koch and Rosengren (1995, p. 80), who claim that only
reference to agent or theme is allowed.6 That the reference to thematic roles is not
suited for the explanation of the possible antecedents was noted by Koizumi (1994,
p. 46–48). His examples are given in (10a, b). Simpson (In Preparation) provides
the additional example in (10c):

(10) a. They gave the patients j the drugs drunk∗ j .
b. The patients j were given the drugs drunk j .
c. After being given the drugs drunk j , the patients j complained.

That the exclusion of reference to datives is not a hard constraint is shown by
examples like (11):

(11) Mani

onenom

half
helped

ihm j

himdat

erst
only

halbtoti/ j .7

half.dead
‘One helped him only half dead.’

In (11) the context favors the reading with reference to the dative object: Since
it is implausible that half dead people help others, the subject is not a plausible
antecedent candidate in (11). In general, it can be said that the reference to dative
NPs improves considerably if the reference to the nominative is excluded by world
knowledge (Plank, 1985, p. 175).

The reference to the dative in (8b) improves, if we passivize the sentence: In
(12) the reference to the dative NP is considerably better than in (8b), where another
candidate for coreference appears at the surface.

(12) Ihr j

herdat

wurde
was

nackti/ j

naked
geholfen.
helped

‘She was helped naked.’

Of course, the sentence in (12) has a reading where the helper is naked. This
reading is indicated by the i-index at nackt, which does not appear anywhere else
in the sentence.

Simpson (In Preparation) notes that changing the polarity and modality to
force a generic conditional interpretation improves reference to recipient/goal ar-
guments. Her English example can be translated to German:

(13) Du
younom

kannst
can

ihnen
themdat

bewußtlos
unconscious

keine
no

Spritzen
injectionsacc

geben.
give

‘You can’t give them injections unconscious.’

6On page 4 they make this claim with reference to grammatical functions, i. e. subject and direct
object.

7Plank, 1985, p. 175.
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From the data presented above it must be concluded that both the restriction on
the case of possible antecedent phrases and the restriction on the thematic role of
the antecedent phrase are not adequate. In what follows, I will therefore assume
that the subject of the depictive predicate is coindexed, i. e. coreferent with, the an-
tecedent phrase. I do not assume that the subject of the depictive and the antecedent
are identical, as was suggested by Haider.

2.3 Reference to Non-Arguments

NPs in adjuncts are excluded from the list of possible referents of depictives as (14)
shows.

(14) a. weil
because

Karli
Karl

[neben
next

Maria j]
Maria

nackti/∗ j

naked
schlief.
slept

‘because Karl slept next to Maria naked.’
b. weil

because
[neben
next

Maria j]
Maria

nackti/∗ j

naked
geschlafen
slept

wurde.
was

Intended: ‘because somebody slept next to Maria while she was naked.’

Even passivizing the sentence as in (14b) does not improve the reference to an
element inside of the adjunct.

2.4 Reference to Elements inside of Arguments

The reference to NPs that are internal to other NPs is also excluded, as is demon-
strated by (15):8

(15) a. daß
that

Jan
Jan

[den
the

Freund
friend

von
of

Mariai]
Maria

nackt∗i
naked

traf.
met

‘that Jan met the (male) friend of Maria naked.’
b. daß

that
Jan
Jan

[Mariasi
Maria’s

Vater]
father

nackt∗i
naked

traf.
met

‘that Jan met Maria’s father naked.’
c. * daß

that
Jan
Jan

[Maria
Maria

nackt
naked

und
and

ihren
her

Freund]
friend

traf.
met

Intended: ‘that Jan met Maria naked together with her friend.’

2.5 Linearization of Depictives with Regard to Their Antecedents

As Lötscher (1985, p. 208) pointed out, the antecedent of the depictive predicate
has to precede the depictive:

8Neeleman (1994, p. 157) gives Dutch examples that are equivalent to those in (15a,b).
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(16) a. weil
because

eri
he

die
the

Äpfel j
apples

ungewascheni/ j
unwashed

ißt.
eats

‘because he eats the apples unwashed.’
(He is unwashed or the apples are unwashed.)

b. weil
because

eri
he

ungewascheni/∗ j
unwashed

die
the

Äpfel j
apples

ißt.
eats

‘because he eats the apples unwashed.’
(He is unwashed.)

c. * weil
because

ungewaschen∗i/∗ j
unwashed

eri
he

/ der
the

Manni
man

die
the

Äpfel j
apples

ißt.
eats

In example (16a) the adjective may refer to either er or to die Äpfel. In (16b) the
reference to die Äpfel is excluded. Only the reading in which ungewaschen refers
to er is available. The example (16c) in which the depictive precedes both of the
possible antecedents is ungrammatical.

There are examples like (17) that do not follow this pattern, but these are in-
stances of so-called I-topicalization (Jacobs, 1997), which can also be observed
with parts of the predicate complex that usually have a fixed position, and which
therefore should be analyzed similar to extraction.

(17) weil
because

betrunkeni
drunk

niemandi
nobodynom

hereinkommt.9

in.comes
‘because nobody gets in drunk.’

See also Haider (1997, p. 29–30), who suggests a special treatment of sentences in
which the depictive precedes the subject.

I will not deal with sentences like (17) here.

2.6 Summary of the Data Discussion

The reference to subjects, direct objects, and indirect objects is possible. There-
fore a raising analysis that identifies the subject of the depictive predicate with its
antecedent is not adequate since the subject has structural case and dative objects
bear lexical case. A coindexing analysis on the other hand is compatible with the
data.

Reference to non-overt elements is possible and reference to adjuncts or ele-
ments embedded in arguments is not possible. So an analysis is needed that coin-
dexes the subject of the depictive with one argument of the modified verb.

Finally, it was noted that the antecedent has to precede the depictive predicate.

3 Previous Analyses and Analysis Options

In this part of the paper I want to discuss analyses that were suggested or that seem
to be options. In Section 3.1 it is shown that a direct coindexation of elements

9von Stechow and Sternefeld, 1988, p. 466.
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of the argument structure with the subject of the depictive predicate is not possi-
ble if binary branching structures without projection of the argument structure are
assumed. I will then explore alternatives.

3.1 Projection of the Argument Structure

Kaufmann (1995, p. 87–88) noted that accounts with binary branching structures
have problems with examples like (18), if the argument structure is not projected.

(18) weil
because

er
he

nackt
naked

der
the

Frau
woman

hilft.
helps

‘because he helps the woman naked.’

The analysis of (18) is shown in Figure 1. In what follows I assume a version of

V[fin, SUBCAT 〈 〉]

C H

1 NP[nom] V[fin, SUBCAT 〈 1 〉]

A H

AP V[fin, SUBCAT 〈 1 〉]

C H

2 NP[dat] V[fin,SUBCAT 〈 1 , 2 〉,
ARG-ST 〈 1 , 2 〉]

er nackt der Frau hilft

Figure 1: The Problem of Accessibility of the Argument Structure

Head-Driven Phrase Structure Grammar (Pollard and Sag, 1994) as the underlying
framework. ARG-ST is a list that contains all arguments of a head. The SUBCAT

list differs from ARG-ST in that arguments that are combined with their head are
not represented at the SUBCAT list of the mother node.

The combination of der Frau and hilft in Figure 1 is phrasal and therefore does
not have an ARG-ST that could be used to establish the coindexing, since ARG-ST

usually is a feature which is appropriate for lexical items only.
The problem of an approach that projects the argument structure is that it be-

comes possible to select internal properties of phrases, since all information about
the valence of a head becomes available at the maximal projection of the head.
This basically enables non-local selection which should be impossible in principle
(see Pollard and Sag, 1994, p. 23 on the locality of selection).

In the following I discuss alternatives where a projection of the argument struc-
ture is not necessary.
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3.2 Flat Structures

A possible solution to the problem of accessibility of the argument structure could
be the assumption of a flat structure for the German clause as was suggested for
instance by Uszkoreit (1987) in the framework of GPSG and by Pollard (1996)
and Kasper (1994) in the framework of HPSG. In order to account for adjuncts
in such an analysis, Kasper assumed complex relational constraints that traverse
the daughters of the flat structure and compute the meaning of a clause. The rela-
tional constraint that is needed for this is quite complex and an analysis that can
do without such machinery would be the preferred one. See also Müller, 2004 for
discussion.

While the need for relational constraints is not an empirical argument against
flat structures, the examples in (19) are:10 Usually only one constituent can appear
in front of the finite verb in German. However there are examples like (19) that
seem to be exceptions to this rule:

(19) a. [Alle
all

Träume]
dreams

[gleichzeitig]
simultaneously

lassen
let

sich
self

nur
only

selten
rarely

verwirklichen.11

realize
‘All dreams can seldom be realized at once.’

b. [Dauerhaft]
lasting

[mehr
more

Arbeitsplätze]
jobs

gebe
givecon j

es
it

erst,
only

wenn
when

sich
self

eine
a

Wachstumsrate
growth.rate

von
from

mindestens
at.least

2,5
2.5

Prozent
percent

über
over

einen
a

Zeitraum
period

von
from

drei
three

oder
or

vier
four

Jahren
years

halten
hold

lasse.12

let
‘A long-term fall in unemployment can only be expected if a growth rate
of at least 2.5 percent can be maintained over a period of three or four
years.’

c. [Los]
PART

[damit]
there.with

geht
goes

es
it

schon
already

am
at

15.
15

April.13

April
‘It already starts at 15th of April.’

The position in front of the finite verb can be filled by various combinations of
elements. Adjuncts, arguments, and predicate complex forming constituents can
appear there. These constituents are linearized as if they were part of the German
Mittelfeld, right sentence bracket or Nachfeld: The normal linearization of the
examples in (19a,b) is shown in (20):

(20) a. daß
that

sich
self

nur
only

selten
seldom

alle
all

Träume
dreams

gleichzeitig
simultaneously

verwirklichen
realize

lassen
let

10See Müller, 2003 for an extensive documentation of this phenomenon.
11Brochure from Berliner Sparkasse, 1/1999
12taz, 19.04.2000, p. 5
13taz, 01.03.2002, p. 8.
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b. weil
because

es
it

dauerhaft
lasting

mehr
more

Arbeitsplätze
jobs

erst
only

gebe,
give

wenn
if

If the elements are reordered the result gets marked:

(21) a. ?* weil
because

sich
self

nur
only

selten
seldom

gleichzeitig
simultaneously

alle
all

Träume
dreams

verwirklichen
realize

lassen.
let

b. ?* weil
because

es
it

mehr
more

Arbeitsplätze
jobs

dauerhaft
lasting

erst
only

gebe,
give

wenn
if

. . . .

As was pointed out by Susan Olsen (p. c. 2001), the same is true for the ordering
of elements in front of the finite verb: If they are serialized in an order that does
violate the constraints that can be observed for constituents in the Mittelfeld, the
sentences get marked (see also Eisenberg, 1994, S. 412–413).

(22) a. ?* Gleichzeitig
simultaneously

alle
all

Träume
dreams

lassen
let

sich
self

nur
only

selten
seldom

verwirklichen.
realize

b. ?* Mehr
more

Arbeitsplätze
jobs

dauerhaft
lasting

gebe
give

es
it

erst,
only

wenn
if

. . . .

The particle in (19c) and (23) occupies the right sentence bracket. The pronom-
inal adverb in (19c) is extraposed, the usual position would be some position in the
Mittelfeld as shown in (23):

(23) daß es (damit) schon am 15. April (damit) losgeht

The data in (19) – (23) can only be accounted for if one assumes that the con-
stituents in front of the finite verb are part of a verbal projection. For more evidence
see Müller, 2003. In verb movement approaches to verb initial sentences a trace
is assumed in the right sentence bracket. The very same empty element can be
used to account for the verbal properties of the material in front of the finite verb
in sentences like (19): The V2 property of German can be maintained and the lin-
earization properties of the elements in multiple frontings are explained (Müller,
To Appear 2005b).

Flat accounts cannot account for sentences like (19) without stipulation, since
there is nothing that would license a verbal projection in front of the finite verb.

3.3 Adjuncts as Complements

Van Noord and Bouma (1994) and Bouma et al. (2001) suggested a lexical treat-
ment of adjuncts: Adjuncts are introduced into valence lists by lexical rules or
relational constraints. If this analysis is applied to depictives, depictives are in-
troduced lexically and therefore a coindexation with one element of the argument
structure is possible. Such a lexical analysis of depictives as lexically introduced
V-adjuncts is suggested by Wunderlich (1997).
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As Levine (2003) noted, adjuncts-as-complements analyses have problems in
getting scope facts in coordinated structures right in which an adjunct scopes over
several coordinated verbs. Instead of allowing for a reading where the adjunct
scopes over a conjoined event, only scope over events belonging to the respective
verbs is predicted since adjuncts are introduced as dependents of a single verb.

The scope problem found by Levine also extends to depictives, as the following
example by Andrew McIntyre shows:

(24) The professor drove to the university, held a lecture and met with his doctoral
students stoned (the whole time).

The depictive scopes over all three events, i.e., over drove, held, and met. Similarly
in (25) a reading has to be possible, where the person who set the table and who
did the dishes was naked the whole time.

(25) weil
because

er
he

nackt
naked

den
the

Tisch
table

gedeckt
set

und
and

abgewaschen
the.dishes.done

hat
has

‘because he set the table and did the dishes naked.’

3.4 Binding Theory

The data discussed so far could be analyzed parallel to what was suggested by
Pollard and Sag (1994, Chapter 6.8.3) for control: The subject of a controlled VP
like in (26a) is assumed to be a reflexive pronoun, which has to be bound in its
binding domain, i.e., to an element that is less oblique than the controlled VP.14,15

(26) a. John promised Bill to leave.
b. promise: ARG-ST 〈 NPi (, NP), VP[SUBJ 〈 NP:refli〉]〉

In order to make such an analysis work, one has to assume that depictives are
members of the list that is relevant for binding. Nowadays this is the ARG-ST list.
However, if the depictive is part of the ARG-ST list and as such is mapped to the
valence list, we get the coordination problem that was mentioned above.

3.5 Discontinuous Constituents and Modification of (Quasi) Lexical
Elements

In Müller, 2002, Chapter 4, I suggest an analysis that assumes that depictives at-
tach to (quasi) lexical elements. They can either attach to lexical verbs or to verbal
complexes, which are treated as lexical units. For examples like (18) on page 8 He
assumes a discontinuous constituent consisting of adjunct and verb. The analysis
is shown in figure 2 on the next page. Since nackt is combined directly with hilft,

14(26b) was taken from Pollard and Sag, 1994, p. 303 and adapted to the notation used in more
recent HPSG publications.

15Note that binding accounts that rely on c-command have problems with non-overt subjects in
passive constructions, since even if empty elements are assumed as subjects, they do not bear a theta
role. For Binding Theories like the one by Pollard and Sag (1994), which operates on argument
structure, non-overt antecedents are no problem.
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V[SUBCAT 〈 〉,
DOM 〈 er, nackt, der Frau, hilft 〉]

C H

1 NP[nom] V[SUBCAT 〈 1 〉,
DOM 〈 nackt, der Frau, hilft 〉]

C H

2 NP[dat] V[SUBCAT 〈 1 , 2 〉,
ARG-ST 〈 1 , 2 〉
DOM 〈 nackt, hilft 〉]

A H

AP V[SUBCAT 〈 1 , 2 〉,
ARG-ST 〈 1 , 2 〉]

er der Frau nackt hilft

Figure 2: Binary Branching Structures and Depictive Predicates (Discontinuous)

reference to the argument structure is possible. nackt is inserted into the constituent
order domain of its head hilft. See Müller, 2002, p. 28 for the constraints on domain
formation that I assume. After combining these two elements the resulting projec-
tion is combined with the dative object and with the subject. The dative object der
Frau is inserted into the domain between nackt and hilft.

Since it is possible to have more than one depictive predicate per clause, ARG-
ST has to be present at the node dominating nackt and hilft. In the treatment of
adjuncts suggested in Müller, 2002, adjunction did not change the lexical/phrasal
status of elements. The result of adjunction to lexical elements resulted in (quasi)
lexical elements.

As mentioned in the introduction, the linearization approach has problems with
multiple fronting data like (19). It is possible to account for the data by using an
empty verbal head, but this would be a stipulation of an entity not needed elsewhere
in the grammar.

In addition my earlier approach has problems in accounting for the linearization
facts, discussed in Section 2.5. The problem is discussed in more detail in the
following subsection.

3.6 Linearization Rules

In Müller, 2002, p. 202 I suggested the following linearization rule, which was sup-
posed to model the fact that the antecedent has to precede the depictive predicate
in the local linearization domain:

(27) COMP XP 1 < AP/PP[SUBJ
〈

NP 2

〉
] ∧ 1 == 2

This rule accounts for the markedness/unacceptability of sentences in which an XP
that is coindexed with the subject of the predicate follows the predicate.

The rule correctly excludes the coindexing of er or die Äpfel with the subject
of ungewaschen in (28).
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(28) * weil
because

ungewaschen∗i/∗ j
unwashed

eri
he

/ der
the

Manni
man

die
the

Äpfel j
apples

ißt.
eats

Unfortunately it also excludes the coindexation of the subject of nackt with the
reflexive in (29):

(29) weil
because

siei
she

nackti
naked

sichi
her

selbst
self

sah.
saw

‘because she saw herself naked.’

Since the linearization rule is violated, the sentence should be ungrammatical or at
least marked, which it is not. The purpose of the rule is to regulate the order of
sie and nackt in (29). That the sich is also coindexed with the subject of nackt is
due to the fact that sie is coindexed with the subject of nackt and sich is coindexed
with sie. This coindexation of personal pronoun and reflexive results in a situation
in which the linearization rule in (27) makes wrong predictions.

It could be argued that depictives should not refer to reflexives in the first place,
since sentences like (30) are not ambiguous.

(30) weil
because

sie
she

sich
herself

nackt
naked

sah.
saw

‘because she saw herself naked.’

If reference to reflexives is admitted, we get two analyses for (30): one in which the
depictive is coindexed with the reflexive and another one in which it is coindexed
with the personal pronoun. However, such analyses may not be ruled out by a
general ban on coindexing with reflexives, since sentences like (31) are possible:

(31) weil
because

der
the

König
king

sich
himself

nackt
naked

rasieren
shave

ließ
let

‘because the king let somebody shave him naked.’

(31) has a reading in which nackt scopes over rasieren. rasieren has two arguments:
the one referring to the one who does the shaving and the one who is shaved. In
order to get the preferred reading, nackt has to predicate over the reflexive, which
fills the argument slot of the shaved person.

After the discussion of shortcomings of earlier proposals, I now turn to the
analysis. Before I come to the analysis of depictives in Section 5, I want to discuss
some basic assumptions I make for the analysis of the German clause structure in
the next section.

4 Basic Assumptions about the German Clause Structure

Following the tradition in Transformational Grammar and proposals by Bach and
Fourquet (Fourquet, 1957; Bierwisch, 1963, p. 34; Bach, 1962; Reis, 1974; Thier-
sch, 1978, Chapter 1), I assume that German is a verb final language and that verb

215



initial sentences are related to verb final ones. I assume that there is a verbal trace
in the position that would be occupied by the finite verb in verb last sentences and
that this trace is bound by a verb in initial position. For details of the implementa-
tion see (Kiss, 1995a; Meurers, 2000, p. 206–208). A discussion of verb movement
can also be found in Frank, 1994. One reason for assuming such a verb movement
analysis as opposed to flat structures or linearization approaches are cases of mul-
tiple frontings like those in (19). As is argued in Müller, To Appear 2005b, these
sentences are best analyzed with an empty verbal head in front of the finite verb.
The empty verbal head is the same empty element that is used in verb movement
analyses and the lexical rule that licenses it is parallel to the verb movement lexical
rule used by Kiss (1995a) and others modulo verbal complex formation.

As is well known, constituents can be ordered rather freely in German. For
instance, both orders of arguments are possible in sentences like (32):

(32) a. weil
because

ein
a

Mann
man

dem
the

Kind
child

hilft.
helps

‘because a man helps the child.’
b. weil

because
dem
the

Kind
child

ein
a

Mann
man

hilft
helps

I assume an approach to scrambling that is similar to approaches that assumed a
SUBCAT set (Gunji, 1986; Hinrichs and Nakazawa, 1989; Pollard, 1996). Instead
of assuming a set, I assume a SUBCAT list and a relational constraint that deletes the
argument daughter from the SUBCAT list of the head daughter when two elements
are combined with the head argument schema:16

Schema 1 (Head Argument Schema)
head-argument-structure →


SYNSEM
[

LOC|CAT|SUBCAT del( 2 , 1 )
]

HEAD-DTR
[

SYNSEM|LOC|CAT|SUBCAT 1
]

NON-HEAD-DTRS
〈[

SYNSEM 2
]〉




The reader who is interested in the interaction with verbal complex formation, the
details of the verb movement analysis, and a discussion of alternative proposals is
referred to Müller, To Appear 2005a.

5 The Analysis of German Depictive Secondary Predicates

As was shown in Section 2.5, the antecedent has to precede the depictive secondary
predicate. This is accounted for straightforwardly in the theory outlined in the last

16See also Frank and Reyle, 1992, p. 185 and Kiss (1995b, p. 218–223) for a similar treatment of
constituent order.

216



section, if we assume that the subject of the depictive predicate is coindexed with an
element in the SUBCAT list of the verbal head it combines with. For the examples
in (16) we get the structures in (33):

(33) a. weil
because

[er
he

[die
the

Äpfel
apples

[ungewaschen
unwashed

ißt]]].
eats

‘because he eats the apples unwashed.’
(He is unwashed or the apples are unwashed.)

b. weil
because

[er
he

[ungewaschen
unwashed

[die
the

Äpfel
apples

ißt]]].
eats

‘because he eats the apples unwashed.’
(He is unwashed.)

c. * weil
because

[ungewaschen
unwashed

[er
he

/ der
the

Mann
man

[die
the

Äpfel
apples

ißt]]].
eats

In (33a) the depictive is directly combined with the verb and the SUBCAT list of ißt
contains both the subject and the object. Therefore the account predicts that both
elements are antecedent candidates for ungewaschen.

In (33b) the adjective is combined with a projection of ißt that contains the
object of ißt. Therefore the object is not an element of the SUBCAT list of this
projection and only the subject is a possible antecedent of ungewaschen.

In the last case der Mann die Äpfel ißt is fully saturated. The SUBCAT list of
this projection is empty. Since there is no possible antecedent for the depictive, the
sentence is rejected by the grammar.

Since I assume that verb initial sentences involve a verbal trace at the position
that the finite verb would occupy in verb final sentences, verb initial sentences with
depictives can be analyzed in parallel to their verb last counterparts:

(34) Ißti
eats

[er
he

[die
the

Äpfel
apples

[ungewaschen
unwashed

_i]]]?

‘Does he eat the apples unwashed?’
(He is unwashed or the apples are unwashed.)

Since both the subject and the object are elements of the SUBCAT list of the verbal
trace, both are antecedent candidates of the depictive adjective.

Note that approaches like the ones suggested by Kiss and Wesche (1991, p. 225),
Schmidt et al. (1996), and Crysmann (2003), which assume a left branching anal-
ysis for (some) verb initial sentences are incompatible with such an analysis, since
they would rule out (34). (34) would have the structure in (35):

(35) [[[Ißt
eats

er]
he

die
the

Äpfel]
apples

ungewaschen]?
unwashed

Since the SUBCAT list of Ißt er die Äpfel is the empty list, there would not be any
antecedent candidate for ungewaschen in the SUBCAT list of this projection.

Before I dicuss the lexical rule for depictive secondary predicates that is the
core of the analysis, I want to come back to the possibility to refer to non-overt
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antecedents, which was discussed in Section 2.1. Example (3a) shows that depic-
tive secondary predicates may predicate over subjects that are not realized at the
surface. In approaches that use blocking/deblocking techniques to account for the
perfect and the passive with a single lexical item for the second participle (Haider,
1986; Heinz and Matiasek, 1994), such data is unproblematic. In the lexical item
for gegessen the subject is blocked. It can be deblocked by the perfect auxiliary as
in (36a) or it can remain blocked as in the passive example in (36b):

(36) a. Er
he

hat
has

den
the

Apfel
appel

gegessen.
eaten

b. Der
the

Apfel
appel

wurde
was

gegessen.
eaten

In HPSG grammars of German such blocked elements are usually represented as
the value of a feature like DA (for designated argument) or SUBJ (for subject).
Since the subject is contained in the lexical item of the participle, it is possible for
the depictive to access it: Depictive secondary predicates can refer to an element
of a list that is a concatenation of the SUBJ list and the SUBCAT list of the verbal
element they modify. Following Pollard (1996) and Kiss (1995a), I assume that
the SUBJ list of finite verbs is the empty list, since the subject of a finite verb is
listed as an element of SUBCAT. So the extension that allows depictives to refer to
elements of SUBJ is only relevant for non-finite verbs and for participles.

The lexical rule in (37) maps a predicative element onto an adjunct that can
modify a verbal element. The SUBJ and the SUBCAT list of the modified element
( 3 and 4 ) are appended by the relational constraint append (‘⊕’) and the member
relation chooses nondeterministically one of the elements from the list that results
from the append relation. The chosen element is coindexed with the subject of the
input predicate ( 1 ).

The semantics of the input predicate ( 2 ) and the semantics of the modified head
( 5 ) are combined in the semantic representation of the output of the lexical rule.

In Müller, 2002, Chapter 4.1.1.2, I show that the obliqueness hierarchy plays a
role in accounting for the different markedness of antecedent choices. So sentences
with a depictive predicate that predicates over a dative argument are more marked
than those where the predicate predicates over an accusative object or a subject.
This can be captured in the current approach with reference to semantic oblique-
ness. Since the semantic contribution of the modified verbal element is accessible
( 5 ) the relative semantic obliqueness of the antecedent can be determined.

6 Other Languages

This analysis of German depictives works very well and it does not rely on the pro-
jection of the argument structure. However, languages with more rigid constituent
order cannot be analyzed with respect to the saturatedness of projections to which
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(37) Lexical Rule that maps predicative elements onto depictive predicates:


SYNSEM|LOC




CAT|HEAD




SUBJ
〈

NP 1

〉

PRD +
adj-or-prep




CONT|NUCLEUS 2




word



7→




SYNSEM|LOC


CAT|HEAD|MOD|LOC




CAT




HEAD

[
VERBAL +
SUBJ 3

]

SUBCAT 4




CONT|NUCLEUS 5




CONT




ARG1 5

ARG2 2

during







word




∧

XP 1 = member( 3 ⊕ 4 )

depictives attach. An example for such a language is English. Sentences like (38)
are usually analyzed so that the depictive adjoins to the VP:

(38) He [[eats the fish] raw].

This means that the antecedent of raw is not contained in the valence list of eats
when the depictive is combined with the verbal projection. To account for the
English data only three options remain: 1) Binding Theory, 2) Adjuncts as Com-
plements, 3) projecting the Argument Structure. Since 1) needs 2) to work properly
and since 2) yields scope problems, 3) seems to be the only option left for dealing
with depictives in English. There seem to be other phenomena in grammar that
make the projection of argument structure necessary. For example, Kiss, 2001 sug-
gests an analysis of quantifier scope that relies on the projection of the argument
structure.

One could claim that depictives universally are analyzed with reference to the
argument structure and that the linearization rules for German in addition refer to
the saturatedness of verbal projections.

7 Conclusion

I developed an analysis of depictive secondary predicates that does not rely on
discontinuous constituents. Since discontinuous constituents are a very powerful
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device, an approach that can avoid them is favorable.
The analysis does not refer to the argument structure of heads and therefore it

is not necessary to assume flat structures, a lexical introduction of adjuncts, or a
projection of the argument structure.

The analysis can explain why antecedents have to precede the depictive predi-
cates without referring to linear precedence rules, which are difficult to formalize,
since coindexing of arguments is involved and reflexives may interfere.
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Abstract

This paperdiscussesa specialkind of syntax-semanticsmismatch: a
nounwith a relative clauseis interpretedasif it werea complementclause.
An analysisin termsof Lexical ResourceSemanticsis developedwhichpro-
videsa uniform accountfor “normal” relative clausesandfor thediscussed
typeof relativeclause.

1 Intr oduction

In this studywe will discussa largely unnoticedtypeof relative clausewhich we
will call propositionalrelative clause(PRC).PRCsmanifesta mismatchbetween
syntacticstructureandinterpretation:syntacticallythey arenormalrelativeclauses,
but in thesemanticsanNPwhich is modifiedby aPRCis interpretedasaproposi-
tion, eventhoughtheheadnounin itself doesnot have a propositionalinterpreta-
tion. Theclearestcasesof PRCswill comefrom datawith idiomaticexpressions,
in particularwith boundwords. We will show that the apparentmismatchcan
beresolved if we adopta systemof combinatorialsemanticswhich exploits tech-
niquesof semanticunderspecificationsuchasUnderspecifiedDRT (UDRT, Frank
andReyle (1995)),Minimal RecursionSemantics(MRS,Copestake etal. (2003)),
ConstraintLanguagefor LambdaStructures(CLLS, EggandErk (2002)),or Lex-
ical ResourceSemantics(LRS,RichterandSailer(2004a)).

A bonafide exampleof a GermanPRCis given in (1). ThenounDuzfußis a
boundwordwhich mayonly occurin theexpressionmit X auf demDuzfußstehen
(beoninformaltermswith X). In (1) thenountakesarelativeclausewhichcontains
therestof theexpression.1

(1) um
in orderto

den
the

anderen
other

den
the

Duzfuß
informal.foot

ahnen
suspect

zu
to

lassen,
let

[ auf
on

dem
which

man
one

mit
with

den
the

Spitzenkr̈aften
top executives

steht].
stand

‘in orderto make theotheronesuspectthatoneis on informal termswith the
topexecutives.’ (from thecorporaof theInstitut für DeutscheSprache, Mannheim)

Examplessuchas(1) do not occurfrequentlyin texts andmany speakerscon-
siderthemas“strange”or instancesof creative languageuse. TheEnglishtrans-
lation indicatestheonly possibleinterpretation:theNP with therelative clauseis
interpretedasacomplementclause.�

Thereportedresearchoriginatedaspartmy work in theprojectDistributionalIdiosyncrasiesof
the Collaborative ResearchCenterSFB 441 at the University of Tübingen,fundedby the German
ResearchFoundation(DFG). I am grateful to Danìele Godard,GeraldPenn,Frank Richter, Jan-
Philipp Soehn,BeataTrawiński andto thereviewersfor comments.

1The context for (1) is: Eine beliebteVarianteist dasBruderschafts-Dropping,bei dem man
geschicktVornamenwie Thomas,Viktor, Ioan, Otti etc. einflicht, . . . (‘A popular variant is the
“friendshipdropping”throughwhichonedropsfirst namessuchasThomas,Viktor, . . . ’)
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We will assumethe following tentative definition of a PRCconstellation:A
sentencewith an NP which is modifiedby a relative clausesuchthat (i) thesen-
tenceis ungrammaticalif the relative clauseis removed, and(ii) the sentenceis
synonymousto asentencein whichtheNPwith therelativeclauseis replacedwith
acomplementclausewith thesamelexical material.This is illustratedin (2): since
Duzfußis a boundword, it cannotoccurfreely (a). We canreplacetheNP with a
complementclauseto obtaina synonymoussentence(b).

(2) a. *um
in orderto

den
the

anderen
other

den
the

Duzfuß
informal.foot

ahnen
suspect

zu
to

lassen
let

b. um
in orderto

den
the

anderen
other

ahnen
suspect

zu
to

lassen,
let

dass
that

man
one

mit
with

den
the

Spitzenkr̈aften
topexecutives

auf
on

Duzfuß
informal.foot

steht.
stands

In this paperwe will focus on Lexical ResourceSemantics(LRS). We will
presentasimplesemanticanalysisof restrictive relativeclauses.Wewill show that
this analysisprovidestheright readingsfor PRCcasesaswell, eventhoughin an
admittedlysurprisingway. In theconclusionwewill briefly addresstheconceptual
propertiesof LRSwhichallow usto accountfor PRCs.

2 Data

2.1 PropositionalRelativeClauseswith Bound Words

In this sectionwe will studythepropertiesof PRCsin moredetail. We will first
have a closerlook at thenounDuzfußandthenprovide examplesof PRCswith an
otherboundwordand,in thefollowing subsection,alsowith freewords.

Let us first observe that the expressionin (3-a) is decomposable,i.e., it is an
idiomatically combiningexpressionin the senseof Nunberg et al. (1994). The
nounDuzfußcanbeassignedthemeaningindicatedin (b).

(3) a. mit
with

jemandem
someone

auf
on

(dem)
the

Duzfuß
informal.foot

stehen
stand

‘be on informal termswith someone’
b. Duzfuß �� informal terms

The nounDuzfußis a boundword. This meansthat it cannotoccuroutsidethe
particularexpressionin (3-a). In (4) we show that Duzfußis even excludedin
contexts whicharesemanticallyplausiblegiventhemeaningassignmentin (3-b).

(4) jemandem
someone

das
the

Du/
you(informal)/

*den
the

Duzfuß
informal.foot

anbieten
offer

‘to offer someoneto switchto informal terms’

Even thoughthe expressionin (3-a) is decomposableit is lessflexible than
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otherdecomposableidiomatic expressions.In particularthenounDuzfußcannot
bemodified(a) norpronominalized(b):

(5) a. Joschka
Joschka

steht
stands

mit
with

dem
the

Kanzler
chancellor

auf
on

(* gutem/
good/

intimem)
intimate

Duzfuß� .
informal.foot

b. * . . . und
and

auch
also

Angela
Angela

steht
stands

mit
with

Schr̈oder
Schr̈oder

darauf� /
there-on/

auf
on

ihm� .
it

Thussentence(1) exhibits two unusualpropertiesfor the nounDuzfuß: First
it occursas the complementof a verb which it normally cannotcombinewith.
Secondit takesa relative clause,i.e. a syntacticadjunct,eventhoughit cannotbe
semanticallymodified. This apparentconflict mustbe explainedon the basisof
theinterpretationof thenounandtherelative clauseasaproposition,asillustrated
in (2-b) above. It is this unusualinterpretationwhich let usto referto this kind of
relative clausesasPropositionalRelative Clause.

The nounDuzfußis not the only boundword in Germanwhich canoccur in
PRCconstellations.In (6) we provide ananalogousexamplewith theboundword
Garaus. ThenounGarausis restrictedto theexpressionin (a). This expressionis
decomposable,but theboundwordcannotbemodified.In (b) we give anexample
of a PRCoccurringwith this noun. Again we canreformulatethe NP with the
relative clausein theform of acomplementclause,see(c).

(6) a. jdm./ etwas
to someone/something

den
the

Garaus
??

machen
make

‘kill someone/something’

b. Einzig
Only

Vera
Vera

Kutters
Kutter’s

. . .Negativfoto

. . .picture
der
of the

Wiener
Vienna

Secession
Secession

bleibt
remains

als
as

Hinweis
indication

auf
of

den
the

Garaus,
??

[den
which

die
the

Nazis
Nazis

der
to the

in
in

ihren
their

Augen
eyes

”entarteten
“degenerated

Kunst”
art”

machten].
made

‘Only VeraKutter’s . . . pictureof the ViennaSecessionremainsas an
indication of the fact that the Nazis destroyed what to their eyeswas
“degeneratedart”’2

c. . . . bleibt
remains

als
as

Hinweis
indication

darauf,
of thefact

dass
that

die
the

Nazis
Nazis

der
to the

in
in

ihren
their

Augen
eyes

“entarteten
“degenerated

Kunst”
art”

den
the

Garaus
??

machten
made

It shouldbe noticedthat PRCsseemto be excludedwith non-decomposableex-
pressions. In (7) we show a non-decomposableexpressionwith a boundword
(Maulaffen). In (b) the expressionoccursin a subjectclauseto the verb erbosen
(make angry). This verbacceptsNPsor clausesassubjects.In (c) we try to give
a PRC constructionwhich shouldhave the samemeaningas (b). However, the
sentenceis ungrammatical.

2Foundby Jan-PhilippSoehnon: http://www.taz.de/pt/2001/11/30/a0123.nf/text.
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(7) a. Maulaffen
mouth.monkeys

feilhalten
keepfor sale

‘standgaping’

b. Mich
me

erboste,
madeangry

dass
that

die
the

Passanten
passers-by

Maulaffen
mouth.monkeys

feilhielten
keptfor sale

‘It mademeangrythatthepassers-bystoodgaping.’
c. *Mich

me
erbosten
madeangry

die
the

Maulaffen,
mouth.monkeys

die
which

die
the

Passanten
passers-by

feilhielten.
keptfor sale

intendedmeaningasin (b)

2.2 PropositionalRelativeClauseswith FreeWords

PRCsarenot restrictedto boundwords: if a verbsemanticallyrequiresa propo-
sitionalargumentbut is syntacticallycompatiblewith eitheranS or anNP, anNP
with a PRCcan fulfil the requirements.As illustratedin (8) the verb bedauern
(regret) hasthesetwo valenceoptions.

(8) a. Hans
Hans

bedauerte,
regretted

dass
that

er beimSpieldasVermögenverlorenhatte.
hehadlost thefortuneat thegame.

b. Hans
Hans

bedauerte
regretted

den
the

Verlust
losing

(des
of the

Vermögens)
fortune

Even thoughan NP canoccurasthe syntacticcomplementof bedauernthis NP
must have a propositonalreading. Thus, bedauernfulfils the requirementsof a
context whichallows for PRCs.IndeedwecanconstructPRCexamples:

(9) a. Hans
Hans

bedauerte
regretted

das
the

Vermögen,
fortune

das
that

er
he

beim
at the

Spiel
game

verloren
lost

hatte.
had

‘Hansregrettedthathehadlost thefortuneat thegame.’
b. *Hans

Hans
bedauerte
regretted

das
the

Vermögen.
fortune

As notedabove PRCsareonly possiblewith decomposableexpressions.The
following setof datashows that this is not only true for expressionswhith bound
words,but it carriesover to non-decomposableexpressionsin general.Theexpres-
sionin (10)is non-decomposableandconsistsof freewords.As expected,thePRC
construction(10-c)is ungrammatical.

(10) a. den
the

Löffel
spoon

abgeben
away.give

‘die’

b. Ich
I

bedauerte,
regrettet

dass
that

er
he

den
the

Löffel
spoon

abgegeben
away.given

hatte.
had

‘I regrettedthathehadpassedaway.’
c. *Ich

I
bedauerte
regretted

den
the

Löffel,
spoon

den
that

er
he

abgegeben
away.given

hatte.
had
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2.3 RelatedPhenomena

2.3.1 Ar gumentsfor a “Head Inter nal” Analysisof Relative Clauses

Similar datahave beendiscussedin the generative literatureon relative clauses,
first in Vergnaud(1974), later in Carlson(1977),andhave recentlygainedsome
attentionagain(for exampleValentina(2000)). In (11) we list datafrom Carlson
(1977)which illustratewhathecallsanAmountRelative Clause.

(11) a. make headway/ progress
b. *The headway wassatisfactory.
c. Theheadway [thatMel made]wassatisfactory.

In thementionedapproachesthesedatawereusedto arguefor asyntacticstruc-
ture in which theheadnounoriginatesinsidetherelative clauseandis movedout
of it by someoperation.Borsley (1997,nd) presentssyntacticargumentsagainst
suchstructuresfor “normal” relative clauses.Thiswouldstill leave theoptionthat
for somerelative clausesthe headnounoriginatesinside the relative clause,for
othersit doesnot. On theotherhandwe do not find syntacticdifferencesbetween
relative clauseswhichsemanticallymodify anindividual andPRCs.3

In additionit is not entirely clearwhetherthe dataconsideredpreviously are
PRCs.In fact therearedifferencesbetweentheGermanPRCexamplesandCarl-
son’s AmountRelatives. First, while thenounheadwayis a boundword, just like
in ourfirst examples,it canbemodified:

(12) They madetremendousheadway.

Second,a relative clauseto headwaycanoccurwith verbswhich do not requirea
propositionalargument:

(13) I observedtheheadway [that they made].

An alternativeaccountof theheadwaydatawouldbethatheadway, justlikeVerlust
(loss) in (8-b), candenotean objectof the right semantictype to combinewith
theverb. Underthis perspective therewould benothingparticularaboutthedata
in (11), except for the fact that headway— beinga boundword — requiresthe
presenceof thesupportverbmake.

2.3.2 Reinterpretation Phenomenaà la Egg (2002)

We would also like to distinguishbetweenPRCsandother instancesof syntax-
semanticsmismatches.Egg(2002)discussescasesof thefollowing type.

(14) a. Amélieplayedthesonatafor tendays.
3For EnglishHulsey andSauerland(2002)arguethatwhereas“normal” relative clausescanbe

extraposedthis is impossiblewith relative clausesof the type in (11-c). But notice that no such
restrictionholdsfor German:thePRCin (1) is extraposed.
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b. beautifuldancer

In (a) an iterative operatormustbe introducedto make theVP playedthesonata
compatiblewith thedurative adverbial for tendays. TheNP in (b) hasa reading
in which theadverbialdoesnot take scopeover theentirenounbut only over part
of it (personwho dancesbeautifully). In PRCson the otherhandthe headnoun
is interpretedinside the relative clauseand the entire NP hasthe meaningof a
proposition. Thus, in contrastto (a) no additionalsemanticmaterialis inserted,
andin contrastto (b) the adjunct(i.e. the relative clause)doesnot modify some
partof theheadnounbut integratestheentiresemanticcontribution of thenoun.

With theseshortremarkswe tried to illustratethe differencesbetweenPRCs
andotherkindsof adjunctswhichposeproblemsfor a compositionalanalysis.

3 Lexical ResourceSemantics

In this sectionwe will outline the systemof Lexical ResourceSemantics(LRS).
After somegeneralremarksin Section3.1 we will provide thosepartsof LRS
which areneededfor our analysis. In the next sectionwe will apply LRS to the
relative clausedata.

3.1 GeneralRemarks

LRS usestechniquesof underspecifiedsemantics(Reyle, 1993;Bos, 1996),but
thelogical form of a sentenceis a single,disambiguatedexpressionof theseman-
tic representationlanguage.This specialstatusof LRS betweenunderspecifica-
tion andmoretraditionalcombinatorialsystemsis discussedin RichterandSailer
(2004a).This paperis alsothemostextensive introductionto LRS.PreviousLRS
publicationsdiscussscopeambiguity(RichterandSailer,2001;Bouma,2003),and
multipleexponenceof semanticoperators(RichterandSailer,2001,2004b;Sailer,
2004b). Sailer (2004a)shows how LRS asa systemof clausalsemanticscould
interactwith lexical semantics.

In LRS thelogical form of a sentenceis assumedto beanexpressionof some
typedsemanticrepresentationlanguage(here:Ty2 (Gallin, 1975)). Sinceour ex-
amplescontaindefiniteNPswe includethe � -operatorin thesemanticrepresenta-
tion language.Its useandinterpretationis givenin (15), takenfrom Krifka (2004).

(15) For eachvariable� of type � andfor each
�

of type � , �	��
 �
�
is anexpression

whosedenotationis an individual � of type � suchthat � ������� ��� � 
	� �����
if

thereis exactlyonesuchindividual,otherwisethedenotationis undefined.

Considerthe following examplefor illustration. In (16) we indicatethe logical
form associatedwith thedefiniteNP thestudent. In Figure1 wegivethesubexpres-
sionswhichmakeup this logical form. Wehavechosenfor a treerepresentationto
make thestructureof theexpressionclear.
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Figure1: Subexpressionstructureof ����
 student �	
���� � � �
!#"

student $&%(' "	)+*-, %. !#"./

Figure2: HPSGencodingof ����
 student � 
��0� � � �12222222222222222222222222223

iota

VAR 4 variable
NUM zero
TYPE entity5

SCOPE

1222222222222222222223

application

FUNC

12222222222223
application

FUNC

1222223
student

TYPE

12223 complex-type
IN index

OUT 4 complex-type
IN entity
OUT truth 5

687779
68777779

ARG 4 variable
NUM zero
TYPE index5

6 7777777777779
ARG 4 variable

NUM zero
TYPE entity5

6 777777777777777777779

687777777777777777777777777779
(16) thestudent:�	�;:<
 student �>=@? :BADC 
�� = � �E: � �

Sailer (2003) explains how expressionsof Ty2 can be incorporatedinto an
HPSGgrammar, asobjectsof the sort meaningful-expression (me). In Figure2
we give anAVM descriptionof a meobjectwhich denotestheexpressionin (16).
For our purposeit sufficesto seethatall syntacticconstructsof thesemanticrep-
resentationlanguageareexpressedin theHPSGencoding.Furthermore,thestruc-
tureof the linguistic objectdescribedby theAVM in Figure2 follows thatof the
expressiontreein Figure1.

In (16) thevariable � occurstwice in thelogical expression.Similarly theob-
jectdescribedby theAVM in Figure2 hasseveralcomponentswhichlook alike. In
HPSGcomponentswhich look alike canactuallybeidentical.This is achievedby
meansof structuresharing, (alsocalledtoken identity) andconstitutesoneof the
majoranalyticaltoolsof theframework. Theencodingof semanticexpressionpre-
sentedin Sailer(2003)is suchthatall possibleidentitiesmustactuallybepresent
in a linguistic objectwhich representssuchanexpression.In thecaseat handthis
wouldmeanthatthevaluesof thepathsVAR andSCOPE ARG areidentical.
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This discussionof identitiesseemsto focus on a technicalpropertyof the
HPSGencodingof logical expressions.It will, however, becomeobvious in Sec-
tion 4 thatthispropertyprovidesthebasisfor ouranalysisof PRCs.

3.2 Brief Outline of LRS

After thegeneralremarkson LRS andon theway expressionsof a semanticrep-
resentationlanguageare integratedinto an HPSGgrammar, we can outline the
combinatorialmechanismusedin LRS.Thebasicintuition underlyingLRS is that
the logical form of a sentenceis the combinationof its subexpressions. These
subexpressionsare contributed entirely by the lexical items which make up the
sentence.Consequentlywe specifyin a signwhich subexpressionsit contributes
to theoverall logical form. In additionwe have to assignsomesubexpressionsa
specialstatus,becausethey playaparticularrole in thesemanticcombinatorics.

The semanticinformationassociatedwith a sign is containedin the valueof
anattribute L(OGICAL-)F(ORM). TheLF valueof a signis of sort lrs. This sort is
definedin (17).

(17) Thesort lrs

lrs EX(TERNAL-)CONT(ENT) me
IN(TERNAL-)CONT(ENT) me
PARTS list(me)

Thesort lrs hasthreeattributes. The PARTS list containsall subexpressionwhich
arecontributed by the given sign. The other two attributesserve more technical
purposes.The INCONT valueis thescopallylowestsubexpressioncontributedby
thelexical headof a phrase.TheEXCONT valueis theexpressionassociatedwith
the maximal projectionof the head. The EXCONT value of an utteranceis the
logical form of theutterance.The EXCONT valueof anNP is theoperatorwhich
bindsthe referentialvariableof theheadnoun. In thecaseof theNP thestudent
theEXCONT valueis theexpressionin (16).

Generalprinciplesgoverntherelationbetweenthevaluesof thethreeattributes
of an lrs object. For our purposeit sufficesto statethe INCONT PRINCIPLE, the
EXCONT PRINCIPLE andpartsof theSEMANTICS PRINCIPLE. Wewill startwith
theINCONT PRINCIPLE.

(18) TheINCONT PRINCIPLE:

a. In every lrs, theINCONT valueis asubexpressionof theEXCONT value.
b. In every lrs, the INCONT valueis anelementof thePARTS list.

This principleensuresthat the INCONT valueof a sign is actuallycontributed
by this sign(clause(a)) andthat it will appearin the logical form associatedwith
themaximalprojectionof this sign(clause(b)).

TheEXCONT PRINCIPLE regulatesthatevery expressionwhich is contributed
by a lexical item in an utterancewill actuallyappearin the logical form, i.e. in
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the EXCONT value,of this utterance.Furthermoreno othersemanticmaterialis
allowed.This is statedin amoretechnicalfashionin (19).

(19) TheEXCONT PRINCIPLE:

In every utterance,every subexpressionof the EXCONT valueof the utter-
anceis an elementof the utterance’s PARTS list, andevery elementof the
utterance’s PARTS list is asubexpressionof its EXCONT value.

Let us now consideran example,the NP the red book. This NP containsthe
necessarysyntacticandsemanticingredientsfor our analysisof relative clauses:
a definitedeterminer, anintersective modifieranda noun. In (20) we indicatethe
logical form associatedwith thisNP andthecorrespondingLF value.4

(20) a. Theredbook: �	�F
 book � 
��0� � �HG
red � 
��0� � � �

b.

13 EXCONT I>J ? book $ ?LKHM J C<N red $ ?LKHM J CDC
INCONT book $ ?�K�M J C
PARTS O�J MPK�M book $ M book $ ?�K�M J C M red $ M red $ ?LKHM J C M? book $ ?LKHM J C<N red $ ?LKHM J CDC M I>J ? book $ ?�K�M J C<N red $ ?�K�M J CDCPQ 69

ThisAVM describeslinguisticobjectswhichsatisfytheconditionsof theINCONT

PRINCIPLE andwould evensatisfytheEXCONT PRINCIPLE if theNP itself were
an independentutterance:The INCONT valueis anelementof the PARTS list and
a subexpressionof theEXCONT value.FurthermoretheEXCONT valueconsistsof
all elementsof thePARTS list anddoesnot containothersemanticmaterial.

Working in LRS we alwayshave to addressthequestionof which subexpres-
sionsof thelogicalformarecontributedbywhichlexical item. In (21)weunderline
for eachword in theNP thesubexpressionsit contributes.

(21) Meaningcontributions:

the: �	� 
 book ��
��0� � �HG
red ��
��0� � � �

red: �	��
 book ��
��0� � �FG
red ��
��0� � � �

book: �	�F
 book � 
��0� � � G
red � 
��0� � � �

Figure3 shows thestructureof theNP andthe LF valuesfor eachnode. The
PARTS lists of the words consistof the expressionswhich we have underlined
in (21). We must,next, statethe principle which regulatesthe relationbetween
the LF valueof a phraseandthe LF valuesof its daughters.This is donein the
SEMANTICS PRINCIPLE. In (22)wewill only give theclausesof theSEMANTICS

PRINCIPLE whicharerelevantfor ourdiscussion.5

(22) TheSEMANTICS PRINCIPLE:

a. EXCONT andINCONT aresharedalonga headprojection.
b. ThePARTS list of themothercontainsexactlytheelementsof thedaugh-

ters’ PARTS lists.
4To keepthe AVMs readablewe will uselogical expressionsinsidethe AVMs andomit some

subexpressions(book $SR ,FT andred $DR ,�T in (20)).
5Clausesfor othersyntacticstructurescanbefoundin RichterandSailer(2004a).
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Figure3: Thestructureof theNP in (20)

Det4 EXCONT me
INCONT 1 I>J ? b $ ?�K�M J CUN r $ ?LKHM J CPC
P OLJ M I>J ?�V WXWXW J WXW(W Y CDQ 5

the

AP4 EXCONT ? b $ ?�K�M J C<N r $ ?�K�M J CDC
INCONT r $ ?LKHM J C
P OLJ MDK�M r $ M r $ ?LKHM J C M(?�V WXW(W J WXWXW Y N V r $ ? J C Y CPQ 5

red

N4 EXCONT 1

INCONT 2 b $ ?LKHM J C
P O>J MDK�M b $ M b $ ?�K�M J CDQ 5

book

HEAD

N Z13 EXCONT 1

INCONT 2 b $ ?�K�M J C
P O>J MDK�M b $ M b $ ?�K�M J C M r $ M r $ ?�K�M J C M? b $ ?LKHM J CUN r $ ?LKHM J CDCPQ 69

HEAD

NP13 EXCONT 1 I>J ? b $ ?LKHM J C<N r $ ?�K�M J CDC
INCONT 2 b $ ?�K�M J C
P O�J MDK�M b $ M b $ ?LKHM J C M r $ M r $ ?LKHM J C M? b $ ?�K�M J C<N r $ ?�K�M J CDC M I>J ? b $ ?�K�M J C<N r $ ?�K�M J CDCPQ 69

c. If the nonheadis an intersective modifier which modifiesa sign [ ,
thenthemodifier’s EXCONT is of theform \ G^]

, and [ ’s INCONT is
asubexpressionof \ .

d. If the nonheadis a determiner, then the nonhead’s INCONT and the
head’s EXCONT areidentical,andthe head’s INCONT is a subexpres-
sionof thenonhead’s restrictor.

Clause(a) determinesthat the INCONT value and the EXCONT value percolate
along the headprojectionline. In Figure 3 the effect of this clauseis reflected
by theuseof thetags 1 and 2 .

Clause(b) guaranteesthatnosemanticinformationis lostwhensignsarecom-
bined to larger units, nor that any semanticexpressionsareadded. This is why
LRS is lexical, i.e. all semanticexpressionsarecontributedby lexical items. The
syntacticstructurecanconstrainthe possiblereadingsbut not addnew semantic
material.This is in contrastto themoreconstructionalapproachof MRS.

Clause(c) is neededwhenanouncombineswith anintersective modifier:The
EXCONT valueof an intersective modifier is a conjunction.The INCONT valueof
theheaddaughtermustoccurasasubexpressionof thefirst conjunct.

Clause(d) describesthe effect of a determinercombiningwith a headnoun.
Similar to the subexpressioncondition of clause(c), in clause(d) the INCONT

valueof thesyntacticheadis alsorequiredto appearasa subexpressionof some
expressionof the nonhead.For a determiner, the noun’s INCONT valuemustbe
within therestrictorof thedeterminer’s INCONT.6 Theeffect of this conditioncan
beseenin Figure3 wherethenoun’s INCONT valueoccursinsidetheargumentof
the � -operator. We have, thus,shown that the combinatorialmechanismsof LRS

6We subsumetheonly argumentof the / -operatorunderthenotion of “restrictor”, even though
thereis no “nuclearscope”in this case,in contrastto thesituationwith generalizedquantifiers.
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licensethecorrectlogical form for thegivenNP, i.e. theexpressionin (20).7

Sofarwehavenotmentionedwhereto locatetheattributeLF insidealinguistic
sign.Sailer(2004a)arguesfor a separationof local semanticsandsemanticstruc-
ture, analogousto thedistinctionbetweensyntacticcategoryandsyntacticstructure
in HPSG.Thoseaspectswhichareimportantfor scopeandtheoverall logical form
occurinsidetheLF value.Informationwhich is neededfor linking or for semantic
selectionrestrictionsappearin theCONTENT value,whichis embeddedunderlocal
and,thus,canbeaccessedby a selector. This local semanticinformationwill also
containthe INDEX value. In additionto the

�
-featureswhich areusuallyfoundin

theindex, wewill includeanattribute,VAR, whosevalueis thereferentialvariable
associatedwith thegivensign. TheAVM in (23) demonstratesthis separationfor
thewordbook.

(23) Outlineof thesemanticaspectsof thewordbook:1222222223
PHON O bookQ
SYNS LOC

123 CONT INDEX

123 PERS third
NUM sing
GEN neutr
VAR J

6 79 6 79
LF 4 EXCONT me

INCONT book $ ?�K�M J C
PARTS O�J MPK�M book $ M book $ ?�K�M J CPQ 5

6 777777779
4 Analysis

After thisbrief introductionof themechanismsof LRSwecanaddresstheanalysis
of theGermanrelative clausedata.In thissectionwe will first presenttheanalysis
of a “normal”, i.e. semanticallymodifying, relative clause(Section4.1),andthen
turn to thePRCreadingsin Section4.2.

PRCsdonotdiffer structurallyfrom otherrelativeclauses.Within HPSGmost
publicationson Germanrelative clauses,suchasKiss (2004)andHoller (2003),
assumeavariantof theanalysisin PollardandSag(1994)ratherthanadoptingthe
constructionalapproachin Sag(1997).As nothingdependsonthis,wewill follow
this line without furtherargumentation.

In Germanrelative clausesoften appearin extraposedposition. This is also
true for PRCs(see(1)). Kiss (2004) demonstratesthat relative clausesare not
”moved” into suchan extraposedposition— in contrastto complementclauses.
In orderto establishthe semanticandagreementrelationbetweenan extraposed
relativeclauseandtheheadnoun,Kissarguesin favor of asystemof combinatorial
semanticswhich usestechniquesof underspecifiedsemantics,MRS in Kiss’ case.
In Kiss’ analysisa relative clausecanmodify a nounwhich appearsdeeperin the

7Thereis oneotherexpressionwhichsatisfiestheindicatedprinciplesof LRS: /S! R book $SR ,`_ ! T�T a
red $SR ,b_ ! T . In this hypotheticallogical form theentire / -operatorappearsin thefirst conjunct. As
a consequencethe occurrenceof the variable ! in red $ R ,`_ ! T is not boundby the / -operator. We
assumethatsucha readingwill beexcludedby generalwell-formednessconditions.
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Figure4: Syntacticstructureof thesentencesin (24) and(25)

dass

NP
Peter

dieZahlen

Det
das
den

N c
Photo

Garaus

HEAD
NPc V

betrachtete
belegen

COMP HEAD
VP

COMP HEAD
S

XPd
das
den

Relef Sg
Maria hSd knipste

. . . hSd machte

HEAD COMP
Rel$COMP HEAD

RelPcHEAD ADJ
S

HEAD
S

syntacticstructure.In thepresentpaperwe will assumean LRS versionof Kiss’
theorywithoutproviding thedetails.

Wewill illustrateouranalysiswith thefollowing two sentences.Example(24)
containsa normalrelative clause,and(25) containsa PRC.We will alsoindicate
the logical form. Our semanticrepresentationlanguageallows us to differentiate
betweensemanticobjectsof different type (entities,eventualities,propositions).
Wewill ignoretense.

(24) dass
that

Peter
Peter

das
the

Photo
picture

betrachtete,
looked.at

das
which

Maria
Maria

knipste.
took������i�jk
 look-at �X
��0�ljm�	nH�o�	�F
 picture �B
���� � ��G i�jp��
 take �X
��0�ljq��� rs� � � � � � �

(25) dass
that

die
the

Zahlen
numbers

den
the

Garaus
??

belegen,
prove

den
which

die
the

Globalisierung
globalization

dem
to the

Kleinbetrieb
smallbusiness

machte.
made������i�jk
 prove ��
��0�ljm� Z �o�t�0��itjp�X
 make ��
��0�ljp��� G � K �o�	�F
 garaus �X
��0� � � � � � � �

Figure4 outlinesthesyntacticstructureof thesentences.In thefollowing two
subsectionswewill show how wecanderive thecorrectreadingsfor thesentences
in (24) and(25) respectively.

4.1 The “Normal” Case

In this subsectionwe will combinethe syntacticanalysisof restrictive relative
clauseswith anLRSsemantics.Wewill usesentence(24)asour runningexample.
Wewill first considerthelogical form of thedeepestS nodein Figure4, thenturn
to therelativeclauseandfinally addressthequestionof how therelativeclauseand
therestof thesentencecombinesemantically.

Thesemanticsof theNPdasPhoto(thepicture) will bearrivedatanalogously
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Figure5: Outlineof thelexical entryof betrachten(lookat):12222223
PHON O betrachtenQ
SYNS LOC 4 CAT ARG-ST uBv LOC CONT INDEX VAR wlx , v LOC CONT INDEX VAR JyxDz

CONT v INDEX VAR : x 5
LF 4 EXCONT me

INCONT look-at $ ?�K�M : M(V WXWBW w WXW(W Y+M(V WXWBW J W(WXW Y C
PARTS O K�M : M w M J M look-at $ MP{pK�W |}M�~ :B� M look-at $ ?�K�M : M(V WXWXW w WBWXW Y+M(V WXW(W J WXWBW Y CDQ 5

6 7777779
and look-at Z#�`� and ���������

to the examplein Figure3. For the NP Peter the valueof all semanticattributes
(EXCONT, INCONT, thePARTS list, andVAR) only containstheconstantn .

The lexical entry of the verb betrachten (look at) is outlined in Figure5. A
finite verbcontributesa lambdaabstractover theworld index ( �����8\ ), andanexis-
tentiallyquantifiedeventualityvariable( i�j�
 ]��

). WeuseGreeklettersinsideAVMs
whichshouldbereadasmetavariablesoverexpressionsof thesemanticrepresen-
tation language.They indicatethat we do not specify the given expressionany
further in the AVM. Multiple occurrencesof the samemetavariablerefer to the
sameexpression.Below the AVM we notesomesubexpressionconditions. For
example i�jk
 ]��

mustbea subexpressionof �����8\ . This is expressedwith a subex-
pressionrelation(“ � ”), written as i�jk
 ]�� ��\ .

Thelexical entryin Figure5 illustratesnicelyhow theVAR valuesof thecom-
plementsare accessedin order to assignthe complementsthe right slots in the
argumentpositionsof theconstantlook-at � . This follows thestrategy of argument
identificationof PollardandSag(1994). In our case,all we sayis that the VAR

valuesof the complementsmustoccursomewhereinsidethe semanticargument
slots,for whichwewrite �L�p�p�@���p�p� � and �L�p�p�@���p�p� � .

We cannow look at the VP and the S node. Sinceall complementsin our
examplesare definite NPs the SEMANTICS PRINCIPLE doesnot introducenew
subexpressionrequirements.Nonethelesswe canbe morespecificaboutthe ar-
gumentslotsof theconstantlook-at � . The constantn will fill theagentslot. We
alsoknow at this stagethat the expressionpicture � 
���� � �

occursin the scopeof
the � -operator, but othermaterialmight bein thereaswell. We indicatethis “ �p�p� ”.
In (26) wedescribethelogical form of thediscussedSnode.

(26) Thelrs of PeterdasPhotobetrachtete:13 EXCONT me
INCONT look-at $ ?�K�M : ML�#M(V WXWXW J W(W(W Y C
PARTS O KHM : ML��M J MP{pK�WXW(WXWBM�~ : ?PW(WXW C M look-at $ M look-at $ ?�K�M : M��#M(V W(W(W J WXWXW Y C M

picture $ M picture $ ?LKHM J C M I>J ?PWXW(W picture $ ?�K�M J C WXWXW CPQ 69
The logical form of the S nodeinsidethe relative clauseis built in a parallel

fashion. The VAR valueof the traceis identical to that of the relative pronoun,
whichfollowsfrom theidentityof theirLOCAL. TheLF valuewill notaddsemantic
expressionswhicharenot in CONTENT already. Wecannow describetheLF value
of therelative clauseinternalS node:
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Figure6: Theemptyrelativizer (adaptedfrom (PollardandSag,1994,p.216))1222222222222222222222222223

word
PHON O Q
S

1222222222222222223
L

12222222222222223
CAT

12222222222223
HD

1223 rltvzr

MOD

13 L � CAT HD noun

CONT INDEX 1 v VAR JyxL�
NP v TB REL � 1 � x 69 6 779

SUBCAT � � L 4 v CONT INDEX VAR � x
NL INHER REL � 1 � � ,

12223 L

123 CAT 4 HD verb
MARKING unmarked
SUBCAT O Q 5

CONT INDEX VAR : $
6 79

NL v INHER SLASH � 4 � x
6 7779E�

6 7777777777779
CONT v INDEX VAR J x

6 7777777777777779
NL v TB SLASH � 4 � x

6 777777777777777779
LF 4 EXC | Nb�

INC | Nb�
PARTS OLJ MP| Nb�#Q 5

68777777777777777777777777779
and ����� ( � occursin thefirst conjunct)
and ����� ( � occursin thefirst conjunct.In ourexample����� )
and ���b� ( � occursin thesecondconjunct)
and � Z �b� ( � Z occursin thesecondconjunct)

(27) Thelrs of Mary � knipste(Mary took � ):4 EXCONT me
INCONT take $ ?LKHM : $ M���M J C
PARTS O K�M : $ MD��M J MP{qKHWXW(W(WXM�~ : $ ?PWXW(W C M take $ M take $ ?�K�M : $ MD��M J CPQ 5

The syntacticstructureof a relative clausecontainsa phonologicallyemptyrela-
tivizer accordingto our assumption.In Figure6 we will adaptthe lexical entry
of theemptyrelativizer from PollardandSag(1994)to LRS.We will indicatethe
effectof thesubexpressionconditionsin bracketsfor a betterreadability.

Semanticallytheemptyrelativizer only contributesits referentialvariable( � )
anda coordination( \ G�]

). Thesubexpressionconditionsdeterminethat the VAR

value of the noun to which the relative clauseattaches( � ) must occur in both
conjuncts.Furthermorethecontribution of theS-partof therelativeclausemustbe
integratedinto thesecondconjunct.This is expressedby theconditionontheevent
variable jp� , which is the VAR valueof theS-partof the relative clause.Sinceour
examplesdo not involve pied-piping,we do not have to distinguishbetweenthe
VAR valueof therelative constituentandthatof thenounin theMOD (i.e. � � �

).
Whentherelativizer combineswith its S complementtheSEMANTICS PRIN-

CIPLE doesnot introducenew subexpressionconditions.Thesemanticsof therel-
ative pronounis, again,maximallysimple. It only contributesthevariablewhich
occursin its VAR value. Thereforeno subexpressionconditionsareaddedin the
combinationof therelative pronounandtheRel� . TheAVM in (28) describesthe
logical form of therelative clause.
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(28) Thelrs of therelative clause:4 EXCONT V WXW(W J W(WXW Y N V ~ : $ ?PV WXW(W take $ ?LKHM : $ MD��M J C W(W(W Y C Y
INCONT V WXW(W J W(WXW Y N V ~ : $ ?PV WXW(W take $ ?LKHM : $ MD��M J C W(W(W Y C Y
PARTS O K�M : $ MD��M J MP{qKHWXW(W(WXM�~ : $ ?PWXW(W C M take $ M take $ ?�K�M : $ MD��M J CPQ 5

In thenext stepwewill combinetheRelSwith therestof thesentence.Syntax
will ensurethat theRelShasthesameINDEX VAR valueasthenounpicture. As
statedin (28), this valuemustappearin bothconjuncts.

Accordingto (c) of theSEMANTICS PRINCIPLE the INCONT valueof thenoun
mustbe a subexpressionof thefirst conjunct. Thereforetheconjunctionmustbe
of thefollowing shape.

(29) �L�p�p� picture � 
���� � � �p�p� �}G �&i�j � 
 �L�p�p� take � 
����lj � � rs� � � �p�p� ���(�
Theentireconjunctionmustbea subexpressionof ����
¡�p�p� � in orderto bind all

occurrencesof � . This leadsto thefollowing logical form:

(30) �	�F
 �L�p�p� picture �	
���� � � �p�p� �¢G �&i�jp�X
 �L�p�p� take �	
����ljp��� rs� � � �p�p� ���(����	��
¡�p�p� � is of type j and,thus,of theappropriatetypefor theargumentposition
of look-at � . Thereforetheexpressionin (30) canoccurthere.Therelative clause
also contributesan abstractionover the world index ( �t�0�p�p�p� ). This abstraction
mustbeoutsidethescopeof the � -operator. Hereit is identicalwith �����8\ .

Since no more semanticmaterial will be introducedinto the sentence,the
EXCONT valueof thesentencemustcontainexactly theelementsof its PARTS list.
This resultsin thelogical form givenin (24), repeatedin (31).

(31) ������i�jk
 look-at � 
��0�ljm�	nH�o�	�F
 picture � 
���� � ��G i�j � 
 take � 
��0�lj � � rs� � � � � � �
In this subsectionwe showed that thestandardreadingof relative clausescanbe
accountedfor by reformulatingthe semanticsof the emptyrelativizer of Pollard
andSag(1994)in termsof theLRStreatmentof intersective modifiers.

4.2 The PRC Case

We will now demonstratethat the PRC readingof (25) can be derived without
addinganything new to thepresentanalysis.

The lexical entry of the verb belegen (prove) is analogousto that of the verb
betrachten in Figure5. Theonly differenceconcernsthesemantictypeof thelast
argumentslot. In thecaseof betrachtenwe assumedthat this argumentis of typej , for belegen it mustbeaproposition,i.e. of type £¤� .

For simplicity we will abbreviate thesemanticcontribution of theNPswhich
are not relevant to the presentdiscussionby uppercaseletters(Z, G, K). The
boundword Garauswill be treatedanalogouslyto bookin (23), i.e., it introduces
a semanticconstantgaraus � . We will not provide a treatmentof boundwordsin
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thispaper.8 Any accountof Garausmustensurethatthenouncannotbemodified.
Thereforethelogical form of theNP denGarausis �	�F
 garaus � 
�� � �

. In contrastto
theNP dasPhotothereis no option for insertingfurthersemanticmaterialinside
the scopeof the � -operator. We will statethe logical form of the lowestS node
in (32).

(32) Thelrs of die ZahlendenGarausbelegen:13 EXCONT me
INCONT prove $ ?LKHM : M�¥¦M(V W(W(W J WBWXW Y % ) C
PARTS O KHM : M	¥¦M J M	{pKHW(WXWXW(M	~ : ?DWBWXW C M prove $ M prove $ ?LKHM : M�¥¦M(V W(WXW J W(W(W Y C M

garaus $ M garaus $ ?LKHM J C M I>J ? garaus $ ?�K�M J CDCPQ 69
The logical form of theS-partof the relative clauseis constructedparallelto the
previouscase.This leadsto thefollowing LF value.

(33) Thelrs of die GlobalisierungdemKleinbetrieb� machte:4 EXCONT me
INCONT make $ ?�K�M : $ M�§�M	¨©MXV WXW(W J WXWXW Y C
PARTS O K�M : $ M�§�M	¨�M J MP{pK�WXWXWBWXM�~ : $ ?PW(WXW C M make $ M make $ ?�K�M : $ M�§�M	¨©MXV WXW(W J W(WXW Y CPQ 5

If we combinethis clausewith theemptyrelativizer in Figure6 andwith therela-
tivepronoun,we will arrive at thelogical form of anintersective modifier.

(34) Thelrs of therelative clause:4 EXCONT V WXW(W J W(WXW Y N V ~ : $ ?PV make $ ?�K�M : $ M�§�M	¨�M(V WXWXW J WXWBW Y C Y C Y
INCONT V WXW(W J W(WXW Y N V ~ : $ ?PV make $ ?�K�M : $ M�§�M	¨�M(V WXWXW J WXWBW Y C Y C Y
PARTS O K�M : $ M�§�M	¨�MXM J MP{qKHWXWBWXWXM�~ : $ ?PW(WXW C M make $ M make $ ?�K�M : $ M	§�M	¨�M(V WXWXW J WXWBW Y CPQ 5

We cannow combinetheRelSwith the restof thesentence.Again thesyntactic
analysiswill guaranteethat theRelShasthesameINDEX VAR valueasthenoun
Garaus. As wehaveseenthisvalueappearsin bothconjunctsof therelativeclause
semantics.Accordingto (c) of theSEMANTICS PRINCIPLE the INCONT valueof
the nounmustbe a subexpressionof the first conjunct. Thus,we know that the
conjunctionmustcontainthefollowing semanticmaterial.

(35) �L�p�p� garaus ��
���� � � �p�p� �}G �&i�jp��
 � make �X
��0�ljq���oª«�@¬­�¤�L�p�p�����p�p� ���(���(�
ThenounGarauscannotbemodified,thereforethecoordinationcannotbe in the
scopeof �	� , even thoughthis would be thestandardlogical form for a restrictive
relative clauseto a definiteNP. Sincethis standardlogical form is not available,
we mustaskwhetherthereis a way to combinethesemanticcontributions into a
well-formedexpressionat all. In (36) we presenta logical form which solvesthe
apparentproblem.

(36) ������i�jp�X
 
 make �X
����ljp���oª«�@¬­�o�	�F
 garaus �(
���� � � � �G
make � 
��0�lj � �oª«�@¬^�o����
 garaus � 
��0� � � � � � �

8But seeRiehemann(2001),RichterandSailer(2003)or SoehnandSailer(2003).
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This expressionsatisfiesall subexpressionconditions:(i) Thesemanticcontribu-
tion of the S-partof the relative clauseoccursin the secondconjunct. (ii) The
variable � occursin both conjuncts. (iii) The INCONT valueof the NP denGa-
raus(garaus � 
��0� � �

) occursin thefirst conjunct.The fact that thesamematerial
appearsin bothconjunctsis compatiblewith theserequirements.

We do not evenhave to assumethat theexpressiongaraus � 
��0� � �
wasadded

twice to the PARTS list. Instead,we can simply use the identical expression,
but assumethat therearetwo pathsthroughthe overall expressionwhich leadto
garaus � 
���� � �

. But this is an independentpropertyof our HPSGencodingof se-
manticexpressions,aswe have seenin Section3.1. We will outline the HPSG
encodingof theconjunctionin thefollowing AVM. This AVM shows that thetwo
conjunctshave identicalsubexpressions.

(37) HPSGencodingof theconjunctionin (36):4 coordination
C1 1 make $ ?LKHM : $ M	§�M	¨�M I>J ? garaus $ ?�K�M J CDCPC
C2 1 5

Let us turn backto theexpressionin (36). This expressionis of type £¤� andcan,
thus,beusedasthesemanticargumentof prove ��
��0�ljm�o®¯�¤�L�p�p�y���p�p� ��� . This leadsto
thefollowing logical form.

(38) ������i�jk
 prove ��
��0�ljm�o®¯�o�t�0��itjp�¡
 
 make ��
����ljp���oª«�@¬­�o�	�F
 garaus �(
���� � � � �G
make � 
��0�lj � �oª°�@¬^�o����
 garaus � 
��0� � � � � � � � �

This logical form is equivalent to the one we gave in (25). It is of course
morecomplicatedbecauseit consistsof an extra conjunction. But sincethe two
conjunctsareidentical,thereis no differencein their truthconditions.

In this subsectionwe demonstratedthat themechanismsof LRS canaccount
for thePRCreadingwithoutany stipulation.It shouldbenoticedthatwecouldnot
have derived a PRCreadingfor example(24), becausethe matrix verb doesnot
take apropositionalargument.

5 Reflectionsand Conclusion

Ouranalysisof PRCsreliedon thepossibilityto useidentitiesof semanticexpres-
sions.As illustratedin Section3.1 this possibility follows from thefact thatLRS
is fully integratedinto HPSG,for which identitiesareacentralanalyticaldevice.

Identitieshavealreadyplayedanimportantrole in theLRSanalysisof concord
phenomena.For examplessuchas(39) RichterandSailer(2004b)arguethatboth
thepreverbalmarkernieandthen-wordnikomucontributeanegationto theoverall
logical form. A languagespecificprinciplewill specifythatPolishdoesnot allow
for two negationsin oneclause— in contrasttoFrench,for example.Thisprinciple
enforcesthatthetwo itemscontribute thesamenegation.
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(39) Janek
Janek

nie
NM

pomaga
helped

nikomu
nobody

(Polish)

‘Janekdidn’t helpanybody.’

While identitiesleadto simplerlogical formsin concordconstellations,in thecur-
rentanalysisof PRCs,identity is usedto “multiply” bits of logical form. This is
possiblebecausetheconjunctionintroducedby therelativizer needstwo conjuncts
of the samesemantictype, so we canusethe sameconjuncttwice. Notice that
the two conjunctsmustbe fully identical,i.e., this mechanismdoesnot cover the
potentialof theso-calledequality-up-to-constraints in Pinkal (1996)or Egget al.
(2001).It is anempiricalquestionwhetherwecanfind morephenomenafor which
ananalysisin termsof “multiplying” maybeattractive.

Theaccountpresentedseemsto predictageneralambiguityof relativeclauses.
Notehowever that theavailability of a PRCreadingis correctlyrestrictedto cer-
tain matrix predicates.For examplewe couldnot have deriveda PRCreadingfor
sentence(24). To explain theoftendubiousgrammaticalitystatusof PRCreadings
we mayassumethatspeakerstendto avoid redundantlogical forms, in particular
sincenormallyrelative clausescanbeinterpretedwithout sucha redundancy.

In principle thepresentedanalysiscanbeadaptedto othersystemsof combi-
natorialsemanticswhich usetechniquesof underspecification.We saw, however,
that it is importantto rely on a semanticrepresentationlanguagewhich allows to
distinguishindividualsandpropositionsto preventovergeneration.Furthermoreso
far identitiesof logicalexpressionshavenotbeenexploitedin othersystemsto our
knowledge.
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Abstract

Japanese is often taken to be strictly head-final in its syntax. In our work
on a broad-coverage, precision implemented HPSG for Japanese, we have
found that while this is generally true, there are nonetheless a few minor
exceptions to the broad trend. In this paper, we describe the grammar engi-
neering project, present the exceptions we have found, and conclude that this
kind of phenomenon motivates on the one hand the HPSG type hierarchical
approach which allows for the statement of both broad generalizations and
exceptions to those generalizations and on the other hand the usefulness of
grammar engineering as a means of testing linguistic hypotheses.

1 Introduction

Japanese is generally taken to be strictly head-final in its syntax (Gunji, 1987).
Broad claims like this can be tested by implementing grammars for large fragments
of the language and testing them against naturally occurring text. In our work on a
broad-coverage, precision implemented HPSG for Japanese, we have found a few
minor exceptions to the broad trend towards head-final order in Japanese. The re-
mainder of this section describes the grammar engineering project and the kinds
of linguistic data so far considered. Section 2 discusses how to identify heads and
presents the general trend towards right-headedness in Japanese syntax. Sections 3
and 4 describe and motivate the two kinds of exceptions we have found: head-
initial modification and head-initial complementation. In Section 5 we conclude
that this kind of phenomenon motivates on the one hand the HPSG type hierarchi-
cal approach which allows for the statement of both broad generalizations and ex-
ceptions to those generalizations and on the other hand the usefulness of grammar
engineering as a means of testing linguistic hypotheses. The analyses are presented
in greater detail in the appendix.

Our Japanese HPSG grammar originates from work done in several research
projects concerning different domains. The grammar is couched in the theoret-
ical framework of Head-Driven Phrase Structure Grammar (HPSG) (Pollard and
Sag, 1994), with semantic representations in Minimal Recursion Semantics (MRS)
(Copestake et al., 2003). We use the ChaSen tokenizer and POS tagger (Matsumoto
et al., 2000). In the context of a broader multilingual grammar engineering effort,
JACY has been made compatible with the Grammar Matrix (Bender et al., 2002),
including incorporating Matrix types. One of the benefits of Matrix-compatibility
is that the MRS representations produced by the grammar are consistent with those
produce by Matrix-derived grammars for other languages. This improves interop-
erability with back-end systems.

†We would like to thank Atsuko Shimada for assistance with data questions and the JACY
grammar in general; Francis Bond for his work on JACY; YY Technologies, DFKI, and Project
DeepThought for opportunities to develop the grammar; and three anonymous reviewers for the
HPSG conference for valuable suggestions and comments. All remaining errors are our own.
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JACY was first implemented for the use in Machine Translation of spoken di-
alogs (Verbmobil; Siegel, 2000). The next application area was interpreting email
for automated response (Oepen et al., 2002). Project DeepThought1 embedded
the Japanese grammar in a multilingual grammar development framework for hy-
brid natural language processing (Uszkoreit et al., 2004). All of these develop-
ment contexts share the following characteristics: (i) The grammar was deployed
in practical applications and developed to handle large and realistic corpora. (ii)
The domain focus is spoken or near-spoken language. Such development contexts
require the treatment of core as well as peripheral phenomena of the language. In
extending coverage to more peripheral phenomena, we have found some which are
best treated as head-initial, including both head-complement constructions (num-
ber names and certain uses of numeral classifiers) and head-modifier constructions
(head-initial modification of nouns, postpositional phrases, verbs and temporal ex-
pressions).

The grammar implementation is based on a system of types. There are 900
lexical types that define the syntactic, semantic and pragmatic properties of the
Japanese words, and 188 types that define the properties of phrases and lexical
rules. The grammar includes 50 lexical rules for inflectional and derivational mor-
phology and 47 phrase structure rules. The lexicon contains about 30000 stem
entries and 31 default lexical types for items that can be POS tagged by ChaSen,
but are not included in the HPSG lexicon. JACY is open-source and downloadable
from http://www.dfki.de/ siegel/grammar-download/JACYgrammar.html.

2 The position of syntactic heads in Japanese

Zwicky (1993) identifies several characteristics which have been taken to differen-
tiate heads and dependents, and points out that they do not correlate all that well.2

Head Dependent
Semantics characterizing contributory
Syntax required accessory

word rank phrase rank
category determinant non-determinant
external representative externally transparent

Morphology morpho-syntactic locus morpho-syntactically irrelevant

Table 1: Characteristics of heads and dependents, from Zwicky 1993

HPSG theory only recognizes some of these characteristics in the identifica-

1http://www.project-deepthought.net
2In modifier constructions, the semantic functor is not the head, but the modifier, cf. Zwicky

1993.
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tion of syntactic heads,3 namely required v. accessory, category determinant v.
non-determinant, and external representative v. externally transparent. The central
intuition is that the syntactic head of a construction is that subconstituent which
determines the syntactic distribution of the whole.

This notion of head is, of course, fundamental to HPSG and is encoded in the
head-feature (Pollard and Sag, 1994) and subcategorization (Borsley, 1993) princi-
ples. Given an HPSG grammar, the head of any constituent parsed by the grammar
is well-defined. The HEAD values encode precisely the kind of part of speech in-
formation which determines the syntactic distribution of an element (such as case,
preposition form, and modification possibilities) and the head feature principle
propagates this information to the mother of the phrase. Likewise, the subcate-
gorization principle distinguishes heads from arguments, in general making the
valence requirements of a phrase some function of the valence requirements of
its head.4 Determining which element is the head for the purposes of writing the
grammar, on the other hand, can be trickier. Deciding on the head constituent in a
phrase requires observing which constituent contributes the head information and
the subcategorization information.

By this definition, it is true that most heads in Japanese follow both arguments
and adjuncts: Verbs appear at the end of clauses, as can be seen in example (1).5

(1) Tanaka ga hon wo yonda.
Tanaka NOM book ACC read.past
‘Tanaka read a book.’

Adjectives, genitives, and relative clauses precede nouns:

(2) Tanaka no yasashii tomodachi ga kita.
Tanaka GEN nice friend NOM come.past
‘Tanaka’s nice friend came.’

The language has postpositions, including both contentful elements such as kara
‘from’ (3), and the case marking postpositions ga, wo, ni (4), which both follow
nouns.

(3) Toukyou kara kita
Tokyo from come.past
‘(someone) came from Tokyo.’

3Note that the syntactic head need not be the semantic head.
4In some cases these ‘functions’ get fairly elaborate and also refer to the valence requirements of

the non-head daughter, as in argument transfer and composition in constructions like that combining
verbal nouns and light verbs in Japanese.

5Abbreviations used in this paper are as follows: ACC accusative, AUX auxiliary, COP copula,
GEN genitive, INSTR instrumental, LOC locative, NEG negative, NOM nominative, NUMCL numeral
classifier, TOP topic, Q interrogative particle.
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(4) Nanji kara ga yoroshii desu ka?
What time from NOM good COP Q
‘From what time would be good?’

That contentful postpositions should head their phrases is relatively uncontrover-
sial. Applying the same treatment to the case markers might be more surprising,
especially as they are sometimes considered to be nominal inflection (e.g., Sag
et al., 2003). However, Siegel (1999) makes the case for treating them as heads.
We illustrate the argument here with the examples in (3)–(5), which show that ga
is crucial in determining the combinatoric potential of its phrase.

(5) a. Nanji kara atsumarimasu ka?
What time from gather Q
‘From what time are people gathering?’

b.*Nanji kara ga atsumarimasu ka?
What time from NOM gather Q

In (4), there is a single constituent (Nanji kara ga) containing both a contentful
postposition (kara ‘from’) and a case-marking postposition ga. Constituents end-
ing in kara are verbal adjuncts ((3) and (5a)). When ga attaches, the result is
eligible to appear in an argument (here, subject) position (4), and no longer can ap-
pear as a verbal adjunct (5b). If ga were merely a marker that otherwise preserved
the category information of the constituent it attaches to, this behavior would be
hard to explain. Note that on this analysis, the Japanese case particles look fairly
similar to English ‘case-marking prepositions’, such as to in Kim gave the book to
Sandy.For our purposes here, the main point is that PPs, with both contentful and
case marking postpositions, are also head-final.6

We now turn to the exceptions we have found to the general head-final trend,
which can be classified into two groups: head-initial modification and head-initial
complementation.

3 Head-initial modification

3.1 Data

Using the definition above of the syntactic head in a construction, we can find some
elements that behave as non-heads, although they occur final in a construction. In
this class, we find the modifiers dake, nomi, bakari (in two distinct uses), goro,
kurai, hodo, and certain instances of numeral classifiers.

6In general, distinguishing morphology and syntax is not very clear-cut in this agglutinating lan-
guage (Shibatani and Kageyama, 1988; Kageyama, 2001). For better or for worse, the orthography
does not provide any clues, lacking inter-word spaces. For practical (engineering) purposes, we tend
towards regarding syntax over morphology, as ChaSen provides near-morpheme-level segmentation.
Along the way, we will point out evidence that the cases presented here involve syntactically separate
words (clitics or otherwise).
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3.1.1 Dake

The modifier dake ‘only’ modifies at least NPs, predicative PPs, and adverbs.
The noun-modification use is illustrated in (6):

(6) a. Nomura-san dake ga kita.
Ms. Nomura only NOM come.past
‘Only Ms. Nomura came’

b. Nomura-san ga kita.
Ms. Nomura NOM come.past
‘Ms. Nomura came’

c.*Dake (ga) kita.
only NOM come.past

The head of the construction Nomura-san dake ga is the case particle ga (see
above). The head of Nomura-san dake must be Nomura-san, because ga selects
for a noun. Leaving dake out in this construction leads to a grammatical sentence
Nomura-san ga kita., while leaving Nomura-san out gives an ungrammatical sen-
tence. Dake is optional in all registers, the noun is obligatory in all, and the case
particle is obligatory in some. Therefore we conclude that dake in this construction
is a modifier to Nomura-san, even though it follows the head.

PP

NP

NP

Nomura-san

A

dake

P

ga

Figure 1: Structure of PP with dake

The predicative PPs modifier use of dake is illustrated in (7):

(7) Riyousha wa toukyou kara (dake) de-wa-nai.
Users TOP Tokyo from (only) COP-NEG

‘The users were not only from Tokyo.’

The fact that dake is optional in this example lends support to the conclusion that
toukyou kara dake is a head-initial construction. Further support comes from the
fact that the order of the particles is flexible, as illustrated in (8) (from Makino and
Tsutsui, 1986, 95).
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(8) a. Kono kuruma wa arukouru de dake ugokemasu.
This car TOP alcohol INST only move
‘This car runs only on alcohol.’

b. Kono kuruma wa arukouru dake de ugokemasu.
This car TOP alcohol only INST move
‘This car runs on alcohol alone’

As indicated in the glosses, dake can modify (semantically as well as syntactically)
either the NP or the PP. It can appear in either position without affecting combina-
toric potential. Thus, arukouru de dake and arukouru dake are head-initial

Finally, adverbs can also be modified (head-initially) by dake, as illustrated in
(9) (from Makino and Tsutsui, 1986, 94).

(9) Watashi wa nihon e ichido (dake) itta.
I TOP Japan to once (only) went
‘I went to Japan (only) once.’

To summarize the observations for dake, we can say that it combines with (at
least) NP, PP, and ADV to form a category of the same type. The relative non-
specificity of the host suggests a syntactic rather than a morphological combina-
tion. The distributional facts support treating dake as a non-head, even though it is
final in its constituent.7

A second element, nomi ‘only’, is very similar to dake, except that it cannot
follow adjectives and quantifiers. It is used in formal speech and written Japanese,
but seldom in the registers found in our corpora.

3.1.2 Bakari ‘only’

Our second example is bakari ‘only’. It can modify PPs and VPs (or possibly Vs).
Consider first the example in (10a), from the newspaper Mainichi Shinbun.8 Here,
bakari is a PP modifier:

(10) a. @Shoutotsu ni bakari kanshin ga atsumatta.
collision to only concern nom collected

‘It is only on the collision that concern is concentrated.’

b. Shoutotsu ni kanshin ga atsumatta.
collision to concern NOM collected
‘It is on the collision that concern is concentrated.’

c.*Shoutotsu bakari kanshin ga atsumatta.
collision only concern NOM collected

7Makino and Tsutsui (1986) also note a use of dake where it attaches to verbs and adjectives to
make nominal constituents. In this case, dake appears to be a nominalizing head and the examples
are not relevant to the point at hand.

8Following Bender and Kathol (In press), we mark attested examples with @.
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In this example, the particle NI ‘to’ determines the combinatoric potential of the
whole phrase, leaving bakari the role of a modifier.

There are also examples of head-initial verb modification, including the fol-
lowing attested in Mainichi Shinbun in 2002:

(11) @Gakkou no sensei wo okorasete bakari ita
school GEN teacher ACC upset only AUX

‘The only thing he was doing was upsetting the school’s teacher.’

This is one exception to the general rule that nothing should intervene between
a verb in the -te form and an auxiliary. The exception can be handled if bakari
modifies okorasete. We therefore introduce one instance of bakari that can be a
post-head modifier of verbs with -te inflection.9

3.1.3 Bakari and other forms meaning ‘about’

There is another post-head modifier bakari meaning ‘about’, which modifies tem-
poral expressions. We illustrate it here with another Mainichi Shinbun example:

(12) @Toukyou kara kuruma de nijikan bakari no kinkou no onsen ni
Tokyo from car INST 2 hours about GEN suburb GEN hotspring to

asa shichiji goro shuppatsu-suru.
morning 7 o’clock around depart
‘We depart at about 7 a.m. for a hotspring in the suburbs which is about two
hours from Tokyo by car.’

The relevant construction here is nijikan bakari no. The head of the construc-
tion is no, because it carries the information that the construction can modify an
NP. No, in turn, selects for the temporal noun nijikan and nanjikan is modified by
bakari. The sentence would be perfectly grammatical without bakari.

Similarly, for goro, kurai and hodo (about), one finds several examples for
head-initial modification of temporal expressions, such as (13):

(13) Kyou nanji goro made nete imashita ka?
today what time about until sleep AUX.past Q
‘Until about what time did you sleep today?’

Leaving out goro in (14a) simply removes the ‘approximate’ meaning from
the sentence, while leaving out nanji (14b) changes the meaning drastically: Goro
becomes a modifier of kyou. Leaving out made (14c) gives the sentence another
meaning, ‘At about what time did you fall asleep today?’. Leaving out both goro
and made gives ‘At what time did you fall asleep today?’.

9An anonymous reviewer points out that the class of elements which can appear in this posi-
tion also includes wa, mo, dake, koso, sae, and made. Many, if not all of the elements, should be
susceptible to a similar analysis.
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(14) a. Kyou nanji made nete imashita ka?
today what time until sleep AUX.past Q
‘Until what time did you sleep today?’

b. Kyou goro made nete imashita ka?
today about until sleep AUX.past Q
‘Were you sleeping until about today?’

c. Kyou nanji goro nete imashita ka?
today what time about sleep AUX.past Q
‘At about what time did you fall asleep today?’

d. Kyou nanji nete imashita ka?
today what time sleep AUX.past Q
‘At what time did you fall asleep today?’

Once again, we see a modifier (goro) which can attach to multiple different con-
stituents. Unlike made, goro does not affect the way the constituent it is attached
to interacts with the rest of the sentence. Therefore, we propose the structure in
Figure 2 for nanji goro made.

PP

NP

NP

nanji

A

goro

P

made

Figure 2: Structure of nanji goro made ‘until about what time’

3.1.4 Numeral classifiers

Finally, on our analysis, numeral classifier phrases appearing between a noun and
its case particle or immediately after a case particle are post-head modifiers. Some
examples are given in (15). See Bender and Siegel, 2004 for further details.

(15) a. Neko ni hiki wo kau.
cat 2 NUMCL ACC raise
‘(I) am raising two cats.’

b. Neko wo ni hiki ie de kau.
cat ACC 2 NUMCL house LOC raise
‘(I) am raising two cats in my house.’
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3.1.5 Summary

In this section, we have seen post-head modification of nominal, postpositional,
adverbial and verbal constituents. Many of the modifiers can modify multiple dif-
ferent parts of speech. Others (numeral classifier phrases) are internally complex
(potentially containing arbitrarily large number names) and further more can ap-
pear before or after the phrases they modify, or ‘floated’ away from them (Bender
and Siegel, 2004). These properties suggest that we are dealing with a syntactic
rather than morphological phenomenon.

3.2 Analysis

Our analysis for head-initial modification consists of:

1. A lexical type hierarchy containing types that allow for head-initial construc-
tions.

2. Grammar rules for head-initial modification and head-initial complementa-
tion.

3. A head feature POSTHEAD that is referenced by head-adjunct rules.

Figure 3 shows part of the type hierarchy of lexical signs, containing lexical
items that modify nouns, postpositions and verbs, and which are divided into left-
modifying and right-modifying items.

lexical-sign-word

noun-mod-lex adv-lex pp-mod-lex

noun-mod noun-mod scopal-adv scopal-adv pp-mod pp-mod
lex-left lex-right regular-lex right2left-lex lex-left lex-right

Figure 3: Partial hierarchy of lexical types for modifiers

The inventory of grammar rules contains rules for both head-initial and head-
final complementation, which differ in the order of the daughters. The rules ref-
erence the HEAD.POSTHEAD value of the modifier daughter in order to constrain
the distribution of lexical items across the constructions. POSTHEAD can be left or
right, or can be left unspecified for those items that can modify in both directions.
10 The details of the analysis are presented in the appendix.

10We also use POSTHEAD for the selection of relative clause constructions, coordinated structures
and the head selection of nominal compounds (see Radford, 1993 for criteria on head selection in
nominal compounds).
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4 Head-initial complementation

4.1 Data

We have found two clear cases of head-initial complementation, the first in number
names and the second in numeral classifiers. In both cases, one optional argument
follows the head.

We argue that number names like ni hyaku juu ‘210’ are head-medial on the
basis of examples like (16) and (17). (16b) and (16c) each share one element in
common with (16a). The examples in (17) show that the external distribution of
these phrases differ.

(16) a. ni hyaku juu
two hundred ten

b. go hyaku san
five hundred three

c. ni sen san
two thousand three

(17) a. roku sen ni hyaku juu
six thousand two hundred ten

b. roku sen go hyaku san
six thousand five hundred three

c.*roku sen ni sen san
six thousand two thousand three

d.*roku sen go sen juu
six thousand five thousand ten

Expressions with hyaku ((16a) and (16b)) have the same combinatoric poten-
tial. Expressions without hyaku differ. The other elements of (16) ni ‘two’ and juu
‘ten’ are not relevant. Thus, we take hyaku to be the head of (16). If we forget for
the moment that Japanese is supposed to be head-final, this isn’t very surprising:
English number names work the same way (see Smith, 1999). So do number names
in another SVO language: Chinese, the source from which Japanese borrowed this
system.

One might argue that this is actually a morphological process, in which case the
head-medial structure is less surprising. However, Martin (1987) finds that while
some local combinations within number names (e.g., the names for 11 through 19,
20, 30, 200, 300, etc.) form single phonological words, longer combinations made
up of these pieces (such as sanbyaku juuichi ‘311’) show phrasal phonology.
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Num
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Figure 4: Center recursion in number name expressions

Moreover, number names shows the sort of center recursion that distinguishes
context-free languages from regular languages (see Figure 4). This kind of recur-
sion is (to our knowledge) unattested elsewhere in morphology.

The analysis presented here was developed within the context of an application
that takes text-based input. As such, it was most convenient to apply the phrasal
analysis uniformly. A similar analysis could be developed that provides lexical
entries for every combination that forms a phonological word. It would still in-
volve head-initial structures: In a phrase like sanbyaku juiuichi, the phonological
words are sanbyaku (‘three hundred’) and juuichi (‘eleven’). Following the same
argumentation as above, sanbyaku (and within it, hyaku, meaning ‘hundred’) de-
termines the distribution of the phrase within larger number names.

(18) a. issen [sanbyaku juuichi]
one thousand three hundred eleven

b.*gohyaku [sanbyaku juuichi]
five hundred three hundred eleven]

c. gohyaku [juuichi]
five hundred eleven]

The second type of head-initial complementation involves numeral classifiers.
All numeral classifiers combine with a number name to their left, but certain men-
sural numeral classifiers such as nen ‘year’ can also take the word han ‘half’ to
their right (19). Syntactically, the numeral classifier determines the combinatorics
of the phrase (being able to modify nouns, not being able to show up as the spec-
ifier of a larger number name). The presence or absence of han has no effect on
the distribution. The numeral classifier is also in a better position to integrate the
semantics of han than vice versa (Bender and Siegel, 2004).
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(19) a. ni nen han
two years half

b. ni nen
two years

4.2 Analysis

Our analysis of both of these instances of head-initial complementation consists
of:

1. Two head-complement rules, differing in the order of the daughters, and
sensitive to the HEAD type of the head

2. A high-level distinction in the sub-types of head into init-head and final-head

The two head-complement rules are sensitive to the head type of their head
daughter. Most head types are subtypes of final-head, giving the general pattern,
while numeral classifiers and number names are given subtypes of init-head. The
details of this analysis are presented in the appendix.

5 Conclusion

We believe that the rather peripheral exceptions noted here do not detract from
the broad generalization that Japanese has a very strong tendency to be head-final.
Rather, they illustrate once again the fact that languages seamlessly combine gen-
eral tendencies with particular exceptions (cf. Fillmore et al., 1988). In order to
build consistent grammars that scale up to ever larger fragments of the languages
we wish to model (such as is required for practical applications), we require a
framework that allows the statement of generalizations at varying degrees of gran-
ularity. Furthermore, we believe that the construction of broad-coverage precision
grammars such as JACY in the context of applications which require robustness in
the face of real-world language use provides a useful discovery procedure for many
of the smaller generalizations and exceptional cases (cf. Baldwin et al., 2004)).

Appendix: Rules and types

In this appendix, we present the details of the rules and types used to implement
these analyses in the JACY grammar. Complete details can be found by download-
ing JACY.11 The basic idea is simple: Separate head-complement and head-adjunct
rules for each order12 which are keyed to particular features on one of the daugh-
ters: the adjunct in head-adjunct constructions and the head in head-complement

11From http://www.dfki.de/ siegel/grammar-download/JACYgrammar.html.
12The formalism we work with does not separate ID and LP rules.
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constructions. We believe that there are many possible ways of representing the
basic claims in this paper. This particular analysis has been integrated into the
broad-coverage grammar and tested against corpus data. Thus, we know that it is
consistent with a significant fragment of the language.

Head-Initial Modification

As described above, there are three components to this analysis: a lexical type
hierarchy (see Figure 3) which allows for head-initial modification, head-initial (as
well as head-final) versions of the relevant modifier rules, and a feature POSTHEAD

which the rules reference to constrain the distribution of the modifiers.
Thus, head-initial modifier rules (scopal or intersective) bear these constraints,

where the feature ARGS encodes the daughters of the rule and the order in which
they appear:

(20)



HEAD-DTR 1

NON-HEAD-DTR 2

[
... CAT.HEAD.POSTHEAD right

]

ARGS 〈 1 , 2 〉




Modifiers of type pp-mod-lex-right, etc., are constrained to be [POSTHEAD right],
and are compatible with head-initial modifier rules. In contrast, pp-mod-lex-left,
etc., are [POSTHEAD left] are thus incompatible with head-initial modifier rules.
In principle, modifiers could be underspecified for POSTHEAD, thus appearing on
either side. Our lexicon does not currently contain any such modifiers.13

Head-Initial Complementation

The analysis of head-initial complementation again involves two rules, and a means
of restricting heads to one or the other. In this case, we do not posit an addi-
tional feature, but instead take advantage of the type hierarchy and posit a split
between initial heads and final heads. Most head types inherit from final head, in-
cluding noun-or-case-p head (subsuming nouns and the case particles), verb head,
and p head, for the contentful post-positions. The two subtypes of init head are
int head (for number names) and num-cl head (for numeral classifiers). The latter
point is a bit subtle: The only numeral classifiers that take complements at all are
those that can appear with han (as a complement).14

13It might appear that numeral classifiers would constitute a case of modifiers attaching either to
the left or the right of their heads. However, in pre-head uses of numeral classifiers there is always
an intervening no (genitive) particle. We treat this particle as a head which selects for a numeral
classifier phrase and mediates the modification of the noun by the numeral classifier. For details, see
Bender and Siegel, 2004.

14We have actually found it convenient to posit one more kind of numeral classifier which takes a
complement: namely currency symbols such as ‘$’, which appear to the left of a numerical expression
but otherwise function syntactically and semantically like currency words such as doru and en, which
appear to the right of a number name. Most numeral classifiers select their dependent number name
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As the classification into final head and init head is only referenced by the
head-complement rules, it is simplest to make them all init head.

The following constraints on the two head-complement rules capture the nec-
essary contrast:

(21) a. head-complement-head-final-rule:


HEAD-DTR 1

[
SYNSEM.LOCAL.CAT.HEAD final head

]

NON-HEAD-DTR 2

ARGS 〈 2 , 1 〉




b. head-complement-head-initial-rule:


HEAD-DTR 1

[
SYNSEM.LOCAL.CAT.HEAD init head

]

NON-HEAD-DTR 2

ARGS 〈 1 , 2 〉




The ordering constraints relating HEAD-DTR, NON-HEAD-DTR, and ARGS are in-
herited from a supertype that is also applicable to the head-modifier cases.

In our current implementation, there are no head types which are indeterminate
between init head and final head. All head types inherit from exactly one of these.
It would of course be possible to cross-classify the ordering dimension with the
part of speech dimension, should this be necessary, if some elements of a certain
head type preceded their complements and others followed or if all elements of
some head type could appear in either order with respect to their complements.
Our investigations so far suggest that this is not the case for Japanese. It might be
relevant for another language with relatively free order in general, but with some
heads showing a more fixed order.
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Abstract

In this contribution we propose a new module for handling idioms and
distributional idiosyncrasies. Based on the concept by Richter/Sailer (1999)
the new featureCOLL (context of lexical licensing) plays the central role in
our approach. We provide a way to handle decomposable and nondecompos-
able idioms and idioms containing bound words. Our module guarantees the
co-occurrence of all idiom parts and of bound word and licensing context,
respectively.

A prerequisite for our analysis is a means to select for particular elements
in the lexicon. We introduce another feature,LISTEME, which gives each
lexical item its unique identifier and makes it possible to select for a particular
lexical word or phrase.

Finally, we compare our proposal with alternative approaches and give
some ideas regarding further applications beyond idiomaticity.

1 Motivation

Idioms are omnipresent in everyday language, enriching ourcommunication with
metaphoric imagery and fulfilling various communicative goals.

Nonetheless, they have been widely neglected by linguists developing grammar
fragments. And even where an account for idioms has been given, most approaches
have their shortcomings (cf. Riehemann, 2001, ch. 4).

In this contribution we want to focus on decomposable and non-decomposable
idioms1 and idioms containing bound words. We concentrate on technical aspects
of the analysis and refrain from presenting detailed linguistic corpus data due to
space limitations. By “idiom” we mean idiomatic expressions that do not form
complete sentences as would be the case for e. g.His bark is worse than his bite.

(1) make waves(“cause trouble”)

(2) spill the beans(“divulge a secret”)

The expressions in (1) and (2) are instances of decomposableidioms, i. e. their
meaning can be derived from the idiom parts. Note that idiom parts are not neces-
sarily to be understood literally. In (1), e. g., we can attribute the meaning “cause”
to makeand “trouble” towaves. The idiomatic meaning of the whole idiom con-
sists of the idiomatic meanings of its parts.

Where this is not the case, an idiom is non-decomposable: themeaning of the
whole phrase has nothing to do with the meaning of the words the idiom consists
of. Consider (3) and (4):

†The research to the paper was funded by theDeutsche Forschungsgemeinschaft. I am grateful to
Stefan Müller, Christine Römer, Manfred Sailer, Adrian Simpson, the reviewers and the audience of
HPSG’04 for comments and Michelle Wibraham for help with English.

1Cf. Gibbs et al. (1989) or Nunberg et al. (1994) for this distinction.
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(3) saw logs(“snore”)

(4) shoot the breeze(“chat”)

It is not clear how to assign the meaning “snore” to the wordssawand logs, the
same holds for “chat”.

Finally, we want to draw the attention to idioms comprising bound words or
“cranberry words” (Aronoff, 1976). These are expressions which are highly col-
locationally restricted. Dobrovol’skij (1988) compiled quite a lot of examples for
German, Dutch and English.

(5) to learn/do sth. by rote(automatically, by heart)

(6) to cock a snook(to thumb the nose)

The underlined words are restricted to the given contexts. Sometimes there is
some variation, as into lie/go/lay doggo (Brit. slang; “to hide oneself”), but a
free distribution is not possible. Such idioms can be eitherdecomposable or non-
decomposable.

2 Lexemes and Listemes

Before we present our analysis, we point out a way that enables us to select a
specific word. This forms a prerequisite of our approach.

Idioms often consist of particular words which cannot be substituted by seman-
tically equivalent terms. It seems in general that each wordhas a unique “identity”
with an idiosyncratic behavior. The possibility to select aparticular word would,
thus, be a useful feature. Up to now, there has been a discussion about the necessity
of having such kind of selection. One could argue that any data in question are to
be handled as Constructions or collocations. But why imposesuch a “heavy thing”
on an expression liketo furrow one’s brow? Would it not be plausible that the verb
furrow simply selects a word of the formbrow? For perfect tense in German a
main verb has to be combined with the right auxiliary (haben/sein; in HPSG with
the attributeAUXF, cf. Heinz and Matiasek, 1994, p. 222). Here one does nothing
other than to select a particular lexeme.

A mechanism for selection of lexical elements has to meet three requirements:

1. The information has to be locally available (belowSYNSEM).

2. The information has to be available along the syntactic projection line.

3. The information must be identical for a pronoun and its antecendent.

Krenn and Erbach (1994) made an important contribution to idiom analysis
within the HPSG framework. They suggested selecting particular lexemes via their
featureLEXEME belowCONTENT INDEX. This idea of having lexeme information
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in the CONTENT is questionable. A lexeme combines phonetic, morphological,
syntactic and semantic properties all together, not only semantic information. Be-
sides, their approach had several technical shortcomings (cf. Soehn and Sailer,
2003): the locality principle for selection (Pollard and Sag, 1994, p. 23) was not
implemented and there was not means for theLEXEME value to percolate. We
therefore propose that theLEXEME approach has to be discarded.

A different concept that helps to distinguish between individual words is that
of a listeme2. As the concept holds the characteristic of listedness in a lexicon,
we use it in our grammar to identify a particular word or phrase. Thus, we insert
LISTEME into the feature geometry belowCATEGORY, emphasizing the morpho-
syntactic character of information. More precisely, we putit below HEAD. This has
two consequences: firstly, it is available for selection, asa HEAD value is below
SYNSEM. Secondly, theLISTEME value of a projection is the same as the one
of the head, as allHEAD features “percolate” according to the HEAD-FEATURE-
PRINCIPLE. For ourfurrow-example that means that a modified direct objecthis
heavy browstill has the sameLISTEME value asbrow alone.

A third question to address is the handling of pronominalization. It is necessary
that pronouns have the sameLISTEME value as their antecedent.3 In Krenn and Er-
bach’s approach this was the major motivation of putting theLEXEME feature in
the INDEX . To emulate this quality, we propose a constraint ensuring that each
pronoun which is co-indexed with an antecedent takes over its LISTEME value.
In the lexical entries of pronouns that value would be left underspecified in that
way, that it consists of a disjunction of an identifying value (she, her, etc.) and a
wildcard. In case of co-indexation the wildcard is identical to the LISTEME value
of the antecedent and – by virtue of the constraint – becomes the actual and con-
creteLISTEME value of the pronoun. An informal description of such a pronoun
constraint is illustrated in (7).

(7) PRONOUN-L ISTEME-CONSTRAINT:
If a pronoun is co-indexed with an antecedent, it takes over the LISTEME

value of that antecedent. Otherwise theLISTEME value of this pronoun is
that of the other disjunct.

The value ofLISTEME is an atomic sort asbrow, heavy, furrow, take, sheetc. In
order to identify listemes for the same words having different meanings, we use
numeric indices just as in a dictionary.

In summary, discarding theLEXEME approach, we propose a more adequate
solution for the problem of selecting particular words, at least with respect to ter-
minology, technical feasibility and the feature geometry.We introduce a feature
LISTEME which is appropriate for the sortheadtaking atomic sorts as its value.

2This term has been introduced by (Di Sciullo and Williams, 1988, p. 1) for a sign that is listed
in the lexicon.

3E. g. in the phrase “He furrowed it.” the pronoun has the sameLISTEME value as its antecedent,
satisfying the subcategorizational requirement of the verb.
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3 Licensing Contexts

Getting to the analysis, we have to define a second attribute in the feature geom-
etry. We declare objects of sortsign to bear a list-valued featureCOLL (Context
Of Lexical Licensing), first introduced by Richter and Sailer (1999). The COLL list
may contain objects of sortbarrier. Thesebarriers are particular nodes in the syn-
tactic configuration, like XPs, complete clauses or utterances (a complete clause
with an illocutionary force). The concept of barriers is borrowed from the tradition
of generative grammar, where these form boundaries for government and binding
principles. We avail ourselves of this concept and use similar barriers to restrict the
range of influence of theCOLL feature.

barrier objects have an attributeLOCAL-LICENSER (LOC-LIC ) which has a
value of sortlocal. In the lexical entry of an idiomatic word one can thus specify
a barrier on its COLL list with a specificlocal configuration. Subsorts ofbarrier
are illustrated in figure 1:complete-clause, utterance, np, vp andpp. The subsorts
of barrier correspond to nodes in the syntactic tree with particular properties. The
relations depicted in figure 2 identify the nodes which relate to the subsorts of
barrier.4

complete-clause utterance

np vp pp

xp

[
barrier
LOC-LIC local

]

Figure 1: Sort hierarchy forbarrier

The LICENSING-PRINCIPLE (informally in 8) makes sure that if there is a
barrier specified on a word’sCOLL list, there is an actual barrier in the phrase our
word occurs in. This barrier must fulfill thelocal requirements and it has to be
minimal, i. e., there is no other potential barrier of the same kind between the word
and the actual barrier.

(8) LICENSING-PRINCIPLE (LIP):
For eachbarrier object on theCOLL list of a signx and for each phrasez:
theLOCAL value ofz is identical with theLOC-LIC value,
iff z dominatesx, z can be identified as the barrier specified andz dominates
no signy which in turn dominatesx and forms an equivalent barrier.

In this principle there are three conditions to be satisfied.The first one is simply
that there must be a domination relation between the phrasez and the idiomatic
elementx. The second condition, that a particular barrier can be identified, means

4Cf. (Richter, 1997, pp. 68f) for theSTATUS feature.
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∀ 1



is_utterance( 1 ) ↔

1 


unembedded-phrase

SS




STATUScomplete

LOC CAT

[
HEAD verb
SUBCAT elist

]



ILLOCUTION illocution







∀ 1


is_complete-clause( 1 ) ↔

1 


phrase

SS




STATUScomplete

LOC CAT

[
HEAD verb
SUBCAT elist

]









∀ 1


is_vp( 1 ) ↔

1 


phrase

SS




STATUS incomplete

LOC CAT

[
HEAD verb
SUBCAT nelist

]









∀ 1


is_np( 1 ) ↔

1 


embedded-phrase

SS




STATUS incomplete

LOC CAT

[
HEAD noun
SUBCAT elist

]









∀ 1


is_pp( 1 ) ↔

1 


embedded-phrase

SS




STATUS incomplete

LOC CAT

[
HEAD prep
SUBCAT elist

]









Figure 2: Relations forbarrier-subsorts
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that one of the relationsis_vp, is_complete-clause, etc. must hold. By
the third condition we exclude the case where there is another phrasey betweenz
andx being also a possible barrier. Thus,z is always the minimal one.

Hence, a word for which a barrier is defined cannot occur elsewhere; its distri-
bution is already specified in the lexical entry.

This concludes the description of technical requirements for our approach to
idioms. Note that we have defined quite a small number of new sorts, relations and
attributes to be included in the signature. All idiosyncratic information comes from
the lexicon, as we will see in the next section.

3.1 Decomposable Idioms

Let us show how a decomposable idiom can be analysed with our proposal. Take
for instance the idiom in (1)make waves5. We can assign the meanings “cause”
and “trouble” tomakeandwavesand assume that there are two lexical entries for
the idiomatic usage of these words.6

The idiomaticmakesubcategorizes for a plural noun with the word formwave
(the idiomatic version) creating a VP with the meaning “cause trouble”.

(9)


CAT




HEAD
[

LISTEME make3
]

SUBCAT

〈
NP,


LOC


CAT HEAD

[
noun
LISTEME wave2

]

CONT INDEX NUM plural





〉






wave2 for its part bears a non-emptyCOLL list which looks as follows:

(10)


COLL

〈



vp

LOC-LIC


CAT


HEAD

[
verb
LISTEME make3

]

SUBCAT
〈

NP
〉









〉



The distribution of the idiomatic nounwavesis restricted in that it must be the
complement of idiomaticmake. The LIP makes sure that the specifiedvp on the
COLL list is identical to the actual VP containingmakeandwaves. That would have
the following semantics:λx.[waves′′(y)](make′′(x, y))7. Defining the barrier as
a VP correctly implies that passivization of this idiom is not possible.8

5as in “Italian film makes waves” fromhttp://news.bbc.co.uk/1/hi/entertainment/film/3171907.stm
(All weblinks were found by Google on 01-27-2004)

6Other paraphrases of the idiom are “call attention” or “attract interest”. We leave open the exact
definition of the meaning and take “cause trouble” as example.

7In this contribution we do not go into details of semantics. Under CONTENT LF we give the
logical form of the expression, using a double apostrophe toindicate an idiomatic meaning. Our
approach is compatible with any semantic representation ase. g. MRS (cf. Copestake et al., 1998) or
LRS (Richter and Sailer, 2003).

8Riehemann (ibid.) found 5 examples out of 243 (2%) where the idiom parts do not occur within
the same VP. If one wants to account for those (including passivization and a relative clause) the
barrier is simply to be set accordingly.
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Our examplespill the beans9 can be analysed analogously. As we assume reg-
ular syntactic composition to be in force, we predict that different specifiers (some
beans) or modifications (assome very compromising beans) are grammatical.

A special case of the idiom not occurring in its canonical form is that of
pronominal reference. In fact, pronominalization is quitehard to handle in idiom
analysis. Cf. the following example:

(11) Eventually she spilled all the beans. But it took her a few days to spill them
all.10

Here the pronounthemrefers back to the idiomaticbeans. As described in section 2
a pronoun has the sameLISTEME value as its antecendent, sothemgets its correct
meaning. This being the case, the subcategorization requirements of idiomatic
spill in both clauses are satisfied. The antecendent ofthemin turn is licensed by its
own COLL value stating that the idiomaticbeanscan only occur together with the
verbspill in its idiomatic use. The barrier is acomplete-clausewhich allows e. g.
passive or relative constructions. Thus, our proposal can handle pronominalization
data, too.

3.2 Bound Words

Now we come to bound words: The idiom in (5)to learn sth. by rote11 contains a
word that never occurs in other contexts than as a complementof a PP with head
by. The idiom is decomposable:rotemeans something like “routine”. The relevant
parts of its lexical entry can thus be stated as follows:

(12)




word

PHON
〈

rote
〉

SS LOC




CAT


HEAD

[
noun
LISTEME rote

]

SUBCAT e-list




CONT LFλxλQ.∃x(rote′(x) ∧Q(x))




COLL

〈


pp

LOC-LIC

[
CAT HEAD LISTEME by
CONT LF ...∃x(rote′(x) ∧ by′(x, e))...

]


〉




By defining theCONTENT value of the barrierpp we prevent a modification of
rote, which would be ungrammatical. The PP can modify any verb, allowing the
occurrence of(know, learn, sing, do,...) sth. by rote.

To account for the example in (6), the lexical entry ofsnookrequires avp
barrier with an appropriateLISTEME value of the head, as seen for the idiommake
waves. We can restrict the distribution of these bound words in thesame way as
we handle idiomatic words contained in a decomposable idiom.

9as in “Tom Cruise has spilled the beans on Nicole Kidman’s relationship with US musician
Lenny Kravitz.” fromhttp://www.smh.com.au/articles/2003/11/29/1070081589377.html?from=storyrhs

10(Riehemann, 2001, p. 207)
11as in “Students forced to learn history by rote” from

http://www.shanland.org/Political/News_2002/students_forced_to_learn_history.htm
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3.3 Non-decomposable Idioms

For idioms that have a non-decomposable meaning we define phrasal lexical entries
(PLE), according to Sailer (2003) and following the idea of Gazdar et al. (1985).
PLEs are lexical entries for syntactically complex expressions. Thus, they have
properties of both words and phrases. As words, they are licensed by their lexical
entry. As phrases, lexical rules cannot apply to them and syntactic operations like
topicalization can be excluded by defining structural requirements in theirDTRSat-
tribute. According to standard HPSG assumptions we adopt Immediate Dominance
Schemas that license ordinary phrasal signs. In order to exclude the application of
ID-Schemas to a phrase licensed by a PLE we can redefine the ID-PRINCIPLE in
the following way:

(13)
[

phrase
COLL e-list

]
→




HEAD-COMPLEMENT-SCHEMA∨
HEAD-ADJUNCT-SCHEMA ∨
HEAD-MARKER-SCHEMA ∨
HEAD-FILLER-SCHEMA




Accordingly, we have to change all other principles of grammar that are con-
cerned with regular combination of signs in such a way that they only apply to
phrases bearing an emptyCOLL list. This can simply be done by adding a line in
the antecedent (remember that all principles are formulated as implications) stating
[COLL e-list].

In order to specify which lexical entries must have an emptyCOLL list, we
introduce subsorts oflisteme, namelycoll_listemeandno_coll_listeme, and make
the following constraint:

(14)
[

sign
SS LOC CAT HEAD LISTEME no_coll_listeme

]
→ [

COLL elist
]

Note that all lexical entries have different values ofLISTEME and, conversely,
the set of allLISTEME values covers the entirety of lexical entries.

We have now made a distinction between regular phrasal signswhich have an
emptyCOLL list and non-regular or idiomatic phrases having a non-empty COLL

list. Thus, in a PLE of an idiom like (3)saw logs12 we define itsCOLL list as
non-empty. Besides, this idiom cannot be passivized without losing its idiomatic
reading. Passivization is already excluded by the nature ofthe PLE itself: an object
in accusative case is required and thus,logscan never occur as the subject.

12as in “Two young boys stand by their mother’s bed while she saws logs in her sleep.” from
http://www.collegestories.com/filmfrat/igby_goes_down.html
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(15)




phrase
PHON 3 ⊕ 4

SS LOC




CAT


HEAD

[
verb
LISTEME saw-logs

]

SUBCAT
〈

2
〉




CONT LFλx(snore′(x))




DTRS




head-comp-struc

H-DTR




word

PHON 3
〈

saw
〉

SS LOC


CAT


HEAD

[
verb
LISTEME saw

]

SUBCAT
〈

2 NP, 5
〉









N-DTR




PHON 4
〈

logs
〉

SS 5 LOC




CAT


HEAD

[
CASE acc
LISTEME log

]

SUBCAT〈〉




CONT INDEX NUM plural










COLL ne-list




In defining a non-emptyCOLL value, we provide a unified way to treat decompos-
able and non-decomposable idioms, marking their quality ofbeing idiomatic. Parts
of decomposable idioms bear a non-emptyCOLL list, which restricts their occur-
rence to certain contexts. Nondecomposable idioms also have a non-emptyCOLL

list, exempting them from regular syntactic and semantic principles.
In addition, the occurrence of nondecomposable idioms can be restricted to

certain contexts via the same feature. This is important foridiomatic intensifiers,
among others, likeas a sandboyin to be happy as a sandboyor as a kitein to be
highas a kite.

4 Alternative Analyses

4.1 A Different COLL Mechanism

The analysis we suggest here is an enhancement of a proposal by Richter and Sailer
(1999). However, in Sailer (2003) the author described a variant of theCOLL mech-
anism: In this thesis, the value ofCOLL is a singleton list that may contain a sign.
That sign is the overall expression in which the idiomatic word occurs. Take for
example the idiomspill the beans: in the lexical entry of the idiomatic wordbeans
its COLL value is specified as a sign containing the semantic contributions of a def-
inite article, the idiomatic wordspill andbeansitself in the right scopal relations.
Sailer defines the so-called COLL-PRINCIPLE ensuring that the sign specified in a
COLL list dominates the sign bearing that list. As a consequence,information of
the overall utterance is available at lexical level and, conversely, local information
is available on each node in the structure.

Thus, even though Sailer introduces only one new attribute,this approach is
very unrestrictive and if one taps its full potential, nearly all grammatical phenom-
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ena can be described, even if they have nothing to do with collocations. Selection,
e. g., would only be a special case of a collocation. Because of this power and
unrestrictedness, that version ofCOLL is to be met with criticism.

4.2 A Constructional Approach

Riehemann (2001) makes another concrete proposal for the analysis of idioms.
She adopts many ideas of Construction Grammar and carries them forward to the
HPSG framework. Her approach requires a complex machinery of new sorts and
attributes to cover not only the amount of existing idioms but also their occurrences
in different syntactic configurations. She has to assume, e.g., distinct subsorts of a
spill_beans_idiom_phrasefor the idiom occurring in different constructions (e. g.
a head-subject-phraseor ahead-filler-structure). Even if the existence of sorts for
different constructions themselves is well established inConstruction Grammar,
it is questionable to assume different subclasses of linguistic signs, only because
they contain idiomatic items in different syntactic structures. In other words, why
assume different sorts for one single idiom only because it occurs in different con-
structions?

Moreover, Riehemann herself has to admit that her approach cannot handle
cases of pronominal reference like (11), because idiomaticspill is not licensed as it
seems to appear by itself and not within aspill_beans_idiom_phrase. In addition,
Riehemann is unable to account for bound words, as she cannotconstrain their
distribution once she assumes lexical entries for them.

In summary, it seems to us that a lexical approach is to be preferred over a
structural one. Nevertheless, her arguments in favor of a constructional analysis
of non-decomposable idioms are convincing. Our counterpart to that are phrasal
lexical entries which we assume for this kind of idiomatic expressions.

5 Prospects for a Modular Approach

We have proposed one way of analyzing idioms and similar phenomena of dis-
tributional idiosyncrasies. It can handle distributionalcharacteristics of idiomatic
words and even difficult cases like pronominalization.

We decided to take a word-level collocation-based account using theCOLL fea-
ture. This approach is modular in two ways. Firstly, the barriers can be adjusted
“vertically” according to the range (XP, complete clause orutterance) needed for a
particular idiomatic expression. Secondly, by theLOC-LIC feature we can specify
any characteristics within the local information. We couldnow go on and define
other attributes ofbarrier like PHON-LIC to define any requirements of the pho-
netic string of that barrier. In that way our approach is alsohorizontally modular
as one can specify objects that are on different levels in thesign-hierarchy (sign,
phonstring, local etc.).
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An application of such aPHON-LIC feature would be the modelling of occur-
rence restrictions of the English indefinite articlean. This phenomenon is dis-
cussed by Asudeh and Klein (2002) together with other cases of sandhi. The au-
thors integrate phonological shape conditions of the context in the element’s lexi-
cal entry. Instead of their new featurePHONOLOGICAL-CONTEXT, we can use our
COLL approach and define the lexical entry of an as follows:

(16)

[
COLL

〈[
np

PHON-LIC
〈
@n
〉
⊕ (æ ∨ 2 ∨ e ∨ @ ∨...)

]〉]

The PHON-LIC value of the barriernp on theCOLL list is the phonetic stringan
plus a phonetically realized vowel.

Thus, with a quite general approach to idioms using theCOLL feature, we
can handle very particular phenomena, too. TheCOLL module is described more
extensively in Soehn (In prep.).

To explore the possiblities that our approach holds may be a matter of further
research.
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Abstract 
 Relative clauses (RCs) in Persian are head-modifying constituents, all 
typically introduced by the invariant complementizer ke. Persian RCs are 
Unbounded Dependency Constructions (UDCs), containing either a gap or a 
resumptive pronoun (RP). In some positions only gaps are allowed, and in 
other positions only RPs. There are also some positions where both gaps and 
RPs are alternatively allowed. Illustrating the striking similarities between 
Persian gaps and RPs, I will provide an HPSG unified approach to take care 
of the dependency between the licensing structure and the gap/RP with a 
single mechanism, using only the SLASH feature. Similar to Pollard and 
Sag’s (1994) approach to the bottom of the dependency, I will assume a 
special sign at the bottom. However, my sign may have a nonempty PHON 
value. I will introduce a feature called GAPTYPE which is a NONLOCAL 
feature whose value can be either trace or rp. I will introduce two 
constraints to capture the pattern of distribution of RPs and traces. At the top 
of the dependency, I will bind the nonempty SLASH at the complementizer 
point. I will propose a lexical entry for the complementizer ke that will 
account for the binding of SLASH by the feature BIND, which has a non-
empty set as value.1  

 

1 Introduction  
This paper presents an analysis for Persian restrictive relative clauses (RCs) in 
the Head-driven Phrase Structure Grammar (HPSG) framework. I will first 
provide some data and outline some general properties of the language, with a 
particular emphasis on RCs, and resumptive pronouns (RPs), their pattern of 
distribution, and their similarity with gaps in RC constructions. In Section 3, I 
will present my own analysis, which utilises only the SLASH feature (as 
opposed to Vaillette (2001), who uses two different NONLOCAL features). At 
the bottom of the dependency, I will assume a special sign that has a nonempty 
value for the SLASH feature. This special sign can be either a RP or a trace. I 
will introduce a feature called GAPTYPE which is a NONLOCAL feature 
whose value can be either trace or rp. I will introduce two constraints to capture 
the pattern of distribution of RPs and traces. At the top of the dependency, I will 
bind the non-empty SLASH at the complementizer point. I will propose a lexical 
entry for the complementizer ke that will account for the binding of SLASH by 
the feature BIND, which has a non-empty set as its value. Section 4 highlights 
some issues for further research and suggests some alternative approaches to the 
present analysis.  
 
2 The Data  
Persian is a null-subject verb-final language with SOV word order in declarative 
sentences and subordinate clauses. Example (1) represents a simple sentence in 
Persian.  
                                                 
1 I am grateful to my supervisor, Bob Borsley, and two anonymous reviewers of HPSG 
2004 for their constructive comments on an earlier version of this paper. I would also 
like to thank the audience of HPSG 2004. 
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(1)  
(mæn)   ye doxtær   daræm. 
(I)  one  daughter  have-PRES-1sg 
‘I have a daughter.’ 
 
Example (2) is another Persian sentence, containing a restrictive RC. Restrictive 
RCs in Persian are distinguished from their non-restrictive counterparts by 
comma intonation and the suffix –i, henceforth shown by -RES in gloss. 
 
(2) 
zæn-i  [ke      mæn      dust+daræm]  inja nist.  
woman-RES COMP     I     like-PRES-1sg here NEG-
be-3sg 
‘The woman that I love is not here.’ 
 
Persian RCs are typically introduced by the complementizer ke. Ungrammatical 
example (3) illustrates that Persian does not allow ke-less RCs. This is unlike 
English, for example, which allows that-less relatives. See the English 
translation of (3). 

 
(3) 
*zæn-i  [___    mæn      dust+daræm]  inja nist.  
woman-RES   Ø    I     like-PRES-1sg here NEG-be-3sg 
‘The woman I love is not here.’ 

 

The complementizer ke in Persian is invariant. That is, it does not agree with the 
noun (phrase) it follows. Ke is used regardless of the animacy, gender, function, 
or number of the noun modified by the RC. Examples in (4) illustrate invariant 
ke when the modified noun is in subject and object positions or in genitive case.  

 
(4) 
a.  (relativized element in subject position) 

… mærd-i  ke    shoma   ra   did…  

…man-RES COMP  you  RA see-PAST-3sg 

 ‘…the man who saw you…’ 

 

b. (relativized element in object position) 
 … mærd-i  ke    shoma   didid…    
 …man-RES  COMP  you  see-PAST-3sg 
 ‘…the man whom you saw…’ 
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c.  (relativized element in genitive case) 
 … mærd-i  ke  pirahænæš    zærd   æst …  
 …man-RES  COMP shirt-his yellow  be-PRES-3sg 

…the man whose shirt is yellow … 
 

Personal pronouns can be used resumptively in Persian. That is, a personal 
pronoun is used where a gap might be expected. Example (5b) represents a 
Persian RC in which the pronoun u, ‘s/he’, is used resumptively.  
 
(5a)  
mærd-i       [ke   ____   diruz           molaqat kærdid]   aqay-e Bayat bud. 
man-RES  COMP   Ø      yesterday    meet-PAST-2pl    Mr. Bayat be-PAST-3sg 
‘The man whom you met yesterday was Mr. Bayat.’ 
 
(5b) 
mærd-i       [ke         u    ra2 diruz         molaqat kærdid] aqay-e Bayat bud. 
man-RES   COMP  he  RA   yesterday meet-PAST-2pl  Mr. Bayat be-PAST-3sg 
‘The man whom you met (*him) yesterday was Mr. Bayat.’ 
 
Table 1 below shows the pattern of distribution of gaps and resumptive pronouns 
in Persian restrictive RCs. In some positions, only gaps are allowed. In other 
positions only resumptive pronouns are allowed. Both gaps and resumptive 
pronouns are possible in some other positions. 
 
 

Restrictive RCs 
 

 

Subject Direct Object Genitive Object of Prep. 
Gap is 
allowed? 

Yes Yes No No 
RP is 
Allowed? 

No Yes Yes Yes 

TABLE 1: DISTRIBUTION OF GAPS AND RPS IN RESTRICTIVE RCS 

 
As shown in Table 1, if the relativized position is subject, a resumptive pronoun 
cannot appear. Examples in (6) illustrate.  
 
(6a) 

mærd-i      ke    ____  pirahæn-e   zærd      pušideh-æst    
man-RES COMP   ____  shirt-EZ      yellow  wear-PRESPART-3sg  
‘The man who is wearing a yellow shirt…’ 
 
                                                 
2 This particle (whose colloquial form is ro) is a specificity marker in Persian and is 
shown, henceforth, by RA in gloss. For detail discussion, see Karimi (1990) and 
Dabirmoghaddam (1990).  
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(6b) 
*mærd-i  ke    u  pirahæn-e   zærd      pušideh æst              
man-RES    COMP    he   shirt-EZ      yellow  wear-PRESPART-3sg 
‘The man who he is wearing a yellow shirt ...’  
 
It is noteworthy, however, that some languages, e.g. Irish, only exclude 
resumptive pronouns from the highest subject position. They can freely appear 
in the subject position of embedded clauses. Example (7) represents an 
ungrammatical Irish sentence. Like (6b), the subject position in (7) is occupied 
by a resumptive pronoun and therefore the result is ungrammatical. Persian and 
Irish behave similarly here. 

 
(7) 
*an  fear  a  raibh  sé breoite 
the man COMP  be-PAST he ill 
‘the man that (he) was ill’     
       (McCloskey, 1990) 
 

However, unlike the similar behaviour of Irish and Persian in the highest subject 
position, the two languages behave differently in embedded positions. Examples 
in (8), from (McCloskey, 1990), represent clauses containing embedded subjects 
in Persian and Irish, respectively. There is no difference in Persian if the subject 
is in embedded position. Simply, resumptive pronouns are not allowed in subject 
positions in Persian.  

 
(8) 
a.   
*adres-i     [ke       mæn  be  doktor-i     [ke        u    æli   ra       
address-RES   COMP    I     to   doctor-RES  COMP  he  Ali   RA   
 
æmæl  kærd                 dadæm                        qælæt    bud.]] 
operation-PAST-3sg     do-give-PAST-1sg      wrong   be-PAST-3sg 
 
‘The address that I gave to the doctor who (he) did an operation on Ali was 
wrong.’ 
  
b.  
an t-ór     seo       archreid corr-dhuine go  raibh se ann 
this gold   COMP believed a few people COMP   was it there 
‘this gold that a few people believed (it) was there’      
                    
If the position relativized is object of preposition, the presence of a resumptive 
pronoun is obligatory; otherwise, the result will be ungrammatical as in (9b).  
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(9a) 
mærd-i      ke         šoma     diruz    æz       u     pul            gereftid ...   
man-RES COMP  you       yesterday      from   he    money       take-PAST-2pl      
‘The man from whom you took money yesterday …’ 

 
(9b) 
*mærd-i   ke           šoma   diruz    æz      ____  pul         gereftid ...  
man-RES  COMP   you      yesterday      from  ____  money    took-2pl      
 
It is worth mentioning here that ‘pied piping’ (Ross 1967) is not allowed in 
Persian RCs3. Examples in (10) illustrate.  
 
(10a) 

… mærd-i  ke     be  šoma   pul  dad … 

…man-RES  COMP    to  you   money give-PAST-3sg… 

‘…the man who gave money to you…’ 

 

(10b) 

*mærd-i  be ke   šoma   pul       dad… 

man-RES  to  COMP   you  money      give-PAST-3sg 

 
Table 1 also shows that if the position relativized is that of the possessor, a 
resumptive pronoun must be present. This is contrasted in (11a) and (11b).   
 
(11a) 
mærd-i   [ke    pirahæn-e     u  zærd   æst] ...  
man-RES COMP   shirt-EZ        he  yellow   be-PRES-3sg 
‘The man whose shirt is yellow …’ 
 
(11b) 
*mærd-i  [ke     pirahæn    ____  zærd      æst] ...  
man-RES COMP    shirt     ____  yellow  be-PRES-3sg 
 
As for the direct object position, we saw earlier in examples (6a) and (6b) above 
that Persian allows both gaps and resumptive pronouns. Example (12), taken 
from Safavi (1994: 187), provides further evidence in this regard as both 
readings are grammatical.  
 
 
 

                                                 
3 This is, of course, a consequence of the fact that ke is a complementizer.  
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(12) 
hušæng    ketab-i         ra    [ke          pesaræm  (an  ra)   xarideh-bud]  dozdid 
Hushang  book-RES   RA   COMP  son-my      (it   RA) buy-PP-3sg    stole-3sg 
‘Hushang stole the book that my son had bought for me.’   
 
Above, I have noted some differences between Persian gaps and RPs. I shall 
now highlight some similarities. I will provide below a variety of evidence in 
favour of this similarity from the following phenomena: (i) coordinate structures, 
(ii) parasitic gaps, (iii) crossover, and (iv) island constraints.  
 
A strong argument in support of how similar resumptive pronouns and gaps are 
comes from coordinate structures. The examples in (13) show that if in 
unbounded dependency constructions, there is a gap in one conjunct of a 
coordinate structure, we cannot have an NP in the other.  
 
(13a) 
The man that I think Hobbs dislikes ____ and Rhodes hates _____ 
 
(13b) 
*The man that I think Hobbs dislikes ____ and Rhodes hates Trumper 
 
Data from Persian also show that this language is sensitive to the Coordinate 
Structure Constraint. The pair of sentences in (14) illustrates. 
 
(14a) 
mærd-i      ke          šoma ____ molaqat kærdid     va    ____  kolah be sær dašt 
man-RES  COMP  you    ____ visist-PAST-2pl    and    ___  hat     wore-3sg 
‘The man that you visited ___ and ___was wearing a hat’ 
 
(14b) 
*mærd-i     ke     šoma ____ molaqat kærdid    va  Yasmin    kolah   be+sær+dašt  
man-RES  COMP  you   ____ visist-PAST-2pl  and  Yasmin  hat      wore-3sg 
‘The man that you visited ___ and Yasmin was wearing a hat’ 
 
Although the above examples show that a gap in one conjunct cannot co-occur 
with an NP in the other, the example in (15) from Sells (cited in Vaillette, 2000) 
illustrates how it is possible to have a gap in one conjunct and a resumptive 
pronoun in the other in Hebrew.  
 
(15) 
kol profesor  še   dani    roce    lehazmin ____i aval   lo    maarix    ?oto i  maspik 
every prof.  that  Dani  wants  to-invite ____ i but     not  esteems   him i  enough 
‘every professor that Dani wants to invite but doesn’t respect enough’ 
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From Swedish, Engdahl (1985:8) provides additional data in support of this 
argument. Example (16) shows how clauses with resumptive pronouns can be 
conjoined with clauses with gaps in Swedish.  

 

(16) 

Det      finns  vissa        ord     (som i)   jag   ofta     träffar  på ____ i    men inte  

There  are     certain     words  that      I        often   meet         ____ i   but    not    

 

minns        hur   de i      stavas.  

remember   how  they  are-spelled  

‘There are certain words that I often come across but never remember how they 
are spelled.’  

 
Examples (17a) to (17d) show how in Persian unbounded dependency 
constructions a resumptive pronoun can also be used with a gap in coordinate 
structures. In fact, in this language, it is possible to have gaps in both conjuncts, 
resumptive pronouns in both, or a gap in one conjunct and a resumptive pronoun 
in the other.  
 
(17a)  
mærd-i       ke        šoma  ____  molaqat+kærdid  va ____ kolah  be+sær+dašt       
man-RES COMP   you   ____   visist-PAST-2pl   and    ___  hat     wear-PAST-
3sg   
 
æli      bud. 
Ali be-PAST-3sg 
 
‘The man that you visited ___ and ___was wearing a hat was Ali.’ 
 
 
(17b) 
mærd-i   ke     pirahænæš  zærd  bud                   væ  šoma  be  u      ab  
man-RES    COMP   shirt-his      yellow be-PAST-3sg  and  you    to  him  water   

 

dadid    æli    bud.  
give-PAST-2pl   Ali    be-PAST-3sg 

 

‘The man whose shirt was yellow and you gave him water was Ali.’ 
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(17c)  
mærd-i    ke   ____  pirahæn-e   zærd     pušideh+bud        væ   shoma  
man-RES   COMP ____  shirt-EZ      yellow  wear-PRESPART-3sg   and    you  
 
diruz    az       u  pul        qærz+gereftid   Ali  bud.  
yesterday  from   him  money       borrow-PAST-2pl      Ali  be-
PAST-3sg  
 
‘The man who was wearing a yellow shirt and you borrowed money from was 
Ali.’ 
 
(17d) 
mærd-i      ke    shoma    az       u  pul        qærz+gereftid væ 
man-RES COMP  you   from   him  money       borrow-PAST-2pl  and 
 
____  pirahæn-e   zærd      pušideh+bud      Ali       bud.  
____  shirt-EZ      yellow  wear-PRESPART-3sg      Ali   be-PAST-3sg  
 

‘The man who you borrowed money from and was wearing a yellow shirt was 
Ali.’  

 
Another argument that supports the similarity of resumptive pronouns and gaps 
comes from parasitic gaps. A parasitic gap is a gap which is only possible 
because there is a ‘real’ gap in the same structure. English sentences (18a) and 
(18b) contain two gaps each. In (18a), the first gap is parasitic; while in (18b), 
the parasitic gap is the second.4  
 
(18) 
a. Which man do you think stories about ____ really annoy ____? 
b. Which book did he criticise ____ without reading ____? 
 
The pair of sentences in (19) shows how other NPs cannot grammatically license 
the parasitic gaps in (18).  
 
(19) 
a. *Which man do you think stories about ____ really annoy Kim? 
b. *Which book did he criticise the introduction without reading ____? 
 

However, despite Chomsky’s (1982) prediction that resumptive pronouns should 
not license parasitic gaps, Engdahl (1985:7) shows that this prediction seems to 

                                                 
4 This is now controversial. Levine and Sag (2003) argue that neither gap is really 
parasitic in an example like (18b), although the second gap is traditionally seen as 
parasitic. 
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be falsified by data like that in (20) below from Swedish. This example gives a 
well-formed RC containing a resumptive pronoun han and a parasitic gap in the 
adjunct clause, shown by p.  

 

(20)  

Det     var  den  fången i   som  läkarna  inte  kunde avgöra  

It  was that prisoner  that the-doctors not could decide 

 

[som  hani  verklingen  var  sjuk  ]  

if  he really  was ill 

 

[utan   att  tala      med  p  personligen]. 

without  to  talk with ___ in person 

 

Sells (1987: 266) also cites example (21) to show that, in Hebrew as well, 
resumptive pronouns can licence parasitic gaps. In this example, the parasitic 
gap, inside the subject NP is licensed by a resumptive pronoun inside the VP.  

(21)  

rina   hi   ha’iša       še   [ha  ’anašim  še   ani šixnati   levaker ___i] [te’aru otai] 
Rina  is  the-womani that  the-people  that  I convinced to-visit __i described 
heri‘Rina is the woman that the people that I convinced to visit ___ described.’  

 
Persian data also provide further evidence in support of the idea that resumptive 
pronouns, like gaps, can license parasitic gaps. Karimi (1999:705) cites 
examples (22a) and (22b) to illustrate this possibility. In (22a) there are two 
gaps, the second of which is parasitic. (22b) shows a sentence in which the 
second gap is still parasitic but it is licensed by the resumptive pronoun un.  
 
(22a) 
Kimea  in     ketab ro    ghablaz  in   ke   __  bexuneh          ___be man  dad. 
Kimea  this  book  RA   before   this that __ SUB-read-3sg ___to me gave-3sg 
‘Kimea gave me this book before reading (it). 
 
(22b)  
Kimea  in   ketab ro  ghablaz in ke       unro   bexuneh         ___be man dad. 
Kimea  this book RA before  this that  it+RA SUB-read-3sg __to me gave-3sg 
‘Kimea gave me this book before reading (it). 
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In addition to coordinate constructions and parasitic gaps, crossover effect 5also 
provides further support for the similarity of Persian gaps and RPs. Examples in 
(23) show that Persian gaps are sensitive to crossover effects. Strong and weak 
crossover effects in Persian are illustrated in (23a) and (23b), respectively.  

 

(23) 

a.  *Kii  uni  fekr mikoneh  ___  un  kar  ro  kærd?  

 Whoi hei think-PRES-3sg ___ that work RA did? 

 ‘Whoi does hei think did it?’ 

 

b.  *Kii  ra  madæreshi  ____ dust dareh? 

 Whoi RA mother-hisi ____ love-PRES-3sg? 

 ‘Whoi does hisi mother love?’ 

 

To see if resumptive pronouns, like gaps, exhibit crossover effects, McCloskey 
(1990) cites example (24) from Irish. This sentence is perfectly grammatical, 
apparently showing that resumptive pronouns in Irish are not subject to 
crossover effect. 

 

(24) 

Cé     ar             shil          tú   gur      dhúirt  sé   go         bpósfafh   Máire       é? 

Who  COMPpro  thought you COMP  said    he  COMP  would-marry Mary   him 

*‘Whoj did you think that he j said that Mary would marry t j?’ 

 

However, McCloskey (1990), Shlonsky (1992) and Vaillette (2000) all note that 
in examples like (24), where we have two pronouns and no gaps, there will 
normally be no reason why the leftmost or the highest pronoun should not be a 
resumptive one. In such cases, the other pronoun will be a normal (not 
resumptive) pronoun, which is simply coindexed with the first one. 

 

                                                 
5 Of course there is no actual crossover in a non-transformational framework. Essentially 
what is ruled out is a coindexed constituent between the top and the bottom of an 
unbounded dependency. 
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To show that resumptive pronouns are indeed sensitive to crossover effects, 
McCloskey (1990), Shlonsky (1992) and Vaillette (2000) provide examples in 
which the first or the highest pronoun is replaced by an epithet6. Epithets remove 
the ambiguity inherent in pronouns as they are not used resumptively.  

Following this technique, I provide sentence (25) which shows that Persian 
resumptive pronouns, like gaps in this language, are sensitive to crossover effect.  

(25)  

*pesæri-i  [ke   æhmæqi   goft            Mæryæm   baši         ærusi mikoneh].  

boy-RES COMP idiot    said-3sg        Maryam  with+him marry-PRES-3sg 

‘The boyi that the idioti said Maryam would marry himi’  

 

In (25), the epithet æhmæq, ‘idiot’ appears between the top of the dependency 
and the resumptive pronoun š, ‘him’. They are all co-indexed and the epithet, 
which is below the retrieval site of the dependency cannot bind the resumptive 
pronoun (in GB terms, the epithet c-commands the RP). Therefore, the result is 
ungrammatical. 

 
Perhaps the most important support for the similarity of gaps and resumptive 
pronouns in Persian comes from the Island Constraints. Persian data shows that 
Persian resumptive pronouns, like gaps in this language, are sensitive to certain 
islands. Here, I will examine the Subject Condition, the Complex NP Constraint, 
and the Coordinate Structure Constraint.  
 
Persian gaps are sensitive to the Subject Condition as illustrated in the pair of 
sentences in (26). In (26a), the subject is put in brackets and it acts like an island 
for unbounded dependencies as they cannot cross the boundary of the subject. 
For example, (26b) is ungrammatical because the question word is separated 
from the gap by the boundary of a subject NP.  
  
(26a)  
[in  ede’a  ke     Ali    Hæmid   ra    dideh]          Yasmin     ra   narahat kærd. 
[this  claim COMP Ali    Hamid   RA   see-PP-3sg]  Yasmin    RA   annoyed  
‘The claim that Ali has seen Hamid annoyed Yasmin.’ 
 
 
(26b) 
*ki        [in ede’a   ke  Ali ___ dideh]             Yasmin     ra   narahat kærd? 
who      [this claim that Ali ___see-PP-3sg]   Yasmin    RA   annoyed. 
‘Who the claim that Ali has seen ___ annoyed Yasmin?’   

                                                 
6 By epithet, it is here meant an abusive word occurring in place of the name of a person or 
thing or a pronoun referring to such a name or thing. 
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The same constraint contributes to the ungrammaticality of (27b) below as the 
unbounded dependency crosses the boundary of the subject. 
 
(27a) 
mærd-i  ra ke Ali   ____  molaqat+kærd 
man-RES RA COMP Ali Ø meet-PAST-3sg 
‘The man that Ali met ___.’ 
 
(27b) 
* mærd-i  ra  ke  [in ede’a  ke  Ali __ molaqat+kærd] Yasmin ra narahat+kærd? 
man-RES RA COMP[this claim that Ali ___see-PP-3sg] Yasmin  RA  annoyed. 
‘The man the claim that Ali has seen ___ annoyed Yasmin?’   
 
Borer (cited in Vaillette's (2000)) shows how resumptive pronouns in Hebrew 
are exempt from certain islands7. While (28) is ungrammatical with the gap, it is 
grammatical with the resumptive pronoun.  
 
(28) 
ha-yeledi  še   dalya    makira  ?et      ha-?iša         še      ?ohevet   ?otoi/*____i 
the-boyi  that Dalya   knows   ACC  the-woman   that    loves        himi /*___i 
‘the boy that Dalya knows the woman who loves him’ 
 
Vaillette (2000) notes that there are languages (e.g. Igbo and Palauan) in which 
resumptive pronouns are also sensitive to island constraints. The following 
example from Persian shows that if we had a resumptive pronoun instead of the 
gap in (27c), the result would still be ungrammatical as shown in (29). This 
suggests that Persian resumptive pronouns, like gaps, are sensitive to the Subject 
Condition. 
 
(29) 
* mærd-i   ke  [in ede’a   ke  Ali  u ra  molaqat+kærd]Yasmin ra narahat+kærd? 
man-RES COMP[this claim that Ali him see-PP-3sg] Yasmin RA  annoyed. 
‘The man the claim that Ali has seen ___ annoyed Yasmin?’   
 
This is where (30), which is equivalent of (27a) with a resumptive pronoun is 
grammatical.  
 
(30) 
mærd-i  ke Ali   u  ra molaqat+kærd 
man-RES COMP Ali him RA meet-PAST-3sg 
‘The man that Ali met *him.’ 
 
Another island constraint that applies to Persian is Complex NP Constraint. 
Borsley (1999:207) notes that “a wh-dependency cannot cross the boundary of a 

                                                 
7 It is the same in Irish, and probably in lots of languages. 
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clause and the NP that contains it.” Miremadi (1997: 197) cites the pair of 
sentences in (31) to illustrate the violation of this constraint in Persian. The 
complex NP is put in brackets. 
 
(31a) 
[in  ede’a    ke         Hassan  æz  Ali    dær  dærsæš   piši  
this  claim  COMP  Hassan  than  Ali  in     study-his  ahead   
 
gerefteh+æst]     baværkærdæni    nist 
achieve-PRESPERF-3sg      believable         NEG-be-PRES-3sg 
‘The claim that Hassan has achieved more than Ali in his studies is not 
believable.’  
 
(31b) 
*che-kæsi  in  ede’a     ke     Hassan  æz  __   dær  
who   this  claim  that   Hassan  than  ___  in   
 
dærsæš    piši      gerefteh+æst   baværkærdæni  nist.  
study-his     ahead   achieve    believable NEG-be-PRES-3sg 
 
Again, like gaps, resumptive pronouns are sensitive to this constraint, as I have 
illustrated in (31c). 
 
(31c) 
*pesær-i  ke   in  ede’a     ke     Hassan  æz  u       dær  
boy-RES    COMP  this  claim   that   Hassan  than  him  in  
 
dærsæš    piši      gerefteh+æst   baværkærdæni  nist … 
study-his     ahead   achieve    believable NEG-be-PRES-3sg … 
 
The third island constraint that I will consider here is the way coordinate 
structures behave like islands. Borsley (1999:207) notes that “a wh-dependency 
cannot cross the boundary of a coordinate structure unless it affects every 
conjunct.”  
 
Persian example (32a) is ungrammatical because, in the coordinate structure, the 
question word ki, ‘who’, has crossed the boundary of the first conjunct but not 
the second. So, the first conjunct works as an island. However, in (32b) the 
dependency crosses both conjuncts, and therefore, the result is grammatical.  
 
(32a)  
* ki    bud    ke    šoma __   molaqat+kærdid  væ  Yasmin kolah  be+sær+dašt? 
Who  was  COMP you  __  visist-PAST-2pl  and   Yasmin hat    wore-3sg?  

‘Who was (the man) that you visited ___ and Yasmin was wearing a hat?’ 
 
 

287



(32b)  
ki       bud      ke         šoma __   molaqat+kærdid  væ  ___  kolah  be+sær+dašt? 
Who  was      COMP  you  __  visist-PAST-2pl   and   ___ hat    wore-3sg?  
‘Who was (the man) that you visited ___ and ___was wearing a hat?’ 

 
In (32b), both conjuncts contain gaps. However, in (33), we have a pair of 
sentences with resumptive pronouns.  
 
(33a)  
mard-i      ke       šoma  u      ra    molaqat+kærdid  væ    be  u      pul      dadid …  
man-RES COMP you   him RA  visited                   and  to  him  money  gave….  

‘The man that you visited (*him) and gave (*him) money to…’ 
 
(33b)  
* mard-i   ke   šoma  u     ra    molaqat+kærdid   va    be  Yasmin  pul     dadid…  
man-RES that  you   him RA  visited                   and  to  Yasmin  money gave…  

 
The example in (33a) is grammatical and shows that the Coordinate Structure 
Constraint is observed. The dependency crosses both conjuncts, containing 
resumptive pronouns. Not surprisingly, (33b) is ungrammatical because the 
dependency has affected only the first conjunct, and not the second.  
 
 
3 The Analysis 
Relative Clause constructions in Persian are unbounded dependency 
constructions (UDCs). (34) shows the schematic structure of Persian RCs.  
 
(34) 

NP     [ke   ............  ___/RP ............] 
 
I assume that the bottom of the unbounded dependency in Persian RCs involves 
a special sign that is either a trace or a RP8. I propose the lexical entry in (35) for 
RPs and the one in (36) for traces. These two lexical entries are the same except 
in two respects. Firstly, the value of the PHON feature in traces is an empty list. 
This means that RPs, as overt elements, have phonology but traces do not. The 
second difference between these two lexical entries is that the value of their 
GAPTYPE features is different. GAPTYPE is a feature that I have introduced in 
order to capture the distributional properties of RPs and traces. In this way, 
traces and RPs have different synsem values and this allows me to subject them 
to different constraints. GAPTYPE is a non-local feature whose value can be 
either trace or rp, for traces and RPs, respectively. The reason for distinguishing 
traces and RPs with a NONLOCAL feature is that this is not reflected within the 

                                                 
8 See Hukari and Levine (2003) for arguments in favour of traces. 
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value of SLASH; and hence, it is possible for a single unbounded dependency to 
be associated with a trace and an RP.  
 
(35) Lexical Entry for a resumptive pronoun 
 
     PHON  phon-form 
                       synsem 
 

            loc   
                                                    HEAD        noun 
      

     SUBJ      < > 
 
     SYNSEM  LOC  1     CAT   VAL  COMPS < >  

 
         SPR       < > 

        
              ppro      
               CONT           PER   < > 
                                                    INDEX  NUM < > 
              GEN  < > 
             RESTR { } 
   

             SLASH { 1 } 
                      NONLOC 
                           GAPTYPE     rp 
 
 

 
 
 
(36) Lexical Entry for a trace 
 
 
     PHON  {} 
                       synsem 
 

            loc   
                                                    HEAD        noun 
      

     SUBJ      < > 
 
     SYNSEM  LOC  1     CAT   VAL  COMPS < >  

 
         SPR       < > 

        
              ppro      
               CONT           PER   < > 
                                                    INDEX  NUM < > 
              GEN  < > 
             RESTR { } 
   

                               SLASH { 1 } 
                       NONLOC 
                                             GAPTYPE     trace 
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As for the pattern of distribution of RPs and traces, I will, first prevent RPs from 
appearing in subject position. I propose the constraint in (37) to deal with this.  
 
(37)  [SUBJ  <[1] >] ~ ([1] = [SYNSEM|NONLOC|GAPTYPE     rp ]) 
 
The effect of (37) is that if an element is in subject position, then the value of its 
GAPTYPE feature cannot be rp. In other words, if an element is a RP whose 
value of the GAPTYPE feature is rp, then it cannot come in subject position.  
 
The second constraint that I will propose here is to prevent traces from appearing 
in the positions of object of prepositions and possessors (i.e., in positions of the 
complements of non-verbs). This constraint is proposed in (38). 
 
(38)   
 
  HEAD [1] 
                [1] = verb 
  COMPS <…, [GAPTYPE  trace], …> 
 
 
The effect of (38) is that if there is a trace as a complement of a head, then that 
head has to be a verb. Therefore, as in the case of object of preposition and 
genitive cases (possessors), the head is not a verb, we will not have a trace 
therein.  
 
In the middle of the dependency, I do not propose anything new and will follow 
Sag (1997). The SLASH is inherited by two constraints: Lexical Amalgamation 
of SLASH, and SLASH Inheritance Principle, given in (39) and (40) below.  
 
(39) Lexical Amalgamation of SLASH 
 
     BIND     0 
word ==> ARG-ST  <[SLASH 1], …,[SLASH n ]> 
                 SLASH  ( 1 + … + n ) - 0 
 
 
(40) SLASH Inheritance Principle (SLIP): 
 
      SLASH /  1  
hd-nexus-ph ==> 
      HD-DTR / [SLASH    1 ] 
 
According to (39), all words, except SLASH binding elements like tough, 
specify empty value for the feature BIND. That is, in most cases nothing is 
subtracted from the disjoint union of the argument’s SLASH values. Therefore, 
if a non-head-daughter is slashed so should the head daughter.  
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The constraint in (40) guarantees that the SLASH value of a phrase (of the type 
head-nexus-phrase) is- by default- the SLASH value of its head-daughter. In this 
way, any SLASH inheritance is mediated by the head-daughter, whose SLASH 
value contains that of the relevant non-head daughter.9  
 
One of the virtues of the present analysis is that it uses only one nonlocal feature 
to handle both gaps and RPs. This makes the inheritance of the nonlocal feature 
easy and possible in the middle of those UDCs which involve coordination of 
two NPs where one contains a RP and the other a gap. Other analyses (e.g., 
Vaillette (2000)) which utilize more than one nonlocal feature (SLASH and 
RESUMP) do not seem to be able to handle the inheritance of the features in 
such coordinate structures, contain gap in one conjunct and RP in the other.  
 
At the top of the dependency, I will need some way to bind the SLASH feature. 
In other words, I will need a way to ensure that the non-empty SLASH value 
stops at an appropriate point. This appropriate point, in Persian RCs, is the 
complementizer ke. I will propose the lexical entry in (41) for ke in RCs (i.e., 
keRC).  
 
The lexical entry for ke specifies some lexical information that ensures that the 
index of the N’ (the NP modified by the RC) is identical to the SLASH value of 
ke. This structure-sharing, which is shown by tag 1, relates the trace or the RP to 
the NP modified by the RC. In addition, (12) also ensures that ke requires a 
sentential complement, shown by tag  A . Tag  A  is the only member of ke’s 
ARG-ST list that stands for a finite sentence, containing a trace or a RP. The 
lexical binding of SLASH is accounted for by the feature BIND, like tough 
adjectives. The feature BIND has a non-empty set as value for ke. This is shown 
by tag  4 . The BIND feature will ensure that the trace or the RP is not 
amalgamated into the SLASH value of ke itself.  
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
9 Ginzburg and Sag (2000) use of the Generalized Head Feature Principle to do the 
work of (40).  
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(41) Lexical Entry for keRC   
  

word 
 

    PHON ke 
  
 
            synsem 
 
                    loc      comp           INDEX    1         

    HEAD        MOD    N’            
                    RESTR     3    
            

        
     SUBJ < > 
SYNSEM LOC CAT VAL SPR        < > 
     COMPS  A  :  2 
          
     
    INDEX     1       

    CONT   
             RESTR    2  ∪  3  

 
    
      ARG-ST A S[fin, (SLASH  { 4 NP 1 })] 
      BIND { 4  } 
 
 
4. The Open Issues 
One of the fundamental assumptions made and supported in the present paper is 
that there are traces in Persian RCs. An alternative analysis which someone may 
favour is to extend Bouma et al’s (2001) traceless account to accommodate 
resumptive pronouns. 
 
Also, the present analysis predicts that RPs should be okay in any unbounded 
dependency construction. However, they are bad in wh-questions. In this respect 
the analysis needs some refinement.  
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Abstract

This paper focuses on aspects of the licensing of adverbial noun phrases
(AdvNPs) in the HPSG grammar framework. In the first part, empirical is-
sues will be discussed. A number of AdvNPs will be examined with respect
to various linguistic phenomena in order to find out to what extent AdvNPs
share syntactic and semantic properties with non-adverbial NPs. Based on
empirical generalizations, a lexical constraint for licensing both AdvNPs and
non-adverbial NPs will be provided. Further on, problems of structural li-
censing of phrases containing AdvNPs that arise within the standard HPSG
framework of Pollard and Sag (1994) will be pointed out, and a possible
solution will be proposed. The objective is to provide a constraint-based
treatment of NPs which describes non-redundantly both their adverbial and
non-adverbial usages. The analysis proposed in this paper applies lexical
and phrasal implicational constraints and does not require any radical mod-
ifications or extensions of the standard HPSG geometry of Pollard and Sag
(1994).

Since adverbial NPs have particularly high frequency and a wide spec-
trum of uses in inflectional languages such as Polish, we will take Polish
data into consideration.

1 Introduction

Apart from adjectives, adverbs and relative and adverbial clauses, many languages
use bare noun phrases for the purpose of modification (cf. (1) English and (2)
German examples).

(1) a. I will visit you next week.
b. Do it that way.

(2) a. Ich
I

besuche
visit

dich
you

nächste
next

Woche.
week

‘I will visit you next week.’
b. Er

he
hat
has

den
the

ganzen
whole

Weg
way

geschlafen.
slept

‘He slept the whole way.’

In syntactic contexts such as those in (1) and (2), NPs such as the italicized NPs
above clearly act as adjuncts, although, they are not prototypical modifiers.1 Typi-
cally, they are used in syntactic structures as subjects and objects. This syntactico-
functional variation indicates two different sets of syntactic and especially semantic
properties. While adverbial NPs (AdvNPs) are assumed to act as semantic func-
tors, as all modifiers do, non-adverbial NPs are usually considered as semantic�

I thank Adam Przepiórkowski, Frank Richter, Manfred Sailer, and the reviewers and audience
of the HPSG04 Conference for their comments, and Guthrun Love for her help with English.

1Here, we will use the terms adjunct and modifier synonymously.
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arguments. To capture these two sets of features properly, one could assume two
lexical entries providing appropriate features for each noun that can appear both in
adverbial and non-adverbial context. This strategy, however, would lead to redun-
dancies in the lexicon.

In this paper we will attempt to treat this subject/complement–adjunct varia-
tion within the framework of HPSG in the tradition of Pollard and Sag (1994). We
will propose an analysis of adverbial and non-adverbial NPs which captures their
syntactic, lexico-semantic as well as combinatorial properties. Based on empiri-
cal observations, we will formulate an underspecification-based lexical constraint
modeling both non-adverbial and adverbial nouns and we will provide a princi-
ple for a proper percolation of semantic information within structures containing
AdvNPs.

The objective is to ensure the licensing of AdvNPs without any lexical rules
and without an extension of the standard HPSG geometry. The analysis applies
lexical and phrasal implicational constraints in terms of HPSG in the tradition of
Pollard and Sag (1994) and enables a non-redundant description of the syntactico-
functional variation of noun phrases.

AdvNPs such as those in (1) and (2) have particularly high frequency and a
wide spectrum of uses in inflectional languages such as Polish. Hence, in this
paper, we will take Polish data into consideration. The analysis proposed here for
Polish data can be applied to NPs in other languages as well.

2 Empirical Generalizations

According to Szober (1969) and Urbańczyk (1978), among others, genitive, dative,
accusative and instrumental NPs are possible in the adverbial function in Polish.
While genitive AdvNPs are used for expressing temporal relations (see (3a)), dative
AdvNPs denote for instance possessors (see (3b)), and accusative AdvNPs specify
measure (see (3c)) and also time (see (3d)), instrumental AdvNPs are truly poly-
functional (see (3e)–(3h)). There are particularly many semantic uses associated
with relational instrumentals which necessarily take genitive complements, such
as celem (‘for the purpose of’), drogą (‘by way of’), kosztem (‘at the expense of’),
względem (‘because of’), etc. (cf. (3i)).

(3) a. Jan
Jan

odjechał
left

ostatniej
lastgen

nocy.
nightgen

(time)

‘Jan left last night.’
b. Maria

Maria
wypiła
drank

koledze
colleaguedat

piwo.
beer

(possessor)

‘Maria drank colleague’s beer.’
c. Jan

Jan
zauważył
noticed

Marię
Mary

metr
meteracc

przed
in front of

sobą.
him.

(measure)

‘Jan noticed Mary one meter in front of him.’
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d. Maria
Maria

płakała
cried

całą
wholeacc

godzinę.
houracc

(time)

‘Maria was crying for a whole hour.’
e. Piotr

Piotr
uciekł
escaped

lasem.
forestinstr

(space)

‘Piotr escaped through the forest.’
f. Jan

Jan
czyta
reads

wieczorem.
eveninginstr

(time)

‘Jan reads in the evening.’
g. Maria

Maria
zabiła
killed

pająka
spider

gazetą.
newspaperinstr

(means)

‘Maria killed the spider with a newspaper.’
h. Piotr

Piotr
odszedł
went

wolnym
slowinstr

krokiem.
stepinst

(manner)

‘Piotr went slowly.’
i. Jan

Jan
wyjechał
left

celem
purposeinstr

odpoczynku.
recreationgen

(goal)

‘Jan left for the purpose of recreation.’

In order to make appropriate generalizations about the distribution of Polish
NPs in adverbial contexts, we will examine a range of AdvNPs with respect to de-
termination and quantification, modification, pluralization and referentiality. The
objective is to specify a set of syntactic and sematic properties that AdvNPs share
with ordinary, non-adverbial NPs, and to determine properties that AdvNPs pro-
vide in contrast to ordinary NPs. Given this, we can determine whether we can
describe NPs by means of only one lexical entry for each noun and what lexical
constraints will be needed to license both uses of NPs.

In this paper we will focus exclusively on AdvNPs that modify VPs, leaving
AdvNPs modifying NPs for a future work.

2.1 Morphological Cases in Polish

First of all we will give a short overview of morphological cases in Polish and state
which cases can mark adverbial NPs.

There are seven morphological cases in contemporary Polish: nominative, gen-
itive, dative, accusative, instrumental, locative and vocative. As we can see in Fig-
ure 1, four of the seven cases can mark AdvNPs.2

2The abbreviation RM in the gloss of the non-adverbial instrumental stands for a reflexive marker.
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N
Ps

A
dvN

Ps

nom
inative �

Jan
śpi.

Jan
is_sleeping

‘Jan
is

sleeping.

�

none

genitive

�
M

aria
zażądała

pieniędzy.
M

aria
dem

anded
m

oney
‘M

aria
dem

anded
the

m
oney.’

�

Jan
odjechał

tej
nocy.

Jan
left

this
night

‘Jan
leftthatnight.’

dative
�

Piotr
dedykow

ał
sw

ójdoktorat
rodzicom

.
Piotr

dedicated
his

thesis
parents

‘Piotrdedicated
his

thesis
to

his
parents.’

�

M
aria

w
ypiła

Janow
i

piw
o.

M
aria

drank
John

beer
‘M

aria
drank

John’s
beer.’

accusative �
Jan

zobaczył
M

arię.
Jan

saw
M

aria
‘Jan

saw
M

aria.’

�

M
aria

płakała
całą

godzinę.
M

aria
w

as
crying

w
hole

hour
‘M

aria
w

as
crying

fora
w

hole
hour.’

instrum
ental �

Jan
posłużył

się
nożem

.
Jan

used
R

M
knife

‘Jan
used

a
knife.’

�

Piotr
uciekł

lasem
.

Piotr
escaped

forest
‘Piotrescaped

through
the

forest.’

locative

�

Jan
jest

teraz
w

szkole.
Jan

is
now

in
school

‘Jan
is

in
schoolnow

.’

�
none

vocative

�

M
am

o,poczekaj!
m

am
a

w
ait

‘W
ait,m

am
a!’

�
none

Figure
1:

O
verview

ofm
orphologicalcases

in
Polish

in
the

contextoftheiruse
in

adverbialand
non-adverbialfunctions
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While the Polish nominative is mainly used on subjects and predicative com-
plements, the locative appears not freely, but rather as a prepositional object, and
the vocative has a special, non-sentential status, genitive, dative, accusative and
instrumental cases can be assigned to both argument NPs and adverbial NPs.3

Whereas the licensing of nominative-, locative- and vocative-marked nouns
does not cause any problems and is rather unspectacular due to the compatibility
of their syntactico-semantic features in each syntactic context in which these nouns
may occur, an adequate and particularly non-redundant modeling of genitive-,
dative-, accusative-, and instrumental-marked nouns seems more challenging.

Previous configurationally motivated approaches focus particularly on the as-
pects of case assignment to AdvNPs. Thus Emonds (1976), Bresnan and Grimshaw
(1978) and McCawley (1988) treat AdvNPs as being embedded in a PP headed by
a null preposition assigning case to those NPs. Larson (1985) argues against such
a position, assuming that AdvNPs are bare NPs. However, since they are not gov-
erned by a case marking element, Larson (1985) proposes the feature specification�������

for nouns heading adverbial NPs. In the case a NP cannot be structurally
case marked (because it does not appear in a position governed by a case marking
element), it is assigned its case from the case assigning feature specification

�������
.

In contrast, Jaworska (1986) suggests a possibility based on the assumption that
AdvNPs have no case at all.4 However, based on Polish data, she assumes a spec-
ification of the form

�
CASE 	 INST

�
,
�
CASE 	 GEN

�
, and

�
CASE 	 ACC

�
in the lexical

entry of each noun that can head an adverbial NP.5 This strategy, however, leads to
redundancies in the lexicon.

While most of the configurational studies on AdvNPs concentrate on case as-
signment, the constraint-based approach of Kasper (1997) discusses mainly com-
binatorial aspects of modifying and non-modifying NPs. In Section 3.2 we will
work out the details of this approach.

In our strictly lexicalist approach, an analysis of NPs will be offered which
captures both their syntactic, lexico-semantic as well as combinatorial properties.
To do this we will examine AdvNPs with respect to a number of syntactic and
semantic phenomena.

2.2 Determination and Quantification

In Polish, in contrast to English or German, there is no obligatory determination
and quantification. NPs can occur in a sentence in a bare form. However, they are
permitted to combine with determiners and quantifiers. We will examine below
the ability of AdvNPs to select a determiner and a quantifier in order to find out

3For more details on morphological cases and case assignment in Polish, see Przepiórkowski
(1999) for a constraint-based approach and Tajsner (1990) for a configuration-based approach.

4Her considerations apply to English bare NPs in an adverbial position and are based on the
observation that those NPs never show any morphological variation, nor do they have any other
properties that might be related to case.

5She does not make a statement about the dative case.
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whether they behave analogically to non-adverbial NPs in this respect.6

(4) a. Jan
John

odjechał
left

*(tej
thisgen

/ pewnej)
somegen

nocy.
nightgen

‘John left that / some night.’
b. Maria

Mary
wypiła
drank

(temu
thisdat

/ jakiemuś
somedat

/ każdemu)
everydat

koledze
colleaguedat

piwo.
beer

‘Mary drank this / some / every colleague’s beer.’
c. Maria

Mary
uczyła
studied

się
RM

(tę
thisacc

/ każdą)
everyacc

godzinę
houracc

w
at

domu.
home

‘Mary studied for that / every hour at home.’
d. Piotr

Peter
uciekł
escaped

(tym
thisinstr

/ jakimś)
someinstr

lasem.
forestinstr

‘Peter escaped through this / some forest.’

As we can see in the examples above,7 AdvNPs can occur both as bare NPs as
well as in combination with determiners and quantifiers, and in this respect they
behave like non-adverbial NPs. Only genitive AdvNPs show a behavior which is
somewhat atypical for Polish NPs, not only permitting but requiring a determiner
or a quantifier (cf. (4a)). In fact, genitive AdvNPs in Polish do not necessarily
require a determiner or a quantifier. The presence of a modifier, such as następny
(‘next’) or pół (‘half’), will also ensure the grammaticality of the sentence.8

2.3 Adjectival and Participial Modification

In this section we will examine whether AdvNPs can be modified by adjectives and
adjectival participles, as are non-adverbial NPs.

(5) a. Jan
John

odjechał
left

*(ostatniej
lastgen

/ minionej)
pastgen

nocy.
nightgen

‘John left last / past night.’
b. Maria

Mary
wypiła
drank

(niemieckiemu
Germandat

/ spragnionemu)
thirstydat

koledze
colleaguedat

piwo.
beer

‘Mary drank the German / thirsty colleague’s beer.’
c. Maria

Mary
uczyła
studied

się
RM

(całą
wholeacc

/ minioną)
pastacc

godzinę
houracc

w
at

domu.
home

‘Mary studied for the whole / past hour at home.’

6In our approach we adopt the proposal of Pollard and Sag (1994) assuming a mutual selection
in structures consisting of a determiner or a quantifier and a noun, and we assume that the syntactic
head of the entire phrase of that form is a noun and not a determiner or a quantifier.

7The notation *(X) as used in (4a) implies that the presence of X is necessary for the grammati-
cality of the sencence.

8This observation was also made in Szober (1969) and Jaworska (1986).
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d. Piotr
Peter

uciekł
escaped

(gęstym
denseinstr

/ ciemnym)
darkinstr

lasem.
forestinstr

‘Peter escaped through the dense / dark forest.’

The examples in (5) show that genitive, dative, accusative and instrumental
AdvNPs all allow adjectival and participial modification and that they behave like
typical NPs in this respect. As mentioned in the previous section, genitive AdvNPs
require a determiner or quantifier and/or a modifier. This fact is confirmed again
by (5a).

Jaworska (1986) claims that accusative AdvNPs, similar to genitive AdvNPs,
must contain modifiers, e.g. cały (‘whole’). However, examples such as those in
(6) show that this requirement does not hold.

(6) a. Maria
Mary

pracowała
worked

godzinę.
houracc

‘Mary worked for an hour.’
b. Piotr

Peter
przebywał
stayed

miesiąc
monthinstr

w
in

szpitalu.
hospital

‘Peter stayed in a hospital for a month.’

2.4 Pluralization

If no formal and/or lexico-semantic restrictions are present, nouns can be pluralized
in an straightforward way. Below we will test whether this holds for AdvNPs as
well.

(7) a. *Jan
John

odjechał
left

ostatnich
lastgen, pl

nocy.
nightsgen, pl

‘John left last / past night.’
b. Maria

Mary
wypiła
drank

kolegom
colleaguesdat, pl

piwo.
beer

‘Mary drank the colleagues’ beer.’
c. Maria

Mary
uczyła
studied

się
RM

całe
wholeacc, pl

godziny
hoursacc, pl

w
at

domu.
home

‘Mary studied for entire hours at home.’
d. Piotr

Peter
uciekał
escaped

lasami.
forestsinstr, pl

‘Peter escaped through forests.’

As we can see dative, accusative and instrumental AdvNPs can occur in plural
form. In contrast, the occurrence of genitive plural AdvNPs seems to be either
very restricted in Polish or not possible at all.9 The ungrammaticality of (7a) can

9To our knowledge, there are no detailed studies on this issue so far.
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be explained by the incompatibility of the semantic contribution of the adverbial
genitive NP itself (as a point in time) and the semantics of plural.

2.5 Control of Relative and Personal Pronouns

In the following section, we will investigate AdvNPs with regard to referentiality.
As an indication for referentiality, we will consider here the ability of a NP to
control pronouns.

In (8), each AdvNP is modified by a relative clause.10 As the indices show, both
genitive, dative, accusative and instrumental AdvNPs are capable of controlling
relative pronouns introducing relative clauses. This fact indicates that all AdvNPs
in (8) are referential.

(8) a. Jan
John

odjechał
left

tej
thisgen

nocy 
 ,
nightgen

której 

which

przybyła
arrived

Maria.
Mary

‘John left the night that Mary arrived.’
b. Maria

Mary
wypiła
drank

piwo
beer

koledze 
 ,
colleaguedat

którego 

whom

nie
not

lubi.
likes

‘Mary drank the beer of the colleague whom she does not like.’
c. Maria

Mary
płakała
cried

godzinę 
 ,
houracc

w ciągu
during

której 

which

spaliła
smoked

dziesięć
ten

papierosów.
cigarettes

‘Mary was crying for an hour, during which she smoked ten cigarettes.’
d. Piotr

Peter
uciekł
escaped

lasem 
 ,
forestinstr

który 

which

dobrze
well

znał.
knew

‘Peter escaped through the forest which he knew well.’

The examples below confirm this assumption. Here each AdvNP in the first
clause controls a personal pronoun in the second clause. This is indicated again by
indexing.

(9) a. Jan
John

odjechał
left

tej
thisgen

nocy 
 .
nightgen

Była
was

ona 

it

ciemna
dark

i
and

deszczowa.
rainy

‘John left this night. It was dark and rainy.’
b. Maria

Mary
wypiła
drank

koledze 

colleaguedat

piwo.
beer

Dlatego
that’s_why

był
was

on 

he

zły.
angry

‘Mary drank the colleague’s beer. That’s why he was angry.’

10Except for the relative clause in (8c), all relative clauses in (8) are restrictive. We speculate that
restrictive relative clauses modifying accusative AdvNPs are uncommon in Polish, but, in fact, there
are no proper studies on this topic to our knowledge. In contrast genitive, dative and instrumental
AdvNPs permit both restrictive and non-restrictive relative clauses to be modified by.

Since these facts do not affect our analysis and the treatment of relative clauses exceeds the scope
of this paper, these aspects of modification will be ignored here. For previous analyses of relative
clauses in the HPSG framework see e.g. Pollard and Sag (1994), Sag (1997), Holler-Feldhaus (2003)
or Kiss (2004).
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c. Maria
Mary

płakała
cried

godzinę 
 .
houracc

Spaliła
smoked

w ciągu
during

niej 

it

dziesięć
ten

papierosów.
cigarettes

‘Mary was crying for an hour. She smoked ten cigarettes in that time.’
d. Piotr

Peter
uciekł
escaped

lasem 
 .
forestinstr

Znał
knew

go 

it

dobrze.
well

‘Peter escaped through the forest. He knew it well.’

2.6 Summary of Empirical Observations

In the previous sections genitive, dative, accusative and instrumental AdvNPs have
been examined with respect to determinability and quantifiability, modifiability,
pluralizability and referentiality. Figure 2 summarizes the results of the applied
tests.

determination/
quantification modification pluralization control

genitive
� � �

/ � �
dative

� � � �
accusative

� � � �
instrumental

� � � �
Figure 2: Summary of the results of tests applied to AdvNPs

Except for genitive AdvNPs, which always seem to require a determiner, a
quantifier or an adjective, all other AdvNPs can occur both as bare NPs and NPs
containing determiners, quantifiers and adjectives, and do not differ in this respect
from non-adverbial NPs. Further on, all examined AdvNPs can appear in the plu-
ral form. Finally, every AdvNP can control pronouns. We can thus conclude that
AdvNPs share their syntactic features with non-adverbial NPs and, since they can
act as controllers as their non-adverbial counterparts do, they are referential ob-
jects. The crucial difference between adverbial and non-adverbial NPs seems to
relate to their selectional and lexico-semantic properties.

In the next section, we will provide an HPSG account of AdvNPs that reflects
these generalizations.

3 The Analysis

3.1 Lexical Licensing

According to the standard HPSG approach of Pollard and Sag (1994), adjuncts are
treated as both syntactic and semantic selectors. The selection proceeds via the
MOD feature appropriate for the sort substantive and thus for all objects of type
noun. While the MOD feature’s value of adjuncts is of sort synsem (cf. Figure 3),
the MOD feature of non-adjuncts is valued as none (cf. Figure 4).
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�� word

SYNS � LOC � CAT � HEAD � MOD: � LOC � CONT 1 �
CONT � RESTR � � NUCL � ARG 1 ������������

Figure 3: Description of modifiers according to Pollard and Sag (1994)


� word

SYNS � LOC � CAT � HEAD � MOD: none �
CONT content  ��

Figure 4: Description of non-modifiers according to Pollard and Sag (1994)

As shown in the previous sections, Polish genitive, dative, accusative, and in-
strumental NPs can occur both as adjuncts and as non-adjuncts, thus, the grammar
must license nouns with the synsem-valued MOD attribute as well as nouns with
the none-valued MOD attribute. Instead of specifying two separate lexical entries
for each noun, we postulate one lexical entry for each noun with underspecified in-
formation about the MOD value and partially underspecified information about the
CONTENT value. Further on, we propose an implicational lexical constraint con-
taining each lexical entry as its antecedent and a disjunctive consequence ensuring
the licensing of adverbial and non-adverbial nouns (cf. Figure 5).11!

1
!

2"###############$

��� word

SYNS


�� LOC


�� CAT | HEAD noun

CONT


� nom-obj

INDEX 1

RESTR % 2 & NUCL & INST 1
... '�')( �� ���� ���� � ���+*-,

"###############$

���� word

SYNS


��� LOC


��� CAT . HEAD . MOD: none

CONT


�� nom-obj

INDEX 1

RESTR / 2 � NUCL � INST 1
...
ARG 0  - 21 ���� ����� �����3� ����54
������

word

SYNS


����� LOC


����� CAT & HEAD & CASE gen 4 dat 4 acc 4 instr

MOD: � LOC . CONT 3 psoa� '�'
CONT


�� nom-obj

INDEX 1

RESTR / 2 � NUCL � INST 1
...

ARG 3  - 21 � �� � ����� � ����� � ������

6)7777777777777778

6)7777777777777778
Figure 5: Lexical Constraint for Licensing Adverbial and Non-Adverbial Nouns
(preliminary version)

11For simplification we assume the RESTR set in the principle in Figure 5 to contain just one
element. However, we do not indent to restrict the RESTR set of all nouns in the lexicon to be
singleton sets.

The symbol 9 indicates that the attribute ARG is undefined In SRL this is formalized as follows::<;�= ARG > = ARG ? .
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According to the above principle, MOD values of the two disjuncts in the con-
sequence become specified. While the MOD value of the first disjunct is specified
as none (for licensing non-adverbial nouns), the MOD value of the second disjunct
is a synsem object (for licensing adverbial nouns).

Since both adverbial and non-adverbial NPs are able to bind pronouns, we
assume both to be nominal objects containing an index.

Note also that the psoa object in the RESTR set of the non-adverbial nouns
differs from psoa object in the RESTR set of the adverbial nouns. While the relation
associated with non-adverbial nouns does not introduce any additional arguments,
the relation associated with adverbial nouns introduces an argument whose value
is identified with the semantics of the modified VP. This reflects the intuition that
adverbial nouns in contrast to non-adverbial nouns act as semantic functors.

This analysis will presuppose a sort hierarchy for semantic relations associated
with nouns of the form such as those in Figure 6.

relation1 ... relation2 ARG index ...

relation INST index

Figure 6: An exemplary sort hierarchy and feature declaration for semantic rela-
tions associated with nouns

3.2 Kasper (1997)

At this point we would like to address the approach to modification by Kasper
(1997). He shows that the standard treatment of modification does not correctly
handle modifiers that contain embedded modifiers and he provides a theory of
modification that enables to represent the common meaning shared by different
uses of the same expression as a modifier and a non-modifier.

For nouns such as day in English, which can act as complements (cf. (10a)) as
well as modifiers (cf. (10b)) in syntactic structures, 12 he provides a lexical entry
shown in Figure 7.13

(10) a. Kim enjoyed the day before yesterday.
b. Kim left the day before yesterday.

12The examples in (10) are taken from Kasper (1997, p. 29).
13Note that the architecture of the lexical entry in Figure 7 differs from that used in the standard

HPSG framework of Pollard and Sag (1994). The essential discrepancies concern the MOD and the
RESTR values.
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��������������������

PHON @ day A
HEAD


�������
noun

PRD B
MOD


��� ARG �DCV
CONT 4 � LOCATION 3  

ICONT � INDEX 3

ECONT 4
� ��� ���������

CONT


��� nom-obj
INDEX 1

RESTR � RELN day
INST 1  �����

SPR @ DETP A

����������������������
Figure 7: Description of the noun day according to Kasper (1997, p. 29)

Here the value of the MOD feature contains the feature ARG, which takes
synsem as its value, the feature ICONT (internal content), which takes as its value
the CONTENT value of the modifier’s maximal projection, and the feature ECONT

(external content), whose value is the semantic result of the functor-argument com-
bination. The CONT attribute represents the inherent content that is specified for
the lexical item.

The essential idea of this proposal is to distinguish the inherent meaning of a
word or phrase from its uses in different constructions. In this theory the CONT

attribute of a sign contains only its inherent semantic contribution. According to
this, the CONT value of a noun used in an adverbial context is on par with the CONT

value of this noun when used in a non-adverbial context. However, data such as
those in (11) and (12) seem not to support this theory.

(11) a. Maria
Mary

obejrzała
watched

(cały)
whole

godzinny
one-hour

/ czarno-biały
black and white

/ polski
Polish

/

panoramiczny
wide-screen

/ pełnometrażowy
feature

film.
film

‘Mary watched a (whole) one-hour / black and white / Polish / wide-
screen / feature film.’

b. Maria
Mary

płakała
cried

*(cały)
whole

godzinny
one-hour

/ E czarno-biały
black and white

/ E polski
Polish

/E panoramiczny
wide-screen

/ E pełnometrażowy
feature

film.
film

‘Mary was crying the whole one-hour / E black and white / E Polish /E wide-screen / E feature film.’

(12) a. Jan
John

uszkodził
damaged

asfaltową
asphalt

/ E męczącą
exhausting

drogę.
road

‘John damaged an asphalt / E exhausting road.’
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b. Jan
Jan

spał
slept

całą
whole

tą
this

E asfaltową
asphalt

/ męczącą
exhausting

drogę.
road

‘John was sleeping the whole E asphalt / exhausting trip.’

The (un)acceptability of the sentences above seems to relate to the (in)compati-
bility of lexical meanings contributed by the adjectives and the nouns. The noun
film (‘film’) in (11) and the noun droga (‘way’) in (12) show in (11a) and (11b)
and in (12a) and (12b) respectively different preferences with respect to adjectives
they combine with. Assuming one inherent meaning for a given noun, as Kasper
(1997) does, this phenomenon cannot be explained. The examples in (11) and
(12) seem to indicate that adverbial nouns in (11b) and (12b) introduce a different
lexico-semantic meaning to their non-adverbial counterparts in (11a) and (12a).14

Thus, unlike Kasper (1997), who does not consider these lexical ambiguities,
we find it reasonable to assume different semantic relations for adverbial and non-
adverbial uses of a given noun, that is not to have one fix CONTENT value for each
use of a given noun.

3.3 Problems of Structural Licensing

Given the Lexical Constraint for Licensing Adverbial and non-Adverbial NPs in
Figure 5 and by virtue of the HEAD-ADJUNCT SCHEMA of Pollard and Sag (1994),
phrasal structures containing AdvNPs can be licensed (cf. Figure 8).


���� PHON F odjechał G
SYNS 1


��� LOC


��� CAT � HEAD 5 verb

VAL | SUBJ @ NP
3 A  

CONT 2 � psoa

NUCL & leave

LEAVER 3 '  ����� ����� ������

�������

PHON F ostatniej, nocy G
SYNS


������ LOC


������ CAT � HEAD � noun
CASE gen

MOD: 1 � LOC | CONT 2 �  H 
CONT 6


� npro

INDEX 4

RESTR / � NUCL � night

INST 4

ARG 2  H , & NUCL & last

ARG 4 '�' 1 �� �������� �������� ���������
I J


� PHON F odjechał, ostatniej, nocy G
SYNS | LOC � CAT � HEAD 5

VAL | SUBJ @ NP
3 A  

CONT 6
� ��

Figure 8: Description of the VP odjechał ostatniej nocy (‘left last night’)

The HEAD-FEATURE PRINCIPLE and the HEAD-ADJUNCT SCHEMA ensure
the percolation of the head and subcategorization information along the phrase
structure. However, the determination of the CONTENT value of the mother node
( 6 ) is questionable. According to the SEMANTICS PRINCIPLE of Pollard and Sag

14Note that we do not indent to indicate that a lexical meaning of a given noun is associated with
some syntactic context. The distribution of nouns such as droga (‘way’) with the temporal meaning
is not limited to the adverbial position. These nouns can also act as subjects and complements if their
lexical meaning is compatible with the lexical meaning of the predicate.
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(1994), the CONTENT value of the mother is token-identical to the CONTENT value
of the adjunct daughter. In the case of the VP in Figure 8, this would then be the
CONTENT value of the AdvNP last night. According to our intuition, however, the
entire VP denotes an event rather than a nominal object.

In contrast, working in Davidsonian style, i.e. introducing an event variable
into the semantic representation of verbs15 and assuming an architecture of the
CONTENT value of verbs analogous to that of nouns, 16 we can avoid these techni-
cal and conceptual problems. Thus, in our approach we assume that the CONTENT

value of a verb is an object containing both an (event) index and a semantic restric-
tion of this index (cf. Figure 9).
���������

INDEX 1

RESTR

KLLLLLLM LLLLLLN

�������
psoa

NUCL


����� relation
INST 1

ARG1 index
...
ARGn index

�������
O LLLLLLPLLLLLLQ � �������
�����������

Figure 9: The content structure of verbs in Davidsonian style

Given this, the Lexical Constraint for Licensing Adverbial and Non-Adverbial
Nouns in Figure 5 has to be reformulated. The ARG values of adverbial nouns are
now token-identical to the INDEX value of the modified VP, and the value of the
RESTR feature of an adverbial noun is a union of its own RESTR set and the RESTR

set of the modified VP (cf. Figure 10).!
1
!

2"##############$

�� word

SS


� LOC


� CAT | HEAD noun

CONT � INDEX 1

RESTR % 2 & NUCL & INST 1
... '�')( � �� �� ���� *-,

"##############$

��� word

SS


�� LOC


�� CAT . HEAD . MOD: none

CONT


� INDEX 1

RESTR / 2 � NUCL � INST 1
...
ARG 0  H 21 �� ���� ���� ����� 4
�������

word

SS


����� LOC


����� CAT � HEAD � CASE gen 4 dat 4 acc 4 instr

MOD: & LOC . CONT & INDEX 3

RESTR 4 '�'  - 
CONT


� INDEX 1

RESTR / 2 � NUCL � INST 1
...

ARG 3  H 21SR 4 �� � ����� � ����� ���������

6)777777777777778

6)777777777777778
Figure 10: Lexical Constraint for Licensing Adverbial and Non-Adverbial Nouns

15Cf. Davidson (1967).
16Cf. Van Eynde (1998) or Sag and Wasow (1999) for a similar approach to the representation of

the verbal semantics.
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At this point we will turn to our generalizations about genitive AdvNPs. In
Section 2.2 and Section 2.3 we have mentioned that genitive AdvNPs require a
determiner, a quantifier and/or a modifier. This observation is formalized by means
of the constraint in Figure 11, which says that if a genitive noun modifies an object
then it has either to have a non-empty SPR list or its RESTR set has to contain at
least two psoa objects, one of which is an inherent psoa object introduces by this
noun and the second one is a psoa object associated with an adjective.!

1
!

2"#######$ 
��������
word

SYNS


������ LOC


����� CAT


��� HEAD


� noun
CASE gen
MOD synsem ��

VAL � SPR 1
� ���

CONT � RESTR 2

������� �������� ���������� B2TVU 1 nelist W 2 � psoa, psoa, ... �YX
6)77777778

Figure 11: Restrictions on adverbial genitives

We have also mentioned that genitive AdvNPs occur mainly (or even exclu-
sively) in the singular form. This restriction can easily be integrated into the con-
straint in Figure 11. However, we are based on the assumption that this restriction
is a natural consequence of independent semantic constraints.

Now we are able to reformulate the SEMANTICS PRINCIPLE so that it ensures
the right percolation of semantic information along the structure.

As we have already mentioned, the INDEX value of the entire VP is expected
to be token-identical to that of the head daughter. The collection of all semantic
restrictions on that event is located within the adjunct daughter and is expected to
be present at the mother node. This observation indicates that the RESTR value
of the mother has to be token-identical to that of the adjunct daughter. Thus new
SEMANTICS PRINCIPLE is as follows:

(13) SEMANTICS PRINCIPLE

In a headed phrase, the SYNSEM | LOCAL | CONTENT | INDEX value is
token-identical to that of the head daughter and the SYNSEM | LOCAL |
CONTENT | RESTR value is token-identical to that of the adjunct daughter,
if any, and to the head daughter otherwise.

Note that the SEMANTICS PRINCIPLE in (13) corresponds to two semantic
principles proposed in Sag and Wasow (1999) (cf. (14) and (15)), however it is
formulated in terms of the standard HPSG framework of Pollard and Sag (1994).

(14) SEMANTIC COMPOSITIONALITY PRINCIPLE

In any well-formed phrase structure, the mother’s RESTR value is the sum
of the RESTR values of the daughters.
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(15) SEMANTIC INHERITANCE PRINCIPLE

In any headed phrase, the mother’s MODE and INDEX values are identical
to those of the head daughter.

The SEMANTICS PRINCIPLE as defined in (13) is not only motivated by the
licensing of phrases with AdvNPs as adjunct daughters. Besides all other structures
it will make also accurate predictions about the semantics of NPs, such as a written
book, which cannot be handled properly in the standard HPSG approach without
additional stipulations (e.g. without appropriate lexical rules). It is obvious that this
NP refers to a book object rather than to a writing event. However, the SEMANTICS

PRINCIPLE of Pollard and Sag (1994) will provide an unexpected interpretation of
this NP by identifying the CONTENT value of the entire NP with the CONTENT

value of the adjunct daughter, which refers to the event of writing. In contrast, the
SEMANTICS PRINCIPLE proposed here will ensure identities between the INDEX

values of the mother and the head daughter and between the RESTR values of the
mother and the adjunct daughters, thus licensing the expected denotation of the
entire NP.

By virtue of the SEMANTICS PRINCIPLE in (13) and the the Lexical Con-
straint for Licensing Adverbial and Non-Adverbial Nouns in Figure 10, VPs such
as odjechał ostatniej nocy (‘left last night’) in Figure 12 can be licensed with a
correct syntactic and semantic representation.


�����
PHON F odjechał G
SYNS 1


���� LOC


���� CAT � HEAD 8 verb

VAL | SUBJ @ NP
4 A  

CONT � INDEX 2

RESTR 3 / � NUCL & leave

INST 2

LEAVER 4 '  21 � ������ ������ � �����

���������

PHON F ostatniej, nocy G
SYNS


�������� LOC


��������
CAT � HEAD � noun

CASE gen

MOD: 1 & LOC | CONT & INDEX 2

RESTR 3 '�' �Z�
CONT


�� INDEX 5

RESTR 6

"$ KM N � NUCL & night

INST 5

ARG 2 '  ,� NUCL � last

ARG 5 �[� O PQ\R 3

68 ���� � �������� � ��������
� ���������

I J

��� PHON F odjechał, ostatniej, nocy G

SYNS | LOC


�� CAT � HEAD 8

VAL | SUBJ @ NP
4 A  

CONT & INDEX 2

RESTR 6 ' � �� �����

Figure 12: Description of the VP odjechał ostatniej nocy (‘left last night’)

The genitive noun nocy (‘night’) in Figure 12 is licensed by the Lexical Con-
straint for Licensing Adverbial and Non-Adverbial Nouns in Figure 10. By virtue
of the restrictions on adverbial genitive nouns formulated in the constraint in Fig-
ure 11, the noun nocy (‘night’) must combine with the adjective ostatniej (‘last’).
The genitive NP modifies the verb odjechał (‘left’) via the feature MOD in the
way proposed in Pollard and Sag (1994). Due to the uniform architecture of CON-
TENT value of nouns and verbs and according to the SEMANTICS PRINCIPLE in
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(13), the INDEX value of the entire VP odjechał ostatniej nocy (‘left last night’) is
token-identical with the INDEX value of the head daughter, that is of the verb, and
the RESTR value of the VP is token-identical with the REST value of the adjunct
daughter, that is of the AdvNP.

4 Summary and Outlook

In this paper, we have discussed various aspects of the licensing of adverbial NPs
within the HPSG grammar framework. Based on the results of applying a range of
syntactic and semantic tests to Polish AdvNPs, we have made the generalization
that AdvNPs share syntactic features and the property of referentiality with non-
adverbial NPs but differ from them in selectional properties.

In Section 3 we have provided a lexical principle for licensing adverbial and
non-adverbial nouns, and we discussed problems with the percolation of semantic
information along the complex structures involving AdvNPs in the HPSG approach
of Pollard and Sag (1994). We have finally provided a principle that ensures correct
semantic predictions. By the use of the underspecification-based lexical principle
in Figure 10 and the SEMANTICS PRINCIPLE in (13), the modeling of both ad-
verbial and non-adverbial NPs is enabled without the need for introducing lexical
rules or extending the standard HPSG geometry and without any redundancies in
the lexicon. Our approach shows again that implicational constraints as used in
HPSG, also at the level of the lexicon, are an efficient mechanism for describing
linguistic phenomena.

The above investigations focused on syntactic and compositional-semantic as-
pects of the AdvNP grammar leaving lexico-semantic factors untouched. However,
an additional lexico-semantic treatment of AdvNPs will be needed to exclude over-
licensing.
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Abstract

As usual in the GPSG/HPSG paradigm, (Ginzburg and Sag 2000) treats
pied piping as a nonlocal dependency, just like extraction. This treatment
faces a number of problems, both conceptual and empirical ones. To solve
them, I propose an alternative in which pied piping is treated as a local de-
pendency. This alternative avoids the empirical problems with the nonlocal
treatment, and is conceptually and formally simpler.

1 Introduction

Interrogative wh-clauses contain at least one wh-word. This word can occur in its
canonical position, as in (1), but in many languages, including English, it is more
common to extract it, both in root clauses (2) and in subordinate clauses (3).

(1) You said WHAT ?

(2) What did you say ?

(3) I do not know what she said .

The extracted wh-constituent may be a phrase, as in:

(4) How long are they going to stay ?

(5) I wonder which train we should take .

John Ross coined the term ‘pied piping’ for this phenomenon, suggesting that
the wh-word lures the other words of the phrase away from their canonical position,
in much the same way as the pied piper in the homonymous German fairy tale lured
the rats—and later the children—away from their home town Hameln. A challenge
for the treatment of pied piping is to define what exactly can/must be extracted
along with the wh-word. Compare, for instance, (5) with (6-7).

(6) * I wonder which we should take train.

(7) * I wonder take which train we should .

Apparently, the noun must follow the wh-determiner, but the verb must remain
in situ. Restrictions on pied piping are commonly captured in terms of constraints
on the internal structure of the extracted phrase. Henk van Riemsdijk, for instance,
observed that the extracted phrase is typically introduced by either a wh-word or a
preposition, and modeled this in terms of “a feature percolation approach with the
(not implausible) proviso that percolation of this kind is limited to left branches,
modulo a preceding preposition.” (Van Riemsdijk 1994, 332). This accounts for
the well-formedness of (4-5), since the wh-words are on the left branch of the AP
how long and the NP which train. It also accounts for the fact that the wh-word
may be preceded by a preposition, as in (8-9).

(8) To whom did you send that letter ?

314



(9) I do not know for how long they will stay .

Words of other categories may not precede the wh-word. This accounts for
the ill-formedness of (7), in which it is preceded by a verb, as well as for the
ill-formedness of (10) and (11), in which it is preceded by resp. a noun and an
adjective.

(10) * Friends of whom did they invite ?

(11) * I do not know proud of what we should be .

At the same time, Van Riemsdijk’s observation does not account for the ill-
formedness of (6) and the contrast in (12).

(12) I wonder whose/*whom leaving the room she was referring to .

A recent attempt to provide a more complete and precise account is the HPSG-
based treatment of pied piping in (Ginzburg and Sag 2000), henceforth GS-2000.
It will be presented in section 2, evaluated in section 3 and replaced with an alter-
native in section 4.

2 The nonlocal head-driven treatment of GS-2000

As usual in the GPSG/HPSG paradigm, GS-2000 models extraction and pied pip-
ing in terms of feature sharing. The interrogative clause in I do not know which toy
they gave her , for instance, is analysed as follows.

S[SLASH
���

]� NP[WH
� � �

]

D[WH
� � �

]

which

N[WH
� � �

]

toy

S[SLASH
� � � ]

N

they

VP[SLASH
� � � ]

V[SLASH
� � � ]

gave

N

her

The SLASH feature models extraction (2.1) and the WH feature pied piping
(2.2).

2.1 Extraction

Since the GS-2000 treatment of extraction is head-driven, I start from the head of
the clause, i.e. the verb gave. This is one of the forms of the lexeme give, which is
ditransitive and which, hence, selects three NP arguments.������ lexeme

SYNSEM � LOCAL � CAT � HEAD verb

ARG-ST 	�
 synsem

LOCAL NP � , 
 synsem

LOCAL NP � , 
 synsem

LOCAL NP ��

�������
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The mapping of lexemes onto words is modeled by lexical rules. They may
change the phonological form of the sign, as in the case of gave, as well as its
syntactic and semantic properties. For instance, since gave is finite, the first NP
argument must be nominative. Besides, each of the selected arguments is assigned
a more specific SYNSEM value.

synsem

canon-ss noncanon-ss

pro-ss gap-ss

The objects of type canon(ical)-s(yn)s(em) are overtly realized, whereas those
of type noncan-ss are not. The latter include the unrealized subjects of infinitival
clauses (pro-ss) and the extracted arguments (gap-ss). The last NP in the ARG-ST

value of gave, for example, is of type gap-ss.�������
word

SYNSEM � LOCAL � CAT � HEAD � VFORM finite

ARG-ST 	 �� canon-ss

LOCAL NP � nom �
�� , 
 canon-ss

LOCAL NP � , 
 gap-ss

LOCAL NP � 

��������

How the arguments are realized is spelled out by the ARGUMENT REALIZA-
TION PRINCIPLE (Ginzburg and Sag 2000, 171).

word � ����� SYNSEM � LOCAL � CAT

�� SUBJ �
SPR �
COMPS � � list (gap-ss)

��
ARG-ST � � � � �

� ����
The ARG-ST list is divided in three parts. The members of the first sublist are

realized as subjects, the members of the second sublist as specifiers and the mem-
bers of the third sublist as complements, unless they are extracted. The extracted
arguments are subsumed by a separate constraint which identifies their LOCAL

value with their SLASH value (Ginzburg and Sag 2000, 170).

gap-ss � �� LOCAL
�

SLASH � � 	
��

Since finite verbs have exactly one subject and no specifiers, and since the
COMPS list does not contain the SYNSEM values of extracted arguments, the effect
of these constraints on gave is the following:
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������������������
SYNSEM � LOCAL � CAT

��������
HEAD � VFORM finite

SUBJ � � �
SPR � �
COMPS � � �

���������
ARG-ST 	 � �� canon-ss

LOCAL NP � nom �
�� ,
� 
 canon-ss

LOCAL NP � ,

���� gap-ss

LOCAL � NP

SLASH � � 	
����� 


� �����������������
In words, the first argument is realized as the subject, the second one as a

complement, and the third one is stored in the SLASH value. The latter is inherited
by the head of the extracted argument, i.e. the verb. This is modeled by the SLASH

AMALGAMATION CONSTRAINT (Ginzburg and Sag 2000, 169).

word � /
�� SYNSEM � SLASH � � . . . � �

ARG-ST � [SLASH � ], . . . , [SLASH � ] �
��

The SLASH value of the verb is, hence, the union of the SLASH values of its
arguments. Since the SLASH values of the locally realized arguments are the empty
set, this implies that the SLASH value of gave is identical to the one of its third
argument.�������������������

SYNSEM

��������� LOCAL � CAT

����� HEAD � VFORM finite

SUBJ � � �
COMPS � � �

� ����
SLASH � 	 � � 	 � � � 	

� ��������
ARG-ST 	 � ����� canon-ss

LOCAL NP � nom �
SLASH � 	

� ���� ,
� ���� canon-ss

LOCAL NP

SLASH � 	
� ��� ,

���� gap-ss

LOCAL � NP

SLASH � � 	
� ��� 


��������������������
Given the GENERALIZED HEAD FEATURE PRINCIPLE (GHFP), which stipu-

lates that the SYNSEM value of a phrase is—by default—identical to the one of its
head daughter, the SLASH value of the verb is identified with the one of the VP and
the one of the S. The latter is then combined with an extracted wh-phrase which
has the same LOCAL value as the one of the gap. This excludes combinations in
which these values do not match, as in on which toy they gave her .
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2.2 Pied piping

Returning now to pied piping, GS-2000 starts from the assumption that it is an
unbounded dependency, just like extraction. This is motivated by the fact that ex-
tracted wh-words can be arbitrarily deeply embedded in the phrases which contain
them, as in (13-14).

(13) Whose cousin’s friend’s dog is she going to buy ?

(14) How much smarter (than Paul) do you think she really is ?

In terms of the notation, this implies that the feature which models pied piping
(WH) is a nonlocal feature, just like SLASH. Moreover, the propagation of its value
is modeled by a constraint which closely resembles the one for slash amalgamation.
It is called the WH-AMALGAMATION CONSTRAINT and spelled out as follows
(Ginzburg and Sag 2000, 189).

word � /
�� SYNSEM � WH � � . . . � �

ARG-ST � [WH � ], . . . , [WH � ] �
��

The WH value of a word is the union of the WH values of its arguments.1 For
example, the WH value of the noun toy in I wonder which toy they gave her is
nonempty since it has an argument with a nonempty WH value.2 Given the GHFP,
this value is shared between the common noun and the NP. This treatment also
copes with pied piping in PPs, as in:

(15) I do not know with which toy they were playing .

The WH value of the preposition includes the one of its NP argument, because
of the WHAC, and is shared with the PP, because of the GHFP.

Besides the similarities with extraction there are some differences. Notice, for
instance, that pied piping is restricted by a ‘leftmost-modulo-preceding-preposition’
constraint, while extraction is not. To model this GS-2000 adds two constraints
which only apply to pied piping. The first is the WH-CONSTRAINT: “Any non-
initial element of a lexeme’s ARG-ST list must be [WH � � ].” (p. 189). This
accounts for the contrast in:

(16) I do not know whose friends they invited .

(17) * I do not know the friends of whom they invited .

1In situ wh-words have the empty set as their WH value. This is logical, for since they are not
extracted, they do not trigger pied piping.

2The constraint is formulated as a default, since it is overridden by the extracted wh-words them-
selves: the WH value of which, for instance, is nonempty, even though it does not take any arguments.
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Assuming that the lexeme friend selects two arguments, of which the first is a
determiner and the second a PP[of ], the WHC requires the WH value of the PP to
be the empty set. This, in combination with the requirement that the WH value of
an extracted phrase must be nonempty, accounts for the ill-formedness of (17). By
contrast, (16) is not ill-formed, since the WH value of the first argument need not
be empty. The second constraint is the WH-SUBJECT PROHIBITION (p. 189).

word � 
 SYNSEM � LOCAL � CAT � SUBJ list

���
WH � 	���� �

Assuming that the first argument of the verbal gerund in (18) is realized as a
subject, this accounts for:

(18) * I wonder whom leaving the room she was referring to .

In short, pied piping is treated along the same lines as extraction, i.e. as an
unbounded dependency whose constraints are modeled in a lexicalist head-driven
way.

3 An evaluation of the nonlocal head-driven treatment

This section provides an evaluation of the nonlocal treatment of pied piping in GS-
2000. I will demonstrate that the treatment of pied piping in NPs and APs relies
on the stipulation of poorly motivated lexical rules (3.1) and on the postulation of
nonbranching phrase structure rules (3.2), and that there are empirical problems
with the treatment of pied piping in PPs (3.3) and in NPs with a predeterminer
(3.4).

3.1 Poorly motivated lexical rules

Since the WH-CONSTRAINT applies to lexemes, rather than to words, its effect
can only be measured if one also takes into account the rules which map lexemes
onto words. These rules play, in fact, a crucial role in the treatment of pied piping
in NPs and in APs, as will now be illustrated first for the nouns and then for the
adjectives.

Typical of the common noun lexemes is that they have a determiner in the first
position of their ARG-ST list (Ginzburg and Sag 2000, 190).���� cn-lx

SYNSEM � LOCAL � CAT � HEAD noun

ARG-ST � DET
� � �

� ���
The addition of information which is specific for the various forms of the lex-

eme, is left to the lexical rules. One of them is the SINGULAR ATTRIBUTIVE
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NOUN LEXICAL RULE. It stipulates that the first argument of a singular nonpred-
icative noun is realized as a specifier and that the noun’s SUBJ list is empty (p.
190).

cn-lx ����� ��������������
word

SYNSEM � LOCAL � CAT

��������
HEAD 
 AGR � NUM sg

PRED – �
SUBJ � �
SPR � � �

� �������
ARG-ST � � � � �

� �������������
Another such rule is the SINGULAR PREDICATIVE NOUN LEXICAL RULE,

which stipulates that the determiner on the ARG-ST list of a singular predicative
noun is preceded by an NP which is realized as a subject (p. 409).

cn-lx ����� ��������������
word

SYNSEM � LOCAL � CAT

��������
HEAD 
 AGR � NUM sg

PRED + �
SUBJ � � �
SPR � � �

� �������
ARG-ST � � , � � � �

� �������������
The determiner, hence, becomes the second argument, but since the addition

of the subject takes place in the mapping of the lexeme onto the word, rather than
in the lexeme itself, it is not subsumed by the WHC. This accounts for the well-
formedness of (19).

(19) I do not know whose suitcase this might be .

Technically, these rules get the facts right, but the problem is that they simulta-
neously capture two distinctions which are mutually independent, i.e. the number
distinction, on the one hand, and the distinction between attributive and predicative
nouns, on the other hand. This implies that one needs another pair of lexical rules
for the plural nouns. Such redundancy is, of course, undesirable, but—within the
confines of the GS-2000 system—it is unavoidable, for if the subject were already
present in the lexeme, the WHC would erroneously rule out (19), and if the subject
is introduced in the mapping of lexemes onto words, then it cannot be but tied to a
rule which simultaneously deals with inflection.

A similar problem holds for the adjectives. Their lexemes have an NP as the
first element on their ARG-ST list which has to be realised as a subject (p. 197).
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This subject is subsumed by the WHSP and since the other arguments are sub-
sumed by the WHC, the WH value of the adjectives is invariably the empty set.
This, however, is too restrictive, as shown by (20).

(20) I do not know how happy they really are .

To repair this, GS-2000 adds a lexical rule which introduces a determiner in
the ARG-ST list of the gradable adjectives. The rule is not spelled out and does
not even have a name, but from the examples it can be inferred that it requires
the extra argument to be realized as a specifier and to share its WH value with the
adjective. The degree marker how in (20), hence, shares its nonempty WH value
with the adjective happy. In this way, the WHC is circumvented, for since the
addition of the specifier takes place in the mapping of the lexeme onto the word,
its non-initial position does not matter. However, while its expediency is beyond
doubt, the lexical rule suffers from the same defect as those for the common nouns:
it simultaneously captures two distinctions which are mutually independent. More
specifically. whether an adjective is gradable and how it is inflected are unrelated
issues. This has no practical consequences for English, in which the adjectives are
not inflected anyway, but for languages with adjectival inflection, such as Dutch
and German, it causes a sizable amount of redundancy, since the gradable adjec-
tives in these languages inflect in exactly the same way as the nongradable ones.

Besides the redundancy, there is the problem of the arbitrarity of these lexical
rules. Notice, for instance, that the requirement of a specifier is introduced by a
lexical rule in the case of the adjectives, whereas it is part of the lexemes in the
case of the common nouns. Conversely, the requirement of a subject is part of the
lexemes in the case of the adjectives, whereas it is introduced by a lexical rule in
the case of the nouns. These differences are made to get the right results for pied
piping, but are not motivated by any other facts or considerations. On the contrary,
they obscure the fact that the distinction between attributive and predicative uses
applies in the same way to NPs and APs.

3.2 Nonbranching phrase structure rules

Specifiers of nouns and adjectives can be left unrealised, as in friends of my sister
and proud of his country. A natural way to model this is to mark their presence on
the SPR list and the ARG-ST list as optional. This, however, cannot be done, since
it would leave us with no account for the ungrammaticality of (21).

(21) * I do not know friends of whom they have invited .

If the determiner is absent from the noun’s ARG-ST list, the postnominal PP
takes the first position, so that it is no longer subsumed by the WH-CONSTRAINT.
To avoid this, the determiner must figure in the noun’s ARG-ST list, and hence in its

321



SPR list, also if it is left unrealized. This in turn implies that one needs a separate
phrase structure rule for the vacuous expansion from NP to N’ (p. 191).3��������������

bare-nom-ph

SYNSEM � LOCAL � CAT � SPR � �

DTRS 	 � ����� SYNSEM � LOCAL � CAT

����� HEAD noun

SPR 	 �� LOCAL � CAT � HEAD det

WH � 	
�� 

� ����
� ���� 


HEAD-DTR
�

���������������
This saves the analysis, for since the absent specifier has the empty set as its

WH value, and since the WH value of the PP complement is empty (because of
the WHC), it follows that (21) is excluded. At the same time, though, the use
of nonbranching rules introduces a level of arbitrarity in the grammar which is
difficult to reconcile with the goals of a constraint-based lexicalist grammar. This
is implicitly acknowledged in GS-2000, since it intentionally avoids the vacuous
expansion from X’ to X in the treatment of intransitive words, contrary to earlier
versions of HPSG (Ginzburg and Sag 2000, 34).

3.3 Problems with PPs

If a preposition takes only one argument, this argument is, by definition, the first
element on the ARG-ST list and, hence, exempt from WHC. Moreover, if the argu-
ment is realised as a complement, as in the case of the case marking prepositions,
it is also exempt from the WHSP. This accounts for the grammaticality of (22).

(22) I wonder to whom they gave the money .

Predicative prepositions, by contrast, have another NP on their ARG-ST list
which is realized as a subject (p. 196). Since this NP is part of the ARG-ST list of
the lexeme, the NP complement is subsumed by the WHC, so that the following
sentences are predicted to be ill-formed.

(23) I wonder in which countries they have been .

(24) I wonder with whom she will prefer to be .

GS-2000 sees this as an asset, but most speakers do not regard these sentences
as ill-formed. Even if they prefer the variant with a stranded preposition, they do
not go as far as calling (23-24) ungrammatical.

3In the same vein, one needs a separate rule for the vacuous expansion from AP to A’ (Ginzburg
and Sag 2000, 198).
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Another complication concerns the prepositional projections with a specifier,
such as the adverbs in just before the war and right under the table. If the specifier
contains a wh-word, it triggers pied piping, as in (25).

(25) How long before the departure do we have to be ready ?

Modeling this in the GS-2000 system inevitably leads to problems, for if the
specifiers of prepositions are included in the ARG-ST list of the prepositional lex-
emes, their NP complements are subsumed by the WHC, which implies that the
following sentences are erroneously rejected as ungrammatical.

(26) I wonder after which party Poirot met Maigret .

(27) I wonder under which table Lee is hiding his toys .

Alternatively, if the specifiers are introduced by a lexical rule, as in the case
of the gradable adjectives, the NP complements are the first arguments, so that the
following sentences are erroneously accepted as well-formed.

(28) * I wonder just after which party Poirot met Maigret .

(29) * I wonder right under which table Lee is hiding his toys .

Moreover, whichever way the specifier is treated, since it is invariably optional,
we will need a nonbranching phrase structure rule for the vacuous expansion from
PP to P’.

3.4 Problems with predeterminers

In the examples discussed so far the extracted APs were either predicative or adver-
bial. They can also be extracted, though, when they are in a prenominal position,
as in (30).

(30) I wonder how big a risk they are prepared to take .

An unusual property of this combination is that the AP precedes the article.
This implies that it cannot be the specifier of the noun, but at the same time it
cannot be its subject either, since the NP is nonpredicative, and it cannot be its
complement, since it precedes the noun. To bring it in line with the rest of the
analysis, GS-2000 assumes that the AP is not a dependent of the noun, but of the
article. More specifically, how big is treated as the first and only argument of the
article (p. 200). It is realised as its specifier and, hence, exempt from both the
WHC and the WHSP, so that it passes on its WH value to the article, from where it
is passed on to the DetP and the NP.
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NP[SPR ��� ]� DetP[SPR ��� ]�
AP[SPR ��� ]

� Det

how

A[SPR � � � ]

big

Det[SPR �
�
� ]

a

N[SPR � � � ]

risk

The problem with this treatment is that how big a does not pass any of the
usual constituency tests. It never occurs on its own and if the AP is moved to a
postnominal or predicative position, it does not take the article along.

(31) This is too big a risk to take .

(32) a. This is a risk too big to take .

b. * This is risk too big a to take .

(33) a. For him, a risk is never too big to take .

b. * For him, risk is never too big a to take .

Since too takes the same position in these APs as how in (30), this strongly
suggests that the article in how big a risk combines with the noun to its right, rather
than with the AP to its left. However, if this more plausible structure is adopted,
the GS-2000 constraints no longer provide the result we need, since the WHAC
does not foresee that a saturated NP can inherit the WH value of a prenominal AP.

3.5 Summing up

The nonlocal head-driven treatment of GS-2000 relies on poorly motivated lexical
rules and nonbranching phrase structure rules to model pied piping in NPs and
APs (3.1 and 3.2), it makes false predictions about pied piping in PPs (3.3), and it
presupposes a highly implausible structure for NPs with predeterminers (3.4).4

4 A local functor-driven treatment

For the development of an alternative, I start from the assumption that pied piping is
a local dependency, rather than an unbounded one. The fact that a wh-word can be
arbitrarily deeply embedded in an extracted phrase, as in (13-14), does not provide
conclusive evidence against a local treatment, since the kind of propagation which
it involves is not fundamentally different from the iterative propagation which is
assumed in the treatment of other phenomena which are standardly regarded as
local, such as subject raising.

(34) There seems to have been some misunderstanding.

4There is also a wrinkle in the formalization: the WH-CONSTRAINT is the only constraint in
GS-2000 which is not cast in TFS terms.
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The existential been requires the pronoun there as its subject, but this require-
ment is not locally satisfied. Instead, it is passed on via the auxiliary have and the
complementizer to to the finite verb seems, and it is only at that point that the re-
quirement is satisfied. The subject NP can, hence, be arbitrarily far removed from
the predicate by which it is selected, but this is not seen as evidence for a nonlo-
cal treatment. Instead, the SUBJ feature is part of the LOCAL

�
CAT values, and its

content is passed on in an iterative manner from the lower to the higher predicates.
In much the same way, it is possible to deal with the arbitrarily deep embeddings
of wh-words in extracted phrases. To model this I adopt another strategy than GS-
2000. Instead of introducing a device which overgenerates (the WhAC) and then
adding constraints which reduce it (WhC and WhSP), I employ a device which
undergenerates (4.1) and then add some ways to enhance it (4.2 and 4.3).

4.1 Functors

Several of the problems with the GS-2000 treatment can be traced back to the anal-
ysis of the specifiers, especially to the fact that they are selected by a lexical head.
This not only necessitates the postulation of nonbranching phrase structure rules for
NPs and APs (3.2), it also leads to unsolved problems in PPs (3.3), and it indirectly
enforces the assignment of an implausible structure to nominals with predetermin-
ers (3.4). To avoid these complications I drop the assumption that specifiers are
selected by a lexical head. This does not cause any substantial loss of expressive
power, since the co-occurrence restrictions which hold between a specifier and its
head can be captured anyway in terms of the HEAD

�
SPEC feature of the specifier.

If the specifiers are no longer selected by their head, their treatment closely
resembles the one of the adjuncts and the markers, as defined in (Pollard and Sag
1994). In fact, the remaining differences concern the part of speech; while the
adjuncts belong to substantive parts of speech (N,V,A,P), the specifiers belong to
functional parts of speech (Determiner, . . . ), and the markers to a specific func-
tional part of speech (Marker), which includes the complementizers and the coor-
dinating conjunctions. This, however, is a weak basis for distinguishing between
syntactic functions, since those functions are intended to capture cross-categorial
generalizations. In the head-complement combination, for instance, both the head
and its complement(s) can belong to any part of speech. To achieve the same level
of cross-categorial generalization in the treatment of specifiers, adjuncts and mark-
ers, (Van Eynde 1998) introduced the head-functor type of combination. It covers
all combinations in which the nonhead daughter selects and precedes its head. To
spell it out I first redefine the objects of type category.
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�������������
cat

HEAD 
 part-of-speech

SELECT canon-ss � none�
MARKING marking

SUBJ list
�
synsem �

COMPS list
�
synsem �

� ������������
marking

unmarked marked

The HEAD value contains the feature SELECT which models the selection of
the head sister. Its value is either an object of type canon-synsem or none.5 The
SPR feature has been eliminated, since the specifiers are no longer selected by their
head, and the MARKING feature, familiar from PS-94, has been re-introduced. The
hierarchy of its values is language specific, but it minimally includes the types
marked and unm(arked).

Functors can now be defined as signs which select their head sister and which
share their MARKING value with the mother.����������

hd-fun-ph

SYNSEM � LOCAL � CAT � MARKING
� marking

DTRS 	 
 SYNSEM � LOCAL � CAT 
 HEAD � SELECT
�

MARKING
� � � , � 


HEAD-DTR � � SYNSEM
�

synsem �

� ���������
Prototypical examples of functors are the prenominal dependents. Assuming

that the prenominals select an unmarked nominal as their head sister and that their
MARKING value is of type unmarked in the case of adjectives and of type marked
in the case of determiners, one gets the following analysis for his many beautiful
pictures.

N[marked]

D[marked]

his

N[unmarked]

A[unmarked]

many

N[unmarked]

A[unmarked]

beautiful

N[unmarked]

pictures

This allows the stacking of prenominal adjectives, but it excludes such ungram-
matical combinations, as beautiful his pictures and the his pictures. It also excludes
the him and every who, if one makes the plausible assumption that pronouns are
inherently marked.

5The SELECT feature replaces the MOD and SPEC features of PS-94.
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Superficially, the distinction between marked and unmarked nominals corre-
sponds to the one between [SPR ��� ] and [SPR � XP � ]. However, since the hierar-
chy of MARKING values can be extended with subtypes, and since these (sub)types
can be enriched with further features, it provides a more flexible way to capture
finer-grained distinctions, as demonstrated in Alleganza’s treatment of Italian NPs
(Allegranza 1998) and in Van Eynde’s treatment of Dutch NPs (Van Eynde 2003).
The latter, for instance, adds a feature for marking syntactic definiteness, thus cap-
turing the fact that the definiteness value of an NP equals the one of its determiner.

Returning to the treatment of pied piping, I will assume that the appropriate
locus for the WH feature is in the objects of type marking.

MARKING
� WH wh � wh

negative positive

I also redefine the WH feature as boolean: negative corresponds to the empty set
of GS-2000, positive to the nonempty set, and the underspecified wh to the set with
an optional member. Employing this feature, we can now express the constraint
that the nonhead daughter in a wh-interrogative clause (wh-int-cl) must be a sign
with a positive WH value.����� wh-int-cl

DTRS

� � SYNSEM � LOCAL � CAT � MARKING � WH positive � , � �
HEAD-DTR

�
������

Next, I assume that all words are negatively marked for WH in the lexicon,
except for the wh-words, i.e. the pronominal what, who(m), whose, the adjectival
which and the adverbial why, where, when, how. They are inherently marked and
receive the underspecified value wh.����������

word

SYNSEM � LOCAL

���� CAT � MARKING 
 marked

WH wh�
CONTENT parameter

�����
ARG-ST � �

� ���������
As such, they are compatible with the constraint above and, hence, admissible

in the clause initial position. At the same time, they are also compatible with
a negative WH value, which implies that they can be used in situ. In (35), for
instance, the underspecified WH value of what is resolved to positive and the one
of whom to negative.

(35) I wonder what she said to whom.
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If the extracted constituent is a phrase rather than a single word, the constraint
on wh-interrogatives is satisfied, if the phrase has a wh-word as its functor. More
specifically, since a phrase shares its MARKING value with its functor daughter, and
since the WH feature is part of the MARKING value, it follows that the WH values
propagate from functor to mother, as in:

S[SLASH
� �

]�
NP[MARKING � ]

N[MARKING � [marked, WH pos]]

whose

N[unm]

friends

S[SLASH
� � �

]

did they visit

Other wh-words which are used as functors include the pronominal determin-
ers in what color and whose leaving the room, the adjectival determiner in which
table and the degree adverb in how quick(ly). Functors with a negative WH value,
by contrast, make the entire phrase negatively charged. This is, for instance, the
case for the the pronominal determiners in this color and his leaving the room, the
adjectival determiner in every bike and the degree adverb in too quick(ly).

Since functors may be phrasal, they can contain another functor, so that the
MARKING value—and hence the WH value—of the extracted phrase equals the one
of its functor’s functor, as in the following NP.

S[SLASH
���

]�
NP[MARK � ]

AP[MARK � ]

A[MARK � [marked, WH pos ]]

how

A[unm]

much

N[unm]

sand

S[SLASH
� � �

]

do you need

The iterative propagation of the MARKING value can also be observed in ex-
tracted APs and PPs, as in:

(36) I wonder how much more likely Kim is to do that.

(37) How long before the departure do we have to be ready ?

The fact that the wh-word can be arbitrarily deeply embedded in the extracted
phrase is, hence, dealt with in a strictly local manner.

It may be worth stressing that the WH value is propagated directly from the
functor daughter to the mother, without mediation of the lexical head. This is not
only formally simpler, it also avoids overgeneration. To see this, let us suppose,
for the sake of the argument, that the WH values are propagated via the head. In
that case, the common nouns, the gerunds and the gradable adjectives and adverbs
must all be assigned the underspecified value wh in the lexicon, since they may end
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up in the company of a positively specified functor. As a consequence, if there is
no functor, as in friends, quick(ly) and leaving, the WH value remains underspeci-
fied, so that they are erroneously licensed as nonhead daughters in wh-interrogative
clauses. This complication does not arise in the functor treatment, for since all
words which are not wh-words receive the negative WH value, they cannot pass on
a positive WH value to the phrases which they head.

4.2 Pied piping in PPs

For the treatment of pied piping in PPs we need an extra device.

(38) I do not know to whom they sent that letter .

(39) For how long are they going to stay ?

The pronoun whom and the AP how long must share their positive WH value
with the PP, but since they are not functor daughters, the propagation has to be
modeled in some other way. For this purpose, I add the constraint that PPs share
the WH value of their complement daughter.��������������

hd-comp-ph

SYNSEM � LOCAL � CAT 
 HEAD prep

MARKING � WH
� �

DTRS

� � , � SYNSEM � LOCAL � CAT � MARKING � WH
� � �

HEAD-DTR
� �� word

PHON list
�
form �

��

���������������
Also here, the WH value is passed on directly from the complement to the

mother without mediation of the lexical head. This is motivated by the same con-
sideration as in the case of the functors: if the preposition were to share the WH

value of its complement, its own WH value would have to be underspecified, so
that prepositions without complement would erroneously be admitted in the clause
initial position of a wh-interrogative.

In contrast to the functors, the complements of prepositions do not share the
entire MARKING value with the mother, but only the WH value. Otherwise, a PP
with a marked NP complement, such as after the party, would be marked, and,
hence, incompatible with a functor which requires an unmarked PP, as in just after
the party.

The reason for including the PHON value of the preposition in the constraint is
that it provides the means to express the intuition that there is a correlation between
the phonological substance of the preposition and the felicity of pied piping. Many
speakers, in fact, consider pied piping more felicitous if the lexical stress is on the
first syllable of the preposition, as in at and after, than if it is on another syllable,
as in before and beside.
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(40) I do not remember at/after/?before which party she met him .

(41) I do not know on/under/?beside which table he put the box .

This intuition can be captured by a constraint on the PHON value of the prepo-
sition.

4.3 Some special cases

A combination which deserves some special attention is the one with a predeter-
miner, as in how big a house. Assuming that the prenominal AP is not a dependent
of the article, but of the NP as a whole (see 3.4), this is a combination of a marked
AP with a marked NP.

NP[MARK � ]

AP[MARK � ]� [marked, WH pos]

how

A[unmarked ]

big

NP[MARK
�

]�
[marked, WH neg]

a

N[unmarked]

risk

Most properties of this construction are accounted for by the functor analysis.
The functor status of how accounts for the fact that it shares its MARKING value—
and hence its WH value—with the AP and the functor status of the article accounts
for the fact that it shares its MARKING value with the lower NP. The functor treat-
ment also accounts for the ill-formedness of a how big house, for since the addition
of the marked AP yields a marked NP, the latter is not compatible with the article,
which requires an unmarked nominal.

What is not accounted for, however, is the fact that the higher NP shares its
MARKING value with the AP. More specifically, it is not possible to treat the AP
as a functor which selects a marked NP as its head, for since the SELECT value of
the functor is shared with the one of its head daughter (big), the latter would be
stipulated to require a marked NP as well, which is wrong. Instead, prenominal
adjectives require an unmarked nominal, as illustrated by the contrast between a
big house and * big a house. It is only when the adjective is preceded by a marked
functor, such as how, so, too, that it combines with a marked NP. We are, hence,
dealing with a combination which cannot be modeled in terms of lexical selection.
For this reason, I model it in terms of a separate type of headed phrase with the
following properties.
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AP-NP-ph

SYNSEM � LOCAL � CAT � MARKING
�

marked

DTRS 	 ���� phrase

SYNSEM � LOCAL � CAT 
 HEAD adj

MARKING
� �
����� , � 


HEAD-DTR
�
��������������
phrase

SYNSEM � LOCAL

����������� CAT

��������
HEAD 
 noun

NUM sg �
MARKING

�� marked

DEF indef

WH neg

��
� �������

CONTENT parameter

� ����������
� �������������

� ���������������������������
Phrases of type AP-NP-ph have a marked AP as their nonhead daughter, and

share their MARKING value—and hence their WH value—with that AP. The head
daughter is an NP and is subject to a host of restrictions. The requirement that it be
singular and marked excludes combinations with plural and determinerless NPs,
as in too big houses and how warm water, the indefiniteness requirement excludes
combinations with a definite determiner, as in how big this house, the requirement
for a negative WH value excludes the combination with extracted interrogatives,
as in too big which house, and the requirement for an NP of type parameter ex-
cludes combinations with quantified NPs, as in so big some house. Finally, the
requirement that the head be phrasal excludes the combination with a pronoun, as
in too big anyone. The net result is that the NP must be introduced by the indefinite
article.6

In this construction-based treatment of the AP-NP combination, neither daugh-
ter selects the other. Instead, all relevant restrictions are spelled out in the definition
of the phrase type, including the sharing of the MARKING—and hence the WH—
value. For this reason, it is not necessary to assign a special status to the predeter-
miners in the treatment of pied piping, since their idiosyncracy is already captured
on a more general level.

Another construction which requires some special attention is the one with the
possessive clitic ’s, as in whose brother’s bike. To account for the possibility of pied
piping the higher NP must share the WH value of the pronoun whose. This is partly
covered by the functor treatment. More specifically, since whose is the functor in
the lower NP whose brother, the latter inherits the MARKING value—and hence the
WH value—of the pronoun. Similarly, since whose brother’s is the functor in the
higher NP whose brother’s bike, the latter inherits the MARKING value—and hence

6In this construction the indefinite article is not used as a quantifier. In fact, most uses of the
indefinite article are not quantificational, see Discourse Representation Theory.
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the WH value—of the possessive phrase. What the functor treatment does not ac-
count for, though, is for the combination of the possessive clitic with the lower
NP. Treating the lower NP as the functor in whose brother’s would be implau-
sible, since it would imply that its head (brother) lexically selects the possessive
clitic. Further evidence against this treatment is provided by such combinations
as a man’s pride and people’s habits. The lower NPs in these combinations are
indefinite or unmarked, but the higher NPs are inherently marked and definite, just
like his pride and my habits. It is clear then that the lower NP had better not be
treated as a functor. As an alternative, I adopt a construction-based treatment for
the combination of the possessive clitic with a preceding NP.����������������������������

NP-POSS-ph

SYNSEM � LOCAL � CAT

������� HEAD � SELECT � LOCAL � CAT 
 HEAD noun

MARKING unmarked�
MARKING 
 marked

WH
� �

��������
DTRS 	�
 SYNSEM � LOCAL � CAT 
 HEAD noun

MARKING � WH
� � � , � 


HEAD-DTR
� �������

word

SYNSEM � LOCAL � CAT 
 HEAD noun

MARKING marked �
ARG-ST � �

� ������

� ���������������������������
The clitic is the head daughter. It is a reduced possessive pronoun, comparable

to the reduced personal pronoun in let’s dance. Just like the other pronouns, it is
inherently marked and it does not take any arguments. The nonhead daughter is an
NP which shares its WH value with the mother. The latter, in its turn, is a functor
which selects an unmarked nominal as its head. Given the GHFP, this SELECT

value is shared with the clitic. The details of the propagation can be read off the
following structure.

NP[MARK
�

]

NP[MARK
�

[marked, WH � ]]

NP[MARK � ]

N[MARK � [marked, WH � pos]]

whose

N[unm]

brother

N[MARK marked]

’s

N[unm]

bike

The lowest NP shares its MARKING value with the pronoun whose, the highest
NP shares it with the possessive phrase, and the sharing of the WH value between
the lowest NP and the possessive phrase is modeled by NP-POSS-ph.
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It may be worth adding that the construction-based treatment of the AP-NP
and NP-POSS combinations is not only motivated by the fact that they are not
amenable to a purely lexicalist treatment, but also by the fact that they display un-
usual properties. In this respect, they are comparable to the inversion construction,
which—at least in English—is so idiosyncratic that it is commonly assumed to
require treatment in terms of a separate type of phrases, see PS-94.

4.4 Summing up

This concludes the survey of the ways in which positive WH values can be prop-
agated. Together, they suffice to allow all the well-formed cases of pied piping in
English wh-interrogatives.7 At the same time, they are sufficiently restrictive to
disallow the ill-formed ones. To show this, let us take another look at the ungram-
matical sentences which were used in the previous sections.

(42) a. * I do not know (the) friends of whom they have invited .

b. * I do not know proud of what we should be .

c. * I wonder take which train we should .

d. * Stay how long are they going to ?

e. * I wonder whom leaving the room she was referring to .

(43) a. * I wonder just after which party Poirot met Maigret .

b. * I wonder right under which table Lee is hiding his toys .

(44) * I wonder which we should take train.

The ill-formedness of the examples in (42) is due to the fact that nouns, ad-
jectives and verbs are negatively specified for WH. This implies that their phrasal
projections are also negatively specified, unless they are preceded by a nonhead
daughter with a positive WH value. This can be a functor, a predeterminer or a pos-
sessive phrase, but not a complement, as in (a-c), an adjunct, as in (d), or a subject,
as in (e). The examples in (43) are ill-formed, since the PPs contain a functor with
a negative WH value, and the ungrammaticality of (44) follows from the fact that
the synsem objects which are selected by functors must be of type canon-ss, which
excludes the type gap-ss.

5 Conclusion

To model the pied piping in interrogative clauses GS-2000 proposes a nonlocal
head-driven treatment. This treatment has a number of drawbacks: It relies on
poorly motivated lexical rules and nonbranching phrase structure rules, it makes

7Other languages may be more or less restrictive than English. German, for instance, allows pied
piping in infinitival VPs, as in Ich weiss nicht, wen zu überzeugen er sich vergeblich bemühte .
This can be modeled along the same lines as the pied piping in English PPs, i.e. by allowing the
VP[zu-inf ] to share the WH value of its first complement daughter.
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false predictions about pied piping in PPs, and it presupposes an implausible struc-
ture for NPs with predeterminers. To solve these problems I have proposed an
alternative in which pied piping is treated as a local dependency. Technically, the
WH feature is integrated in the CATEGORY objects, and the propagation of its val-
ues is modeled by constraints which are independently needed for the treatment of
other phenomena, such as the sharing of the MARKING value in phrases of type
head-functor. The resulting treatment has no separate constraints for the propaga-
tion of WH values (such as the WhAC, the WhC and WhSP), it has no nonbranching
phrase structure rules, and it does not rely on lexical rules.8
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Abstract

The principal aim of this paper is to present a comprehensive theory of co-
ordination of unlikes, i.e., a theory that is capable of dealing with every phe-
nomenon resulting from coordination of unlikes. The proposed theory ac-
counts not just for standard cases of coordination of unlike arguments and
coordination of unlike functors but also for cases involving single-conjunct
agreement and what will be called each-conjunct agreement. In the course
of the argumentation, it is also shown that, even in a language like English,
predicate-argument agreement needs to be described in terms of a relational
constraint that is not simply an identity requirement.

1 Introduction

The principal aim of this paper is to present a comprehensive theory of coordination
of unlikes, i.e., a theory that is capable of dealing with every phenomenon resulting
from coordination of unlikes.

Coordination of unlikes is a type of coordination in which the conjuncts do
not belong to the same syntactic category, and is exemplified by the following
sentences.

(1) Stupid or a liar is what Pat is.
(from Munn (2000))

(2) Sie
she

hat
has

Karl
Karl

gefunden
found

und
and

geholfen.
helped

‘She found and helped Karl.’
(from Pullum and Zwicky (1986))

(1) involves coordination of an AP (stupid) and an NP (a liar). This example makes
it clear (pace Maxwell III and Manning (1996), Crysmann (2003), and Beavers and
Sag (2004)) that there are cases of coordination of unlikes that cannot be explained
away as cases of conjunction reduction. (2) involves coordination of a verb sub-
categorizing for an accusative object (gefunden) and a verb subcategorizing for a
dative object (geholfen).

Most previous theories of coordination of unlikes are more or less successful in
dealing with examples like (1) and (2), but none of them can be said to be capable
of dealing with every phenomenon resulting from coordination of unlikes, as will
be shown below.

I will start with reviewing some of the previous theories, with a view to famil-
iarizing ourselves with the kinds of pitfalls that a comprehensive theory of coordi-
nation of unlikes needs to circumvent, and then will go on to present an alternative
theory.
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is stupid or a liar
VP/(NP∨AP) AP (X\X)/X NP

NP∨AP NP∨AP
(NP∨AP)\(NP∨AP)
NP∨AP

VP

Figure 1: Coordination of unlike arguments in Bayer’s theory

2 Problems with previous theories

2.1 Bayer (1996)

I will first review Bayer’s theory of coordination of unlikes (Bayer (1996)) here be-
cause his is arguably one of the most well-developed of the theories of coordination
of unlikes that have been proposed in the literature, and it is also the only theory
of coordination of unlikes that is equipped with an explicit account of right-node
raising.

Bayer’s theory is couched in the terms of Lambek Categorial Grammar; the
way it generates a VP of the form is stupid or a liar is illustrated in Figure 1. In his
theory, a string belonging to the syntactic category AP also belongs to the syntactic
category NP∨AP (because if something is an AP, we know that it is either an NP or
an AP, intuitively speaking); likewise, a string belonging to the syntactic category
NP also belongs to the syntactic category NP∨AP (because if something is an NP,
we know that it is either an NP or an AP). Given this setting, what appears to be
coordination of unlikes turns out not to be coordination of unlikes after all; in the
example depicted in Figure 1, what appears to be coordination of an AP and an
NP is in fact coordination of two strings belonging to the same category, namely
NP∨AP.

Bayer demonstrates that his theory is capable of dealing with coordination of
unlike arguments (exemplified by (1) above) and coordination of unlike functors
(exemplified by (2) above) in a strikingly simple, unified manner. However, the
theory has the following two shortcomings.

First, his theory cannot handle cases in which two or more homophonous ex-
pressions with different meanings are fused together and right-node-raised, because
his theory is specifically designed so as not to allow a single expression to have
more than one meaning. For instance, despite the author’s claim to the contrary,
his theory has difficulty in dealing with examples like (3), in which the singular
common noun Dozenten and the plural common noun Dozenten, which happen to
be homophonous, are fused together and right-node-raised.

(3) der Antrag des oder der Dozenten
(=der Antrag des Dozenten oder der Dozenten)
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‘the petition of the docent or the docents’
(from Eisenberg (1973))

Bayer notes that this example poses no problem for his theory if it is assumed
(following Zaenen and Karttunen (1984) and Ingria (1990)) that morphological
number is not semantically potent at the common noun level and comes to have
meaning only at the NP level, and he presents some very interesting (if not conclu-
sive) evidence for this assumption. However, this proposal is not a general enough
solution for this problem, as shown by the existence of an example like (4).

(4) Peter beschreibt den, und Martin beschreibt das Quark.
(=Peter beschreibt den Quark und Martin beschreibt das Quark.)
‘Peter describes the fresh cheese and Martin describes the quark.’
(from Hartmann (2000))

The word Quark has two senses: with the masculine article, it refers to fresh
cheese, while with the neuter article, it refers to an elementary particle. It is not
possible to handle an example like this in terms of morphological number that re-
mains semantically inert at the common noun level.

Another problem with Bayer’s theory is that, as the author notes himself, it
is not capable of dealing with single-conjunct agreement, an agreement pattern in
which two or more expressions with distinct agreement-related properties are con-
joined and one of them, instead of the coordinate structure as a whole, agrees with
something outside that coordinate structure. This agreement pattern is exemplified
by the sentences in (5), taken from Morgan (1984).

(5) a. There was/*were a man and two women in the room.

b. There were/*was two women and a man in the room.

In each of these examples, the verb agrees with the first conjunct alone, and not
with the coordinate structure as a whole. Bayer’s theory is not compatible with the
existence of single-conjunct agreement because the linear order between conjuncts
cannot have any significance in his theory; a coordinate structure of the form [NPPL
and NPSING], for instance, is given exactly the same status as a coordinate structure
of the form [NPSING and NPPL], making it impossible to capture the fact that the
former, but not the latter, can appear immediately after the string There were.

It has been claimed in Peterson (1986) and Peterson (2004) that single-conjunct
agreement is an extragrammatical phenomenon.1 Peterson’s view can be summa-
rized as follows. There is considerable intra- and inter-speaker variation in usage
of single-conjunct agreement. This is because single-conjunct agreement is not
something that is dictated by the grammar. Single-conjunct agreement is a ‘strat-
egy’ that speakers sometimes resort to in order to determine verbal number when

1See Sobin (1997) for an analogous view.
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it is not determined by the grammar. A ‘strategy’ is a working principle by which
speakers extemporaneously ‘patch up’ gaps left by the grammar.

Peterson’s view of single-conjunct agreement is problematic for the follow-
ing two reasons. First, in some languages, single-conjunct agreement is a robust,
established phenomenon without intra- or inter-speaker variation, as we will see
shortly. Second, there is nothing special about speakers feeling unsure about cer-
tain aspects of their own language and showing variability. For instance, speakers
can be unsure about the meaning of a word that is used only infrequently. Speakers
can also be unsure about the pronunciation of a word that is used only infrequently.
Likewise, speakers can be unsure about the syntactic rule governing an agreement
pattern that is used only infrequently. There does not seem to be any particular rea-
son to believe that this third situation involves anything special that is not involved
in the first two situations.

Dalrymple and Kaplan (2000), Daniels (2002), Levy and Pollard (2002), and
Sag (2003) represent interesting attempts to improve on Bayer’s theory, but they
do not offer new insight regarding the two problems discussed in this subsection,
namely the problem of right-node raising of semantically distinct expressions and
the problem of single-conjunct agreement.

2.2 Moosally (1999)

The phenomenon of single-conjunct agreement has been given an HPSG-based
analysis by Moosally (1999). Discussing the agreement patterns seen in Ndebele,
Moosally divides coordinate NPs in the language into the following three types:

• regular-agreement NPs, whose GEND value is identical to the GEND value
of each of its conjuncts,
• partial-agreement NPs, whose GEND value is identical to the GEND value

of the first (or the last) conjunct, and
• resolution-agreement NPs, whose GEND value is determined by a certain

feature-resolution mechanism.

Partial-agreement NPs are the ones that exhibit single-conjunct agreement when
used as the subject or the object of a verb.

This seems to be an adequate account of the Ndebele facts that Moosally dis-
cusses. However, this analysis cannot be applied to cases involving what Munn
(2000) calls mixed agreement, a situation in which one coordinate structure shows
a mixture of two or more agreement patterns. (6) and (7), taken from Sadler (2003),
are Welsh examples that involve mixed agreement. In (6), for example, the subject
noun phrase (i ac Emyr), which consists of two conjuncts, agrees with the preced-
ing singular verb (roeddwn) and the following plural predicate nominal (ysgrifen-
wyr) at the same time; the subject NP is taking part in single-conjunct agreement
and another, more regular type of agreement simultaneously. Likewise, in (7), the
subject noun phrase (i a Gwenllian), which consists of two conjuncts, agrees with
the preceding singular verb (dw) and the following plural anaphoric pronominal
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form (ein). Again, the subject NP is taking part in two different kinds of agreement
relations simultaneously. (Munn (2000) discusses Brazilian Portuguese examples
of an analogous nature.)

(6) Roeddwn
was-1S

i
I

ac
and

Emyr
Emyr

yn
PT

ysgrifenwyr
writers

rhagorol.
excellent

‘Emyr and I were excellent writers.’

(7) Dw
am.1S

i
I

a
and

Gwenllian
Gwenllian

heb
without

gael
get

ein
1PL

talu.
pay

‘Gwenllian and I have not been paid.’

Sadler (2003) summarizes the relevant Welsh facts as follows.
• Head-argument agreement suggests that the coordinate structure bears the

agreement features associated with an initial, pronominal conjunct.
• But evidence from anaphora and predicate agreement suggests that the coor-

dinate structure bears semantically resolved person and number agreement
features.

A situation like this cannot be handled properly in Moosally’s theory, let alone
Bayer’s theory.

2.3 Sadler (2003)

Examples like (6) and (7) above do not pose a problem for Sadler’s LFG-based
theory of single-conjunct agreement (Sadler (2003)). In Sadler’s theory, a coordi-
nate NP has two agreement-related features, AGR and INDEX. The AGR value of
a coordinate NP is identical to the INDEX value of the initial conjunct and is uti-
lized for single-conjunct agreement, whereas the INDEX value of a coordinate NP
results from some kind of feature resolution and is utilized for agreement patterns
in which the entire coordinate structure appears to be in an agreement relation with
something else.

Although Sadler’s account captures the above Welsh facts in a concise manner,
it has the following shortcomings.

First, since Sadler’s theory makes use of a feature AGR, whose sole function
is to enable single-conjunct agreement, it predicts that single-conjunct agreement
must be a fairly rare phenomenon. This prediction might be correct for SVO and
SOV clauses, but it is not correct for VSO clauses. Single-conjunct agreement is a
prevalent agreement pattern in VSO clauses, as shown in Doron (2000).

Second, more importantly, Sadler’s theory cannot deal with an agreement pat-
tern which I will call each-conjunct agreement. One example of each-conjunct
agreement is the agreement pattern we see in English sentences in which a verb
agrees with a subject NP of the form X or Y . As has been noted by Pullum and
Zwicky (1986) and others, when an English verb has to agree with a subject NP
consisting of disjunctively conjoined NPs, the verb has to agree with each conjunct.
Consider the following examples.
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(8) (from Sobin (1997))

a. You or I ??are/*am/*is wrong.

b. You or I must be wrong.

There is no way to make (8a) perfect, because there is no form of the verb be that
agrees with you and I at the same time. On the other hand, (8b) is perfect because
the auxiliary verb must agrees both with you and with I. Sadler’s theory does not
provide a means to capture this set of facts; although the f-structure corresponding
to a coordinate NP is equipped with the AGR feature, which shows the agreement-
related property of a single, designated conjunct (the initial conjunct in the case
of Welsh NPs), it is not equipped with a feature that shows the agreement-related
properties of conjuncts other than that single, designated conjunct.

3 The grammar of constituent coordination

In this section, I will present a novel theory of coordination of unlikes and show
that it is as successful as Bayer’s theory in dealing with examples like (1) and (2).
The way the theory circumvents the two problems that beset Bayer’s theory will be
explained in later sections.

I will descibe the intuition behind the theory before presenting the theory itself.
I take what has been called Wasow’s generalization as the point of departure.

(9) Wasow’s generalization:

An element in construction with a coordinate constituent must be syntacti-
cally construable with each conjunct. Thus, a structure of the form

D [ A, B, and C ]

is grammatical only if structures of the form DA, DB, and DC are each
grammatical.

While it is obviously not impeccably correct in the form given here, Wasow’s gen-
eralization is a succinct, insightful description of what we regularly see in cases
involving coordination of unlikes. What I called each-conjunct agreement above is
a prime example of what this generalization successfully captures. Now, one way
to implement Wasow’s generalization in one’s grammatical theory would be to as-
sume that an element in construction with a coordinate constituent has access to the
syntactic property of each conjunct, not just the syntactic property of the coordinate
constituent as a whole. Such a move might look like overkill, but it would provide
us with a very simple and unified way to capture both single-conjunct agreement
and each-conjunct agreement, as well as more standard instances of coordination
of unlikes such as (1) and (2).

(10) is the gist of the proposed theory, which is based on the intuition just
described.
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

head


conj or

args
⟨

1 , 2
⟩


valence 3

[
subj ⟨NP⟩
comps ⟨⟩

]


������

head 1 adj
valence 3



stupid

HHHHHH
head 2 noun
valence 3



�
�

�

T
T
T

or a liar

Figure 2: The internal structure of the phrase stupid or a liar

(10) Suppose that a coordinate structure M is made up of n conjunct daughters,
d1 · · · dn from left to right. Then the following must hold.

(i) The HEAD value of M is

conj 0

args
⟨

1 , . . . , n
⟩

,

where 1 · · · n are the HEAD values of d1 · · · dn respectively, and
0 is the SYNSEM|CONT|KEY|RELN value of M.

(ii) The VALENCE value of M is identical to the VALENCE value of each
of the conjunct daughters, d1 · · · dn.

I assume that MOD is a VALENCE feature, not a HEAD feature (Yatabe (2003);
Sag et al. (2003)). On this account, the internal structure of the phrase stupid or a
liar in example (1) is claimed to be as shown in Figure 2 (assuming that a predica-
tive nominal has a subject slot that is not overtly filled).

Given this analysis of constituent coordination, it is trivially easy to account
for the existence of sentences like (1) above and (11) below, which involve coor-
dination of unlike arguments; all that needs to be done is to set up lexical entries
such as the one shown in Figure 3, which take into account the fact that subjects
and complements they take may turn out to involve coordination.

(11) We emphasized Mr. Colson’s many qualifications and that he had worked
at the White House. (from Bayer (1996))

Notice that the only aspect in which Figure 3 deviates from what is standardly
assumed in HPSG is the use of the functor symbol c within the specification of the
subcategorization frame. The meaning of the functor symbol c is defined in (12)
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head c
([

noun
case nom

])

valence

[
subj ⟨⟩
comps ⟨⟩

]


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Figure 3: Part of the lexical entry for emphasize

below. Roughly speaking, c(α) is an appropriate description of an object X if and
only if either α is an appropriate description of X or X is a possibly nested ‘coordi-
nate structure’ such that α is an appropriate description of each of its ‘conjuncts’.
The lexical entry in Figure 3 is in effect saying (i) that the subject of this verb
must be either a nominative NP or a possibly nested coordinate structure whose
conjuncts are all nominative NPs2 and (ii) that the complement of this verb must
be an NP, a CP, or a possibly nested coordinate structure each of whose conjuncts
is either an NP or a CP.

(12) 1 : c (α) ≡
1 : α

∨
(

1 :
[
args

⟨
a1 , . . . , an

⟩ ]

∧ a1 : c (α) ∧ · · · ∧ an : c (α)
)

The proposed theory also successfully accounts for an example like (2), which
involves coordination of unlike predicates, when combined with Levine et al.’s
theory of case syncretism (Levine et al. (2001)). Specifically, example (2) can be
dealt with by introducing a new sort, say, Acc-Dat, as a subsort of both Acc and
Dat, as shown in (13). (In this illustration, I ignore cases other than the accusative
case and the dative case.)

2This lexical entry captures only the prescriptively “correct” case assignment pattern. Further
complexity will have to be introduced into the lexical entry, if we are to capture prescriptively “in-
correct” case assignment patterns, described in detail in Sobin (1997).
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(13) case
���

Acc
���

pureAcc

HHH
Acc-Dat

HHH
Dat
���

HHH
pureDat

Since the VALENCE value of the coordinate structure gefunden und geholfen in
(2) is by assumption identical both to the VALENCE value of gefunden and to the
VALENCE value of geholfen, it is correctly predicted that the coordinate structure
subcategorizes for an NP whose CASE value is Acc-Dat, provided that gefunden
subcategorizes for an NP whose CASE value is Acc and geholfen subcategorizes
for an NP whose CASE value is Dat.

The theory proposed here provides us with a means to capture the contrast
illustrated in (14) below, noted in Büring (2002).

(14) a. one of us/*one of you and me

b. one of the detectives/*one of Schimansky and Tanner

On the proposed account, it is possible to distinguish the grammatical cases and
the ungrammatical cases by stipulating that this use of of subcategorizes for a
plural NP or a coordinate structure made up of plural NPs, and not for a coordinate
structure made up of singular NPs. Such a straightforward account is not available
in other theories, where a phrase of the form [NPSING and NPSING] is (or at least
can be) given the same status as a plural NP.

The following example is a potential problem for the proposed theory. (I owe
this observation to Carl Pollard (personal communication).)

(15) Ken wants [to go to Berlin] and [for Jane to visit the city as well].

Since the proposed theory requires that the conjuncts of a coordinate structure
should share the identical VALENCE value, this example is wrongly predicted
to be ungrammatical, as long as we adhere to the standard HPSG analysis in which
the first conjunct to go to Berlin is a VP while the second conjunct for Jane to visit
the city as well is a saturated clause. In order to get around this potential problem,
I assume here that the SUBJ list of the infinitival verb go, as well as the SUBJ list
of the word to, is lexically specified to be an empty list, and that the first conjunct
to go to Berlin in the above example is thus in fact a saturated clause, not a VP.
Furthermore, in order to prevent this assumption from causing problems regarding
our analysis of raising and control, I suggest that we adopt the theory, endorsed
by Meurers (1999), Levine (2001), and others, in which a HEAD feature called
SUBJECT, whose value is structure-shared with the least oblique element on the
head’s argument-structure list, makes information about the subject NP accessible
to raising and control verbs.
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4 Right-node raising

In this section, I will show how the present theory accounts for the grammaticality
of (3) and (4), which was identified as a problem for Bayer’s theory.

The grammaticality of examples like (3) and (4) is in fact no mystery if we
adopt a theory of right-node raising (RNR) such as the one presented in Yatabe
(2001), according to which there are two types of RNR: a syntactic type of RNR,
which applies to two or more homophonic conjunct-final expressions only when
they share the same syntactic and semantic internal structure, and a purely prosodic
type of RNR, which is allowed to apply to two or more homophonic conjunct-final
elements that may not share the same syntactic and semantic internal structure.
On this account, two homophonous words, such as the words Dozenten ‘docent’
and Dozenten ‘docents’ or the words Quark ‘quark’ and Quark ‘fresh cheese’,
are allowed to undergo the latter, purely prosodic type of RNR and give rise to
sentences like (3) and (4), even though they are syntactically and semantically
distinct and thus are not allowed to undergo the former, syntactic type of RNR.
The Finnish example in (16) is amenable to the same explanation; it can also be
viewed as resulting from the purely prosodic type of RNR.

(16) He
they

lukivat
read

hänen
his

uusimman
newest (sg gen)

ja
and

me
we

hänen
his

parhaat
best (pl nom)

kirjansa.
book/books
(from Zaenen and Karttunen (1984))

It might be felt that an account like this would inevitably lead to massive over-
generation. That is not the case. Most potential cases of purely prosodic RNR
can be blocked by the following constraint, which is probably reducible to princi-
ples governing the interpretation of focus and hopefully need not be stated as an
independent constraint.

(17) The anti-focus constraint on right-node raising:
Expressions that are accented so as to be interpreted as contrasting with each
other cannot be fused with each other.

This constraint prevents the sentence (18b) from being derived from (18a) through
application of the purely prosodic type of RNR.

(18) a. Jo has visited [THAT city]1 and Ed is going to visit [THAT city]2.
([THAT city]1 , [THAT city]2)

b. Jo has visited and Ed is going to visit THAT city.

The NPs [THAT city]1 and [THAT city]2 in (18a) are accented so as to be inter-
preted as contrasting with each other. Therefore, due to the anti-focus constraint
on RNR, the two NPs cannot be fused together and right-node-raised.
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Examples like (3) and (4) are special cases. In the ‘pre-RNR stage’ of (3)
(that is, ‘der Antrag des Dozenten oder der Dozenten’), the contrast between the
singular ‘docent’ and the plural ‘docents’ is signaled not by accenting the nouns
themselves but rather by accenting the preceding determiners. Likewise, in the
‘pre-RNR stage’ of (4) (that is, ‘Peter beschreibt den Quark, und Martin beschreibt
das Quark’), the contrast between ‘quark’ and ‘fresh cheese’ is indicated not by ac-
centing the nouns themselves but by accenting the preceding determiners.3 Purely
prosodic RNR can be used only in exceptional cases such as these.

5 Each-conjunct agreement

In this penultimate section, I will present an analysis of subject-verb agreement in
English, in order to show how the proposed theory provides a basis for a princi-
pled characterization of the phenomenon of each-conjunct agreement, which was
identified as a problem for Sadler’s theory.

The analysis that I suggest consists of the following hypotheses. I will simply
describe the hypotheses first, and will try to motivate each afterwards.

Hypothesis 1:
VPs and NPs are both equipped with a HEAD feature called AGR.

Hypothesis 2:
Subject-verb agreement is enforced by requiring a certain relation to
hold between the HEAD values (including the HEAD|AGR values) of
a VP and its subject.4

Hypothesis 3:
Nouns can be constructed on the fly which end with a plurality marker
(-s) but whose SYNSEM|CAT|HEAD|AGR|NUM value is singular.

Hypothesis 4:
There are (at least) two lexical entries for the word and, both of which
can be used to conjoin NPs: one entry whose function is to form an
NP with a plural index and another one whose function is to form an
NP with a singular index.

Hypothesis 5:
The HEAD|AGR value of a verb is atomic and is required to be of
type v-agr-cat. The type v-agr-cat consists of six immediate subtypes,
3sing, non-3sing, any, am, was, and are-were, which are all leaf types.
The value 3sing is assigned to verbs like is and walks, non-3sing to

3I have been unable to determine if something analogous can be said about (16).
4The way this relation is to be integrated into the grammar is discussed in detail in Yatabe (2003),

and will not be elaborated on in this paper.
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verbs like the finite walk, any to verbs like walked and the infinite
walk, am to the verb am, was to the verb was, and are-were to the
verbs are and were. On the other hand, the AGR value of a noun is a
feature structure that has three features, NUM, PER, and GEND.

Hypothesis 6:
The relation that is required to hold between the HEAD values (in-
cluding the HEAD|AGR values) of a VP and its subject, which I will
call the subject verb agreement relation, is defined as follows. The
two arguments of this relation are the HEAD values of a VP and its
subject, respectively.

subject verb agreement
(

1 , 2
)
≡

subj v agr
(

1 , 2
)

∨ ( 1 :
[
args

⟨
a1 , . . . , an

⟩ ]

∧
(
subject verb agreement

(
a1 , 2

)
∧ · · ·

∧ subject verb agreement
(

an , 2
))
)

The subj v agr relation, which is utilized in this definition, is defined
as follows:

subj v agr
(

1 , 2
)
≡

( 1 :
[
agr 3sing

]

∧
(
person

(
2 , 3rd

)
∧ number

(
2 , sing

))
)

∨ ( 1 :
[
agr non-3sing

]

∧
(
person

(
2 , 1st

)
∨ person

(
2 , 2nd

)
∨ number

(
2 , pl

))
)

∨ 1 :
[
agr any

]

∨ ( 1 :
[
agr am

]

∧
(
person

(
2 , 1st

)
∧ number

(
2 , sing

))
)

∨ ( 1 :
[
agr was

]

∧
((

person
(

2 , 1st
)
∨ person

(
2 , 3rd

))
∧ number

(
2 , sing

))
)

∨ ( 1 :
[
agr are-were

]

∧
(
person

(
2 , 2nd

)
∨ number

(
2 , pl

))
)

∨ ( 2 :

conj or
args

⟨
a1 , . . . , an

⟩


∧
(
subj v agr

(
1 , a1

)
∧ · · · ∧ subj v agr

(
1 , an

))
)

The number relation, which appears in the above definition, is defined
as follows. (The definition of the person relation is given in the Ap-
pendix.)

number
(

1 , 2
)
≡
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1 :
[
agr | num 2

]

∨ ( 1 :
[
conj singular-and

]
∧ 2 = sing)

∨ ( 1 :
[
conj plural-and

]
∧ 2 = pl)

Hypothesis 1 was first proposed by Kathol (1999) and has been adopted by
Bender and Flickinger (1998), Sag et al. (2003), and others. I take this hypothesis
to be relatively uncontroversial, if not universally accepted.

Hypothesis 2 is essentially what has been proposed by Kathol (1999) for
subject-verb agreement in German. Kathol, however, chooses not to analyze
subject-verb agreement in English in the same way. He instead maintains the
analysis proposed in Pollard and Sag (1994), which treats subject-verb agreement
in English as index agreement; he assumes that what is involved in subject-verb
agreement in English is agreement between the AGR value of a verb phrase and
the INDEX value of its subject. The reason I do not accept this aspect of Kathol’s
analysis is the following. In the theory of constituent coordination proposed in
section 3, the HEAD value (including the HEAD|AGR value) of each conjunct
remains accessible at the level of the coordinate structure by being incorporated
into the HEAD value of the coordinate structure as a whole. The INDEX value of
each conjunct, on the other hand, is not accessible at the level of the coordinate
structure. Therefore it will not be possible to capture the patterns of each-conjunct
agreement within this theory if the principles governing subject-verb agreement in
English are to make reference to the INDEX value of the agreement source, rather
than its AGR value. Given this state of affairs, it seems at least as reasonable to ex-
plore an alternative analysis of subject-verb agreement in English as it is to modify
and complicate the theory of coordination.

Hypothesis 3 makes it possible for the proposed theory to deal with examples
like (19), discussed in Pollard and Sag (1994).

(19) The hash browns at table nine is getting angry.

Pollard and Sag (1994) cite this example as evidence for the view that subject-
verb agreement in English is index agreement. However, if we assume that the
AGR|NUM value of the word hash browns here can be singular, then the example
no longer contradicts the view that subject-verb agreement in English is agreement
between the AGR values of a verb and its subject, just as subject-verb agreement
in German appears to be.

Likewise, Hypothesis 4 makes it possible for the proposed theory to handle
examples like the following. (The two conjoined NPs his aged servant and the
subsequent editor of his collected papers in (21) are intended to refer to the same
individual.)

(20) Mary and John were criticizing themselves.

(21) His aged servant and the subsequent editor of his collected papers was with
him at his deathbed. (from Quirk et al. (1985) (§10.39))
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Example (20) shows that when two NPs with different indices are conjoined with
and, the resulting coordinate NP functions as something plural. Example (21),
on the other hand, shows that when two NPs with the same index are conjoined
with and, the resulting coordinate NP functions as something singular. Pollard
and Sag (1994) use examples of this type as another piece of evidence for the
view that subject-verb agreement in English is index agreement. However, it is
possible to reinterpret these facts in the following way, given Hypothesis 4. The
word and in (20) and the word and in (21) are in fact different words with different
meanings. Let us refer to the predicate expressed by the former as plural-and and
to the predicate expressed by the latter as singular-and. Then the HEAD|CONJ
value of the subject NP in (20) would be plural-and, whereas the HEAD|CONJ
value of the subject NP in (21) would be singular-and; the difference between the
agreement properties of the two subject NPs can now be ascribed to the difference
between these two HEAD|CONJ values, rather than the difference between their
INDEX values.5

Hypothesis 5 says nothing new about the AGR values of NPs; on the other
hand, what it says about the AGR values of verbs is novel. In the standard analysis
of the phenomenon, subject-verb agreement in English is assumed to be enforced
by a constraint that requires the “phi-feature specifications” of a verb and those of
its subject to be identical. This standard analysis, however, cannot be maintained,
in view of the fact that subject-verb agreement in English resorts to the pattern
of each-conjunct agreement at times.6 Consider example (8b) (You or I must be
wrong). If we were to treat the agreement between must and its subject in this
sentence in terms of simple identity requirements, we would have to say that there
was a type, say 1st-2nd, which was a subtype of both 1st and 2nd, and that the
PER value of the verb must, that of the first conjunct you, and that of the second
conjunct I were all 1st-2nd. While it might not be so strange to say that the PER
value of the verb is 1st-2nd, it is plainly absurd to say that the PER value of the
pronoun I or that of the pronoun you is 1st-2nd; to say that would be to say that I is
actually not just a first-person pronoun but also a second-person pronoun and that
you is actually not just a second-person pronoun but also a first-person pronoun.

The definition of the subject verb agreement relation in Hypothesis 6 merely
says that a VP must agree with its subject and that, when the VP is a (possibly
nested) coordinate structure, each conjunct must agree with the subject. The next
definition, the definition of the subj v agr relation, is the central piece of this anal-
ysis of subject-verb agreement. There are seven disjuncts in the right-hand side
of the definition of the subj v agr relation; the seventh disjunct deals with each-

5It is probably necessary to say that there are two types of or too, since sentences like Either Fred
or Bill are shaving themselves are possible as well as sentences like Either Fred or Bill is shaving
himself (Quirk et al. (1985); Peterson (1986)). This complication will be ignored in this paper. What
I call summative agreement in Yatabe (2003) will likewise be ignored.

6Ingria (1990) also argues against what I call the standard analysis here. Most if not all of his
arguments lose force, however, given the analysis of case syncretism developed in Levine et al. (2001)
and the notion of purely prosodic RNR, both of which were mentioned earlier.
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phon /wÄ/

synsem|cat



head


verb
agr are-were
vform fin



valence



subj

⟨

cat|head



noun
case nom
form there
agr|num num value

(
first

(
1

))





⟩

comps

⟨
cat



head 1 c(noun)

valence

[
subj ⟨⟩
comps ⟨⟩

]



,

 cat


head c(prep)

valence

[
subj ⟨⟩
comps ⟨⟩

]




⟩
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Figure 4: Part of a lexical entry that will give rise to the there construction

conjunct agreement and the other six disjuncts deal with the rest of the cases. The
number relation, which is defined next, is, intuitively speaking, a relation that holds
between X and sing (or pl) if and only if X can be regarded as something singular
(or plural, respectively). Recall that plural-and and singular-and are the names of
the relations expressed by the two lexical entries for and mentioned above.

All in all, the proposed theory successfully describes subject-verb agreement
in English, including cases involving each-conjunct agreement. The analysis pre-
sented in this section is more complicated than many of the analyses that it is in-
tended to supersede, and the same can be said about the analysis of single-conjunct
agreement that is going to be presented in the next section. It should be recalled,
however, that none of the previous theories is equipped with an adequate analysis
of both each-conjunct agreement and single-conjunct agreement.

6 Single-conjunct agreement

In this final section, I will present an analysis of the there construction in English,
in order to show how the proposed theory can deal with single-conjunct agreement,
a phenomenon that was identified as a problem for Bayer’s theory.

The reason why the proposed theory is capable of dealing with single-conjunct
agreement is that the linear order between conjuncts is reflected in the HEAD value
of the coordinate structure as a whole. The facts shown in (5) can be captured by
setting up lexical entries like the one shown in Figure 4. The num value function
and the first function that are used in this lexical entry are defined as follows.

(22) num value
([
agr|num 1

])
≡ 1
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(23) first
(

1
)
≡


first

(
a1

)
, if 1 :

[
args

⟨
a1 · · · an

⟩]

1 , otherwise

The lexical entry in Figure 4 says (i) that the AGR|NUM value of the subject NP
there must be identical to the AGR|NUM value of the postverbal NP when the
postverbal NP is not a coordinate structure, and (ii) that the AGR|NUM value of
the subject NP there must be identical to the AGR|NUM value of the leftmost con-
junct in the postverbal NP when the postverbal NP is a possibly nested coordinate
structure. This is an adequate description of what we see in examples like (5).

The following observation, due to Morgan (1984), poses a potentially serious
problem for the proposed analysis.

(24) a. There were two women and a man sunning themselves on the patio.

b. There ??was/??were a man and two women sunning themselves on the
patio.

There is nothing wrong with (24a). In (24b), on the other hand, was cannot be used,
presumably because the clause-final VP sunning themselves on the patio requires
a plural subject, and were cannot be used either, presumably because the verb is
required to agree with the immediately postverbal NP (a man), which happens to
be singular. These facts seem to justify the following generalization, explicitly
stated in Sadler (2003): in English, “once a particular set of feature values has
been associated with the coordinate NP as a whole, all agreement processes access
these same values.” The problem here is that the theory proposed in this paper does
not associate any particular agreement-related feature values to a coordinate NP as
a whole and hence does not provide a natural way to state this generalization.

The examples above, however, do not confirm the correctness of the general-
ization in question. The facts can be captured by setting up a lexical entry like the
one in Figure 5, without the help of the generalization. The lexical entry in Figure 5
rules out the was version of (24b) by requiring that the AGR|NUM value of there
(which is required to be sing by the AGR value of the verb and the AGR|NUM value
of the first conjunct of the postverbal NP) should be identical to the AGR|NUM
value of the unexpressed subject of the clause-final VP (which is required to be pl
by the presence of the plural reflexive pronoun). The were version of (24b) is also
ruled out, because the first conjunct of the postverbal NP, which is required to be
plural by the AGR value of the verb, is in fact singular. Thus the examples do not
provide a reason to accept the problematic generalization.7

7Sadler (2003) uses examples like Either Fred or Bill is shaving himself/*themselves and Either
Fred or Bill are shaving themselves/*himself (Peterson (1986)), in justifying the generalization in
question. These examples do not pose a problem for the proposed theory either, provided that, as
suggested in note 5 above, there are two types of or, one producing NPs that agree with singular verbs
and singular pronouns and one that produces NPs that agree with plural verbs and plural pronouns.
Incidentally, it should be pointed out that the generalization in question, if true, would pose a problem
for Sadler’s theory as well. In Sadler’s theory, the generalization means that, unlike Welsh, English
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

phon /wez/

synsem|cat



head


verb
agr was
vform fin



valence



subj

⟨

cat|head



noun
case nom
form there
agr|num 2 num value

(
first

(
1

))





⟩

comps

⟨
cat



head 1 c(noun)

valence

[
subj ⟨⟩
comps ⟨⟩

]



,

 cat



head c
([
subj|cat|head|agr|num 2

])

valence

[
subj ⟨⟩
comps ⟨⟩

]




⟩
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Figure 5: Part of another lexical entry that will give rise to the there construction

7 Conclusion

In this paper, it has been argued that it is possible to develop a reasonably sim-
ple HPSG-based theory that is capable of dealing with every phenomenon result-
ing from coordination of unlikes, including single-conjunct agreement and each-
conjunct agreement. In the course of the argumentation, it has also been claimed
that certain facts involving each-conjunct agreement provide a straightforward
piece of evidence that subject-verb agreement in English must be characterized
in terms of relational constraints that are not simply identity requirements.

Appendix

The person relation, which is referred to in the definition of the subj v agr relation
in section 5, is defined as follows.

person
(

1 , 2
)
≡

1 :
[
agr|per 2

]

∨ ( 2 = 1st

∧ 1 :

conj 3

args
⟨

a1 , . . . , an

⟩


∧ 3 , or

has only one agreement-related feature or that the AGR value and the INDEX value of an NP are
always required to be identical to each other in English. This leads to the following problem. The
sentence There was a man and two women in the room is grammatical in English. Therefore it must
be the case that the NUM value of the NP a man and two women can be sing. Then why can we not
say something like *A man and two women was running around?
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∧
(
person

(
a1 , 1st

)
∨ · · · ∨ person

(
an , 1st

))
)

∨ ( 2 = 2nd

∧ 1 :

conj 3

args
⟨

a1 , . . . , an

⟩


∧ 3 , or
∧

(
person

(
a1 , 2nd

)
∨ · · · ∨ person

(
an , 2nd

))

∧ ¬
(
person

(
a1 , 1st

)
∨ · · · ∨ person

(
an , 1st

))
)

∨ ( 1 :
[
args

⟨
a1 , . . . , an

⟩ ]

∧
(
person

(
a1 , 2

)
∧ · · · ∧ person

(
an , 2

))
)
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Paola Monachesi, Gerald Penn and Shuly Wintner (eds.), Proceedings of Formal
Grammar 2003, pages 47–62, available at http://cs.haifa.ac.il/ ˜shuly/fg03/.

Dalrymple, Mary and Kaplan, Ronald M. 2000. Feature Indeterminacy and Feature
Resolution. Language 76, 759–798.

Daniels, Michael W. 2002. On a Type-Based Analysis of Feature Neutral-
ity and the Coordination of Unlikes. In Frank Van Eynde, Lars Hellan and
Dorothee Beermann (eds.), Proceedings of the 8th International Conference
on Head-Driven Phrase Structure Grammar, pages 137–147, Stanford: CSLI,
http://cslipublications.stanford.edu/HPSG/.

Doron, Edit. 2000. VSO and Left-Conjunct Agreement: Biblical Hebrew vs. Mod-
ern Hebrew. In Andrew Carnie and Eithne Guilfoyle (eds.), The Syntax of Verb
Initial Languages, Oxford Studies in Comparative Syntax, pages 75–95, Oxford:
Oxford University Press.

353



Eisenberg, Peter. 1973. A Note on “Identity of Constituents”. Linguistic Inquiry 4,
417–420.

Hartmann, Katharina. 2000. Right Node Raising and Gapping: Interface Condi-
tions on Prosodic Deletion. Amsterdam: John Benjamins.

Ingria, Robert J. P. 1990. The Limits of Unification. In Proceedings of the 28th
Annual Meeting of the Association for Computational Linguistics, pages 194–
204.

Kathol, Andreas. 1999. Agreement and the Syntax-Morphology Interface in HPSG.
In Robert D. Levine and Georgia M. Green (eds.), Studies in Contemporary
Phrase Structure Grammar, pages 223–274, Cambridge: Cambridge University
Press.

Levine, Robert D. 2001. Tough Complementation and the Extraclausal
Propagation of Argument Descriptions. In Dan Flickinger and Andreas
Kathol (eds.), Proceedings of the 7th International Conference on Head-
Driven Phrase Structure Grammar, pages 214–228, Stanford: CSLI,
http://cslipublications.stanford.edu/HPSG/.

Levine, Robert D., Hukari, Thomas E. and Calcagno, Michael. 2001. Parasitic
Gaps in English: Some Overlooked Cases and Their Theoretical Implications.
In Peter W. Culicover and Paul M. Postal (eds.), Parasitic Gaps, pages 181–222,
Cambridge, Massachusetts: MIT Press.

Levy, Roger and Pollard, Carl. 2002. Coordination and Neutralization in HPSG. In
Frank Van Eynde, Lars Hellan and Dorothee Beermann (eds.), Proceedings of
the 8th International Conference on Head-Driven Phrase Structure Grammar,
pages 221–234, Stanford: CSLI, http://cslipublications.stanford.edu/HPSG/.

Maxwell III, John T. and Manning, Christopher D. 1996. A Theory of Non-
constituent Coordination based on Finite-State Rules. In Miriam Butt and
Tracy Holloway King (eds.), Proceedings of the LFG ’96 Conference, Stanford:
CSLI, http://cslipublications.stanford.edu/LFG/.

Meurers, Walt Detmar. 1999. Raising Spirits (and assigning them case). Groninger
Arbeiten zur Germanistischen Linguistik (GAGL) 43, 173–226.

Moosally, Michelle, J. 1999. Subject and Object Coordination in Ndebele: An
HPSG Analysis. In Sonya Bird, Andrew Carnie, Jason D. Haugen and Peter
Norquest (eds.), Proceedings of the 18th West Coast Conference on Formal Lin-
guistics, pages 379–392, Somerville: Cascadilla Press.

Morgan, Jerry L. 1984. Some Problems of Agreement in English and Albanian. In
Claudia Brugman and Monica Macaulay (eds.), Proceedings of the Tenth Annual
Meeting of the Berkeley Linguistics Society, pages 233–247, Berkeley: BLS.

354



Munn, Alan. 2000. Three Types of Coordination Asymmetries. In Kerstin Schwabe
and Ning Zhang (eds.), Ellipsis in Conjunction, pages 1–22, Tübingen:
Niemeyer.

Peterson, Peter G. 1986. Establishing Agreement with Disjunctively Conjoined
Subjects: Strategies vs Principles. Australian Journal of Linguistics 6, 231–249.

Peterson, Peter G. 2004. Coordination: Consequences of a Lexical-Functional Ac-
count. Natural Language and Linguistic Theory 22, 643–679.

Pollard, Carl and Sag, Ivan A. 1994. Head-Driven Phrase Structure Grammar.
Chicago: University of Chicago Press.

Pullum, Geoffrey K. and Zwicky, Arnold M. 1986. Phonological Resolution of
Syntactic Feature Conflict. Language 62, 751–773.

Quirk, Randolph, Greenbaum, Sidney, Leech, Geoffrey and Svartvik, Jan. 1985. A
Comprehensive Grammar of the English Language. London: Longman.

Sadler, Louisa. 2003. Coordination and Asymmetric Agreement in Welsh. In
Miriam Butt and Tracy Holloway King (eds.), Nominals: Inside and Out, pages
85–117, Stanford: CSLI.

Sag, Ivan A. 2003. Coordination and Underspecification. In Jong-Bok Kim and
Stephen Wechsler (eds.), Proceedings of the 9th International Conference on
Head-Driven Phrase Structure Grammar, pages 267–291, Stanford: CSLI,
http://cslipublications.stanford.edu/HPSG/.

Sag, Ivan A., Wasow, Thomas and Bender, Emily M. 2003. Syntactic Theory: A
Formal Introduction. Stanford: CSLI, second edition.

Sobin, Nicholas. 1997. Agreement, Default Rules, and Grammatical Viruses. Lin-
guistic Inquiry 28, 318–343.
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     Abstract 
      This article proposes a semantics of directional expressions in 

Norwegian and German, regarded as VP modifiers. The analysis uses 
Minimal Recursion Semantics, as an integrated part of the HPSG Grammar 
Matrix-backbone. Directional expressions are analyzed as predicating of an 
individual, the 'mover'. Context dependent directionals like here receive a 
decomposed analysis. Telicity values reflecting the presence of various 
types of directional and locative expressions are computed. 

 
 
 
1 Introduction 
 
We here report on an implementational approach whose main goal is to explore 
the incorporation of lexical semantics as part of the semantic interface of 
grammars with standard design. The grammars in question cover Norwegian 
and German, and are based on the HPSG Grammar Matrix (henceforth: the 
Matrix).1 Both grammars are distinct from existing larger grammars for the 
same languages, allowing some experimental flexibility not readily available in 
larger grammars. We will show that with a rather modest supply of resources 
for the encoding of semantic information, we are able to compute aspectual 
values for directional and other constructions of some complexity, and to 
perform some amount of semantic decomposition reflecting the presence of 
multiple parameters encoded in locative and directional adverbs.2   

Section 2 gives a background introduction to the formal basis of our 
proposal, and in particular to the representational format of Minimal Recursion 
Semantics (MRS) and how it is integrated in the grammar formalism.  

In section 3 we discuss three domains for which we would like to suggest a 
more pronounced semantics than so far provided in the most developed HPSG 
grammars (those for English, Japanese and German): these domains are 
directionals, locative anaphors such as 'here', 'there', etc., and aspect 
specification. 

Section 4 exposes the formal analysis of the phenomena presented in 
section 3, and in section 5 we provide some expansions of the analysis and 
some discussion. 

 
                                                             

1 (Bender, Flickinger and Oepen 2002, Bender and Flickinger 2003, Flickinger, Bender and 
Oepen 2003). Based essentially on the ERG (English Resource Grammar) (Flickinger 2000), and 
also JACY (Siegel and Bender, 2002), the Matrix provides types inducing a system of typed 
feature structures, the essential lexical and syntactic types, together with MRS representations. 
Grammars of some size developed from the Matrix include Norwegian (Hellan and Haugereid 
2003), Italian (Gonella and Mazzini 2003), Spanish, Korean and Greek. 
2 The grammars in question have been built into a small end-to-end application for extracting 
information from hiking route descriptions for use in a web portal for hiking route queries, called 
'Trailfinder' (cf. Beermann, Gulla, Hellan and Prange 2004). 
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2 Minimal Recursion Semantics in a Matrix grammar 
 

The main format of semantic representation in a Matrix grammar is MRS (cf. 
Copestake et al. 2003, Flickinger et al. 2003). MRS representations are designed 
to represent in 'flat' structures the embedding of scopal relations as found in 
standard logical and semantic formalisms, with an expressive capacity at least 
that of predicate logic. As currently used, MRS representations accommodate 
argument structure information, variable binding, scope of quantifiers and other 
operators. The interaction between grammatical specification and MRS 
representations (using Matrix.0.5) can be partly seen from (1) and (2) below, 
where the lexical specification of the verb throw, represented in (1), is reflected 
in the MRS produced for the sentence the boy throws the ball ((2)): 

 
 (1) Feature structure description for the lexical item throw: 

 

 

tran s-arg1 -2 -verb -lx m
S T E M    "th ro w " 

trans-arg 1-2

H E A D   verb

S U B J  L O C A L .C O N T .H O O K .IN D E X   # 1 ref-in d
C A T   V A L   

C O M P S   LO C A L .C O N T .H O O K .IN D E X   # 4 ref-ind

L K

S Y N S E M   
L O C A L  

< >

 
 

 < >     
 < >     

 
  

E Y S. K E Y R E L # k ey

L T O P # 6

H O O K ho o k IN D E X even t E tam T E N S E ten se

X A R G # 1

arg 1-2 -relC O N T
L B L # 6

R E L S  ! # key P R E D   "th row -re l"  !
A R G 1  # 1
A R G 2  # 4

H C O N S !!

− −

  
  

         
   

 
 
        < >         
 < > 

.
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   
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                                     

 









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(2)  MRS for the sentence The boy throws the ball:  
 

 

LTOP : h1

INDEX e2 E TENSE : PRES

def _ q _ rel throw rel def _ q _ rel
LBL h5 boy rel LBL h8 LBL h11

RELS : ARG 0 x 4 , LBL h3 , ARG 0 e2 , ARG 0 x9
RSTR h 6 ARG 0 x 4 ARG1 x 4 RSTR h12
BODY h7 ARG 2 x9 BOD

    

−   
   −                 
         

ball rel prpstn rel
, LBL h10 , LBL : h1

ARG 0 x9 MARG : h14
Y h13

HCONS : h6 QEQ h3, h12 QEQ h10, h14 QEQ h8

 
 
 
 
 
     − −                            
 
 
 
   
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In accordance with a standard MRS set up as illustrated in (2), for any 
constituent C (of any rank), the RELS list in its CONT specification is a 'bag' of 
those elementary predications (EPs) which are expressed inside C. Lexical 
specifications are standardly not decomposed and in most cases introduce one 
EP, labelled according to the stem form. In a lexical specification like that for 
throw, thus, there is one EP, entered as value of LKEYS--KEYREL, and 
reentered in the RELS list. In the build-up of larger constituents headed by 
throw, all elements on the daughters' RELS lists will be entered on the RELS list 
of the larger constituent, including the EP from throws's RELS list. An example 
of such a larger constituent is the sentence The boy throws the ball, for which 
the RELS list displays six EPs, of which one reflects throw; cf. (2). Two EPs 
here reflect the subject argument of the verb, as is seen by the coindexation of 
the ARG1 of the verb and the ARG0 (corresponding to 'bound variable') of the 
determiner and the noun, and two EPs reflect the object argument, similarly 
indicated by variable identity; the remaining EP represents 'message type' (cf. 
Ginzburg and Sag (2001)). Scope properties are expressed in the HCONS list, 'x 
QEQ y' meaning essentially that x scopes over y. HCONS thus records the 
scopal tree of the constituent in question, as outlined in Copestake et al. (to 
appear). 

 
3 Directional expressions 

 
By 'directional expressions' (or simply 'directionals') for the three languages 
under consideration (Norwegian, German and English - note that we use 
English as exemplifying language unless a point specific to one of the other 
languages is made), we understand preposition-headed and adverb-headed 
expressions like to the church, from here, through the park, up, up through the 
chimney, etc. Such expressions can qualify either the subject of a sentence, as in 

 
 John ran from here to the church 
 

or the object, as in 
 
 John threw the ball from here to the church. 
 
We treat directionals as V- or VP- modifiers; this position is motivated in 

section 5.  
For subject-oriented directionals, a well-known property is their impact on 

the telicity status of the modified VP: Expressions like to the park induce 
telicity, by the criterion of allowing combination with expressions like in an 
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hour, as opposed to for an hour, while expressions like along the river allow for 
an hour as a further qualifier, but disallow in an hour;3 thus: 

 
(3) 
a. John ran to the church  *for two hours 
     in two hours 
b. John ran along the river  for two hours 
     *in two hours 
 
Likewise, place adverbials align with along the river: 
 
c. John ran in the wood   for two hours 
     *in two hours 
 
To be noticed is that when both types are represented, it is the telicity-inducing 
type which prevails: 
 
d. John ran along the river to the church  *for two hours 
       in two hours 

 
The same distinctions apply to directional adverbs. These, however, unlike 

directional prepositions, carry inherent contextual anchoring of one sort or 
another. Consider the following pairs in Norwegian: 4 

 
(4)  
a. 1. hit 'to here',  as in  Gutten    løper hit ('the boy runs to-here') 
     boy-DEF run-PRES to-here 
  2. dit 'to-there',  as in  Gutten   løper dit ('the boy runs to-there') 
b. 1. opp '(to) up',  as in  Gutten hopper opp ('the boy jumps up') 
     boy-DEF jump-PRES to-up 
  2. ned '(to) down', as in  Gutten hopper ned ('the boy jumps down') 
 
What the pairs in (4) have in common is that they anchor the directionality 
relative to a contextual correlate given in the discourse. For sentences in 
isolation, such as (4a), this correlate is by default the speaker, the meaning in 
both cases being that the motion has as its endpoint a location related to the 
speaker - in (a.1) close to the speaker, in (a.2) (more) remote from the speaker. 

                                                             
3 Cf., e.g., Smith (1991, 1997). 
4 We will not attempt to give an exhaustive picture of the usage of the various adverbs and 
prepositions of Norwegian. Thus, for instance, we ignore those occurrences of  'place' adverbs 
where they function as predicatives (and then presumably as participant predicators), as in (i): 
 (i)  Jon satte vasen her 
  Jon put the vase here 
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In (4b), an endpoint is again expressed, but in these constructions, the correlate 
can be any given landmark (not excluding the speaker), so that in (b.1), the 
endpoint of the motion is high relative to that landmark, in (b.2) low.  

Exactly these same distinctions turn up in a series of corresponding place 
adverbs: 

 
(5)  a.1. her 'here', as in Gutten løper her ('the boy runs here') 
           2. der 'there', as in Gutten løper der ('the boy runs there') 
      b.1. oppe '(at) up(stairs)', as in Gutten hopper oppe ('the boy jumps 
   up') 
            2. nede '(at) down(stairs)', as in  Gutten hopper nede ('the boy 
   jumps down') 

 
In (5), what is contextually correlated is not endpoints of movements, but places 
of events. Thus, the events in (5a) take place in locations related to the speaker, 
and in (5b) related to some discourse-salient landmark.    

As exemplified by (4b) vs. (5b), the contrast between event/place 
modifying adverbs and participant modifying adverbs is morphologically 
flagged in most cases by the absence vs. presence of a word final -e. This 
contrast holds systematically in Norwegian, and is further exemplified in (6), 
with (a) as directional adverbs, (b) as place adverbs: 

 
(6)   
a. 1. bort '(to) away', as in Gutten løper bort ('the boy runs away') 

 2. vekk '(to) away', as in Gutten løper vekk ('the boy runs away') 
 3. ut '(to) out',  as in Gutten løper ut ('the boy runs out') 
 4. inn '(to) in',  as in Gutten løper inn ('the boy runs in') 
 5. hjem '(to) home', as in Gutten løper hjem ('the boy runs  

  home') 
b. 1. borte 'away', as in  Gutten er borte ('the boy is away') 

 2. vekke 'away', as in  Gutten er vekke ('the boy is away') 
 3. ute 'out(side)', as in Gutten løper ute ('the boy runs outside') 
 4. inne 'in(side)', as in Gutten løper inne ('the boy runs inside') 
 5. hjemme 'at home', as in Gutten løper hjemme ('the boy runs at 

  home') 
 
Corresponding to the directionals in (4) and (6a) is furthermore a series of 

'along path' directionals, listed in (7): 
 

(7)  hitover 'here-wards', as in Gutten løper hitover ('the boy runs  
  herewards'); ditover 'there-wards'; oppover 'upwards'; nedover  
  'downwards'; bortover 'away'; utover 'outwards'; innover 'inwards';  

 hjemover 'home-wards' 
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The items in (7) differ from those in (4) and (6a) in that the ‘along-path’ 
concept, expressed by ‘over’, appears in a compound form together with the 
contextualized place morpheme. (7) is thus reminiscent of  German 
contextualized directional adverbs such as ‘hierher’ ‘to here’ and ‘dorthin’ ‘to 
there’. Different from Norwegian, however, German also contextualizes the 
path description such that ‘hierher’ means towards the speaker seen from the 
speaker’s perspective and ‘hierhin’ means towards the speaker seen from the 
hearer’s perspective. Common to all of these adverbs is that the orientation of 
the movement relates to some contextually understood entity or place. For all 
cases, we call this the contextual correlate.  

In the case of the end-point directional adverbs and along-path directionals 
in this group, there are in effect two entities contextually invoked: the 
endpoint/path as such, and then the correlate relative to which the end-
point/path is situated (as higher than, lower than, close to, remote from, etc.). 
With a place adverb like her, in contrast, only one contextually invoked entity is 
relevant – in the default case the speaker, expressed as close to the event. 

Cutting across the contextual correlate distinctions for adverbs is the value 
they induce for telicity: the end-of-path directionals induce telicity, the other 
two types not. 

Prepositions, in contrast to the adverbs now illustrated, have no 
contextually determined inherent participants. In the other respects, they cross-
classify like the adverbs (as exemplified above for English): directional 
prepositions can induce telicity, such as Norwegian  til, German zu ('to'), or they 
contribute atelicity, such as Norwegian langs, German entlang ('along'); and in 
the latter respect, they group along with place prepositions. Intuitively speaking, 
the circumstance that prepositions are those words which govern an NP that 
explicitly indicates a correlate of movement or location, while adverbs are 
words lacking such an NP, will seem to match the contrast with regard to 
contextual determination: one might hypothesize that in their semantics, both 
prepositions and adverbs are two place relations, and that, in this domain, what 
characterizes adverbs is that their ‘semantic object’ is contextually induced, 
while for prepositions, it is syntactically induced. The analysis to be presented 
below implements this view. 

Central to the analysis is also a distinction between directional PPs/adverbs 
and event modifiers in what they are taken as being predicated of. For 
Norwegian we saw already that a majority of contextualized adverbs reflect this 
distinction morphologically. For German, further compelling evidence for such 
a differentiation comes from the group of prepositions that either govern 
accusative or dative case, where the accusative evokes a directional 
interpretation while the dative case forces a 'locative' interpretation. This is 
illustrated in (8): 
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(8) Case in German 
 a. Der   Junge rennt  in der   Kirche. 
  The.NOM boy runs in  the.DAT church 
  The boy runs in the church. 
 b. Der   Junge rennt  in die   Kirche. 
  The.NOM boy runs in  the.ACC church 
  The boy runs into the church 
 

The implementation of this differentiation is laid out in 4.1 below. 
 
4 Analysis 

 
4.1  Modifier predication of a participant vs. modifier predication 
      of an event 

 
Implementations of VP-modifiers (like that found in the ERG) commonly 
construe them as event modifiers; thus, in the analysis of John runs in the wood, 
the PP in the wood is construed as predicated of the index associated with run, 
and, hence, of the index of the event as such. This analysis corresponds to a 
paraphrase such as 'John's running is in the wood'. Technically, the value of the 
ARG1 of the preposition is reentered with the event index (INDEX) of the verb, 
as illustrated in (9) below. The feature MOD here introduces the item modified 
by the preposition, i.e., the verb, and the value of ARG1 of the preposition is re-
entered with the INDEX value of the MOD item: 

 
(9) Feature structure description for the event modifier preposition on: 

 
prep-word

STEM    "on" 
trans-arg1-2

CAT.HEAD verb
HEAD  prep M OD LOCAL

CONT.HOOK.INDEX #1CAT  

VAL  COM PS  LOCAL.CONT.HOOK.INDEX  #4 ref-ind

LKEYS.

SYNSEM   
LOCAL  

< >

               
  < >     

− KEYREL # key

LTOP #6
HOOK hook

INDEX # 2

arg1-2-rel
LBL # 6 handle
PRED  "on-rel"

CONT RELS ! #key  !
ARG0 #2
ARG1  #1
ARG2  #4

HCONS !!









 −

   
   
    
              < >               

 < >
 
  

 
 
 
 
 

  
                                                             
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While grammars like ERG (as of 2003) extend this approach to directionals 

as well, an alternative treatment of directionals, which we will advocate here 
(and which is prevalent in much of the literature, e.g., Jackendoff (1990), is to 
construe directionals as predicated of the mover, i.e., the entity performing the 
directional motion. For to as in John ran to the church, this is to say that the 
ARG1 of the preposition is reentered with the ARG1 of the verb, rather than with 
its INDEX, and that in John threw the ball  to the church, the ARG1 of the 
preposition is identical to the ARG2 of the verb. A similar contrast will be 
recognized for adverbs. We thereby implement the general contrast between 
event modifiers and directionals (illustrated, e.g., in (8) for German) as a 
difference in what the preposition's/adverb's ARG1 is coindexed with - the 
verb's INDEX for event modifiers, and one of the verb's arguments for 
directionals. 

It might be asked if such selection information could alternatively be 
represented by a more morpho-syntactically flavoured feature, such as 
‘DIRECTIONAL bool’. Although a possibility in principle, we do not see any 
non-arbitrary way of making such an alternative marking. The proposal that the 
ARG1 of a preposition like to equals the ARG1 of the verb, and thus (in the 
standard case) is a referential index, in contrast, seems intuitively reasonable. It 
also receives some support from constructions like The road goes to the church, 
where, although the subject is not a mover, the phrase to the church clearly 
qualifies a 'thing'-like entity ('the road') rather than an event. This position will 
now be explicated and illustrated. 

The analysis of endpoint-of path prepositions here proposed is illustrated in 
(10), for the Norwegian preposition til ('to'); this illustrates the approach we are 
taking. Crucial here is the identification of the preposition's ARG1 with the 
'Mover' argument of the verb. As we have seen, the latter may be either an 
ARG1 or an ARG2, according to what type of verb it is - either one whose 
subject is a mover, or one whose object is what is set into motion, as for kaste 
('throw'). The specification of til as such should be independent of this choice, 
i.e., of whether it qualifies a subject or an object. To implement such an 
independence, we enrich the semantic specification of the verb with a feature 
which exposes which of its arguments - if any - is a 'Mover', and make this 
index accessible to the preposition's MOD specification.  

In the Matrix inventory of features, there is already one feature, XARG (for 
'external argument'), at the path SYNSEM|LOCAL|CONT|HOOK, which serves 
for exposing arguments, e.g., for control specifications. All lexical items with 
predicative content have an XARG feature, and for verbs, it is typically the 
argument expressed by the subject which is exposed by this feature. Since a 
verb like throw will need XARG to expose its subject like all other verbs, this is 
not a feature that can be used for exposing a 'Mover' argument in general. We 
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therefore introduce a new feature for this purpose, called DIRARG.5 This is a 
feature which will be 'activated' only for verbs one of whose arguments 
performs a movement, and synsem-subtypes will be distinguished among both 
intransitive and transitive synsems, to accommodate the presence or absence of 
such an argument. The presence of this feature thereby serves as a mark of a 
'motion-verb', and will be present whether or not a directional modifier actually 
occurs - it thus reflects an 'inherent' classification of verbs, according to their 
'path'-taking potential. In (10), this feature is exposed inside the MOD 
specification of the preposition, analogously to where an event modifying 
preposition exposes INDEX as in (9): 

 
(10) Feature structure description for the preposition til ('to') as a  
  participant modifier: 

 
prep-word

STEM   "til" 
trans-arg1-2

CAT.HEAD verb
LOCAL

HEAD  prep MOD CONT.HOOK.DIRARG #1
CAT  

VAL  COMPS  LOCAL.CONT.HOOK.INDEX  #4 ref-ind

SYNSEM  
LOCAL  

< >

                    
  < >    
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                                                                                            
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

 
 
 

                                                             
5 Technically, this is done by specifying a subtype of the type hook (the type which introduces the 
feature XARG - cf. (1)), and let this subtype - dirhook - introduce a feature DIRARG in addition 
to XARG. DIRARG will be activated by verbs expressing motion, in such a way that if it is the 
subject of the verb which performs the motion, then the verb's DIRARG = ARG1, and if it is the 
the object of the verb which performs the motion, the verb's DIRARG = ARG2. These identities 
are encoded in the appropriate subtypes of intransitive and transitive verb SYNSEMs, 
respectively, while for to, its ARG1 will always be identical to the DIRARG of the verb, enforced 
by the specification under the MOD attribute of to, as seen in (10). 
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4.2  Inducing telicity values 
 

The AVM in (10), in addition to elements explained above, also contains a 
specification for the attribute SORT. SORT is a feature inside the path of INDEX, 
allowing for further semantic specification of an item. In the present case, it 
introduces a specification end-of-path-motion which serves in inducing a telicity 
value for verb phrases composed with a til-PP. This is effected through a 
combinatory rule for the constellation 

 
   VP 
 
  VP  PP 
 

which specifies the head V projection with  
  
 SYNSEM|LOCAL|CONT|HOOK|INDEX|TELIC  + 
 

in case the PP is marked as in (10). A preposition like langs 'along', in contrast, 
will carry a corresponding specification along-path-motion, which fails to 
induce this effect, leaving the V projection specified as 

 
 SYNSEM|LOCAL|CONT|HOOK|INDEX|TELIC  bool 
 

A PP like i to timer 'for two hours' requires of its sister VP head that it be 
marked  

 
  SYNSEM|LOCAL|CONT|HOOK|INDEX|TELIC  - 

 
The type bool is compatible with '-', hence a PP with langs allows for a 
combination with i to timer: 

 
   VP 
 
  VP  PP 
    i to timer  'for two hours' 
 VP  PP 
   langs elven  'along the river' 
 

In contrast, a PP like på to timer 'in two hours' will combine only with a V 
projection marked 

 
 SYNSEM|LOCAL|CONT|HOOK|INDEX|TELIC  + 
 

which means that a PP with til will provide a licensing specification for på to 
timer, as in 
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   VP 
 
  VP  PP 
    på to timer  'in two hours' 
 VP  PP 
   til elven  'to the river' 
 

but prevent  i to timer from combining. In this way, the 'overriding' effect of 
prepositions like to and til illustrated in (3) is captured.6 

The SORT specification associated with a place-preposition (or event 
modifiers, more generally) is in turn compatible with  bool as telicity value, and 
thus combine with i to timer  'for two hours', in the same way as langs and other 
non-end-point prepositions. 

In this sketch, 'telicity' addresses only this factor in so far as it is affected 
by VP modifiers; in this respect, all verbs are by themselves unmarked, i.e., 
characterized by bool. A distinct feature accommodates inherent aspectual 
features of verbs, as well as combinatorial aspect induced by the presence vs. 
absence of objects. As our present concern is with directionals, we will not go 
into these aspects of verb semantics, nor how they interrelate with features 
providing specification of whether the verb expresses movement, reflected in 
the presence of the feature DIRARG.7 

 
4.3  Inherent participants and decomposition 

 
We now turn to adverbs with inherent participants, as discussed in section 3. 
We first consider similarities and contrasts between the end-of-path preposition 
til illustrated in (10), and the adverb hit 'to-here', represented in (11) below. 
Both of these are analyzed as predicating of a participant, hence, as seen in 
(11), also in the MOD value for hit, the head verb is specified with regard to its 
DIRARG.  

 
 
 
 
 

                                                             
6 It may be noted that this account will license John ran in two hours. Although this is not what 
one would most obviously want, the construction possibly has an interpretation like 'within two 
hours, John brought it about that he could run', and we therefore regard this case of apparent 
overgeneration as possibly harmless. 
7 This is clearly a domain where use of the feature SORT is again relevant. Since the practice in 
the Matrix is to keep SORT values as atomic (i.e., SORT introduces no features by its own), and 
verb semantics is well known as requiring some complexity of specification (cf., e.g., Davis 2001, 
Davis and Koenig 2001, Wechsler 1995), it is an issue for further exploration exactly what 
features will be necessary in this area.  
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(11) Feature structure description for the adverb hit 'to-here': 
 

STEM   "hit" 

CAT.HEAD verb
HEAD  adv MOD LOCAL

CONT.HOOK.DIRARG #1CAT  

VAL  COMPS 

LKEYS. KEYREL #key

LTOP #6
HOOK hook

INDEX #0 SORT end of path motion
SYNSEM  LOCAL  

CONT

< >

               
 <>   
− −

− − −

end-of-path-rel
proxim-internrelated-place-rel LBL #6
PRED  "close-to-corr-cpt-rel" PRED"end-of-path-cpt-rel"

RELS ! #key ,ARG1  #4 ARG0 #0
ARG1#1ARG2  #5 SORT speaker
ARG2 #4 SORT endpn

 
 

   

 
 
 <  
 

    

,

t-of-path

[], [], [], [] !


   

  
  
  
  
  
  
  
  
  

   
   
   
   

    
    
    
    
    
    
    
    
          

>   
   
       




 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
A further parallel is that hit, just as til, has the value end-of-path-motion for 

the path SYNSEM|LOCAL|CONT|HOOK|INDEX|SORT, whereby its capacity of 
inducing telicity is represented in exactly the same way as it is for til. Still a 
parallel, announced near the end of section 3, is that both have on their RELS 
list an EP of type end-of-path-rel with an ARG1 and an ARG2, representing the 
semantic parallelism between directional prepositions and adverbs noted in the 
discussion. 

The interesting difference between (10) and (11) resides in their 
specifications under RELS: while in (10) there is only one item on this list, in 
(11) there are (essentially) two. These are binary abstract predicates: the end-of-
path-cpt-rel relates the Mover (its ARG1) to an endpoint (its ARG2), while the 
close-to-corr-cpt-rel relates the endpoint (its ARG1) to the inherently 
understood speaker (its ARG2).8 The items tagged #4 and #5 are the inherent 
participants.9  

                                                             
8 The part -cpt- (for 'conceptual') of these labels refers to the circumstance that these predicates 
are introduced via decomposition of lexical items, and thus do not have a spelling matching that 
of a lexical item. 
9 As all participants carrying an x-type variable need to be quantified to yield wellformed logical 
representations (i.e., wellformed MRSs), and there are no overt quantifiers doing this, such 
quantifiers (with PRED value "pronoun-q-rel"), along with 'restriction' values (with PRED value 
"zero-pron-context-corr-rel"), have to be introduced into the lexical specification of this item as 
well; the last four items on the RELS list serve for these purposes. For our present purposes, these 
four EPs are marked by '[]' in (11), as well as (12) below. 
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 (11) represents a lexical item, and its RELS list is its contribution in the 
semantic composition of any constituent in which it takes part. We  show with 
(12) an example of an MRS composed by contribution of hit: 

  
(12)   MRS for the sentence Gutten løper hit ('the boy runs to-here'): 

 
LTOP:h1

TENSE:PRES
INDEX e2 E

ASPECT:TELIC

def q rel close to corr cpt rel
løpe rel

LBL h5 gutt rel LBL
LBL h8

ARG0 x4 , LBL h3 , ,
ARG0 e2

RSTR h6 ARG0 x4
ARG1x4

BODY h7
RELS:

  
  +   

− − − − − − 
−   −                         

 

h9
ARG0 e12 ,
ARG1x10 SORT:ENDPNT OF PATH

ARG2 x11 SORT:SPEAKER

end of path cpt rel
LBL h9 prpstn rel
ARG0 e14 SORT:END OF PATH MOTION ,[],[],[],[], LBL:h1

MARARG1x4
ARG2 x10

 
 
 
 
 
 − −   
    

− − − − 
 

− 
 − − −   
 
 
 

G:h23

HCONS: h6 QEQ h3, h23QEQ h8,...

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
  
  
   

 
 
 
  

 

 
It will be noted that the whole MRS construct has the specification TELIC +, 
induced by the SORT specification of end-of-path-rel, in pecisely the same way 
as indicated above for a preposition like til.  

Having illustrated the contrast between items with (as with hit) and without 
(as with til) inherent participants, but like status as to what they are predicated 
of (viz., the Mover), let us next illustrate the contrast between a predication of a 
Mover (hit) and a predication of an event (her), along with a contrast between 
having two and having one inherent participant. At the same time, we illustrate 
the representation of two distinct words having a common 'semantic feature', 
here 'closeness to speaker', a property in common between hit and her: 
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(13)  Feature structure description for the adverb her 'here':10 
 

STEM   "her" 

CAT.HEAD verb
HEAD  adv MOD LOCAL

CONT.HOOK.INDEX #1CAT  

VAL  COMPS 

LKEYS. KEYREL #key

LTOP #6
HOOK hookSYNSEM  LOCAL  INDEX #0 SORT place

CONT

REL

< >

               
 <>   
−−

 
 

    
proxim-internrelated-place-rel
LTOP #6
PRED  "close-to-corr-cpt-rel"

S ! #key ,[],[]!ARG0 #0
ARG1  #1
ARG2  #5 SORT speaker

 
 
 
 
 
 
 
 



 
 
 
 

  
  
  
  
  < >
  
  
  
        

.....

 
                                                 
 

 

 
Like the preposition on illustrated in (9) above, this is a modifier qualifying the 
event index of the verb. The circumstance that both her and hit have the PRED 
value close-to-corr-rel in their RELS specification, with ARG2 as 'speaker', 
accounts for their common feature of referring to a place 'close-to-speaker'. The 
SORT specification place being one which does not induce telicity, her is 
correctly predicted to be combineable with i to timer 'for two hours'. 

On the basis of the feature structures shown, we briefly indicate how some 
of the other contrasts illustrated in section 3 are encoded, focussing on 
endpoint-adverbs, with (4a2, 4b) and (6a) repeated: 

 
(4a) 2. dit 'to-there', as in  Gutten   løper dit ('the boy runs to-there') 
    boy-DEF run-PRES to-there 
(4b) 1. opp '(to) up', as in  Gutten hopper  opp ('the boy jumps up') 
    boy-DEF jump-PRES to-up 
 2. ned '(to) down', as in Gutten hopp ned ('the boy jumps down') 
    boy-DEF jump-PRES to-down 
(6a) 1. bort '(to) away', as in Gutten løper bort ('the boy runs away') 
 2. vekk '(to) away', as in Gutten løper vekk ('the boy runs away') 
 3. ut '(to) out',  as in Gutten løper ut ('the boy runs out') 
 4.inn '(to) in',  as in Gutten løper inn ('the boy runs in') 
 

                                                             
10  Since this item has only one inherent participant, the abbreviatory place holders on the RELS 
list are now only two, as opposed to four in (11)/(12). 
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In relation to the lexical representation (11) of hit, and the example (12) of its 
projection into a sentential MRS, the representation of dit will differ only in 
having remote-from-corr-cpt-rel rather than close-to-corr-cpt-rel as value at the 
path SYNSEM.LOCAL.LKEYS.--KEYREL.PRED. The representation of opp 
will differ from that of hit in having high-relto-corr-cpt-rel rather than close-to-
corr-cpt-rel as PRED-value, and having ARG2| SORT specified as landmark 
rather than speaker. The representation of ned will differ from that of opp only 
in having low-relto-corr-cpt-rel rather than high-relto-corr-cpt-rel as PRED -
value. The representation of bort will differ from that of opp only in having 
remote-from-corr-cpt-rel; the representation of ut will differ from that of opp 
only in having outside-relto-corr-cpt-rel as PRED -value, and the representation 
of inn will differ from that of opp only in having inside-relto-corr-cpt-rel rather 
than high-relto-corr-cpt-rel as PRED -value. 

These specifications are induced through a small hierarchy of relation 
types, of semsort types, and of word types, where the latter regulate the relation 
types and the specifications in the first EP in the RELS lists (just illustrated 
above), and the relation types induce the semsort types. As indicated by this 
survey, the specifications serve very much like specifications in a componential 
analysis table, however, being restricted to features of clear grammatical 
relevance in the languages.11  

This subsection has demonstrated a mechanism of semantic componential 
analysis which preserves important characteristics shared between 
componentially decomposable and non-decomposable words; examples of the 
latter are the parameters of participant vs. event modification, and telicity- vs. 
non-telicity inducing function. We now discuss some of the assumptions made 
further. 

 
5 Directionals as adjuncts 

 
5.1 The status of iteration 

 
In constructions like 

 
 John ran from here to the church 
 

                                                             
11 Thus, in German semantic parameters of motion such as the telic/atelic distinctions as well as 
contextual anchoring are, e.g., introduced in the morphological form of particles/ adverbs, as for 
example (cf. Müller 2002): 
 (i) Er springt  auf / rauf /  hierauf 
  he  jumps up on top  on top of this 
To demonstrate the application of semantic decomposition for machine translation, we aim in 
later work at showing an MRS-based set of transfer rules for a fragment of directionals for an MT 
component between the two languages.  
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we treat both from here and to the church as adjuncts, with an assumed structure 
roughly of the form (14): 

 
(14)   VP 

 
  VP  PP 
    to the church 
 VP  PP 
 ran  from here 
 
An indication seemingly immediately in favor of such an analysis is the 

circumstance that such directionals can occur without any upward bound on 
their number, as in (15): 

 
(15) John ran from here down via  the park along the creek up to the 
  church 

 
If these directionals were to be analyzed as arguments, it would suggest that 
standard assumptions about fixedness of valence were to be abandoned, run 
apparently having an indefinite number of possible arguments.  

However, we need to contrast constructions like (15) with expansions of 
constructions like (16a) as in (16b) (from Norwegian - analogous cases would 
be possible in the other languages): the use of inn in (16a) one would treat as an 
argument, since sette 'put' most reasonably should be treated as having two 
complements in its valence, an object and a locative argument. The multiple 
occurrences of adverbs and PPs in (16b) will seem to constitute just another 
instantiation of the pattern in (16a), and hence a case where multiple 
adverbs/PPs are 'packed' into one argument slot: 

 
(16) a. Jon satte den inn 

     John put     it      in 
 b. Jon satte den inn i boksen  i hjørnet  bort fra sollyset 
     Jon   put     it          into box-DEF in corner-DEF away from sunlight-DEF 
 
Seemingly, then, multiplicity of occurrence is not by itself a proof that at a 

'top' level, more than one constituent is involved. In (16b), this one constituent 
in turn may be analyzed as an argument. So, perhaps such an analysis could be 
applicable also for (15)? 

A difference between (16b) and (15) is that in (16b), all the adverbs/PPs 
are read as specifying one and the same location, whereas in (15), each PP 
specifies a new stretch of movement. It is to be noted that the 'moving on' sense 
induced by run does not by necessity entail that all adverbs/PPs express 
different stretches - in the sequence down via the park in (15), down and via the 
park may well qualify one and the same stretch, and similarly for the 
directionals in (17): 
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(17) Jon gikk opp langs kammen   mot Snota 

 Jon  went  up    along  ridge-DEF   towards Snota  
 
Thus, even in the domain of iteration of directionals, one has to recognize 

the possibility that two or more consecutive directionals co-specify one and the 
same stretch, or 'leg', analogously to the way the PPs/adverbs in (16b) co-
specify one and the same location. For co-specificational clusters like these, it 
seems that one may well assume a corresponding syntactic clustering - (17), for 
instance, might receive an analysis like in (18) (although further investigations 
are warranted to explore what are the possible head-adjunct divisions in such 
structures - (18) is just one example), and a similar PP cluster would be used in 
representing the location argument in (16b): 

 
(18)  VP    

      
 VP  PP 
 gikk   
  PP  PP 
    mot Snota 
 Adv  PP 
 opp  langs kammen 
 
The crucial point that we would like to make is that in the case of iteration 

of PPs/adverbs tied to verbs like put, the clustering analysis is the only analysis 
relevant, whereas for directionals accompanying a verb like run, the clustering 
analysis is only one of the options, and the other is a successive adjunction 
analysis as illustrated in (15), reflecting a reading where consecutive stretches 
are being 'consumed'. For this latter construction type, an adjunction analysis 
seems the more reasonable option. Consequently, for verbs like run, whether or 
not a directional modifier is simple, as in (15), or a cluster as in (18), it either 
way attaches as an adjunct, whereas for a verb like put, a locative or directional 
constituent is necessarily an argument.12 

In the formal analysis of directional adjuncts, a situation like that depicted 
in (18) will have a semantic representation where the ARG0s of all the PPs or 
adverbs clustered together have identical value - this represents the 
circumstance that they are all the same leg. (And correspondingly for a structure 
like in (16b), ARG0 identity will represent identity of location.) For structures 
like (15), in contrast, the ARG0s will be distinct, displaying the status of the 
PPs/adverbs as expressing distinct legs.  

                                                             
12 There is in principle a further position construing directionals as arguments which would not 
entail that a sequence of directionals necessarily shares stretch/leg specification, namely 
successive application of lexical rules, expanding the verb valence step by step. Such an approach 
does not seem to make any empirical gains, although might be of relevance in connection with the 
considerations mentioned in section 5.2. 
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5.2  The status of DIRARG 
 
The position taken here, to the effect that multiple directionals can reflect 
multiple adjuncts, was seen to necessitate the introduction of an extra attribute 
under the verb's HOOK, namely DIRARG, to which each adjunct will refer in 
tying its ARG1 to the right argument of the verb. It may be noted that if 
directionals were instead arguments, always abstractly specified in the valence 
frame of a verb, then this pairing of ARG1 value with the right verb argument 
would be done inside the valence specifications of each verb, and then the use 
of a DIRARG attribute would not be required. Let us consider some factors that 
might count in the evaluation of this feature. 

 
5.2.1   Verbs of 'co-movement' 
 
Verbs like follow, chase, pull and others are commonly interpreted to the effect 
that the subject argument and the object argument perform the same movement. 
Would such a situation entail that such verbs have two DIRARGs, and that the 
ARG1 of each directional is somehow tied to both of those DIRARGs? 

We believe that although these verbs clearly need some sort of 
representation of 'co-movement' in their lexical semantics, this co-movement is 
not so strict that it warrants a representation of the type alluded to. Typical uses 
of a verb like follow, for instance, tend to fixate on one of the arguments at the 
time. For instance, in follow the guests out, the actual situation is commonly one 
where only the object - the guests - actually end up outside (the host may stay 
inside the doorstep). In I have followed Lenin to where I am today, analogously, 
the 'move' described only qualifies the subject. Thus, it seems that verbs of this 
type have only one DIRARG, but that they alternate in usage as to which 
argument is tied to ; either way, the general factor of 'co-movement' is always 
represented, but at a different level than that of DIRARG coindexation. Thus, the 
verbs of this type do not seem to necessitate a proliferation of DIRARGs. 

 
5.2.2  Controlled adjuncts 

 
Constructions with directionals may be compared to constructions such as those 
in (19), where the as-predicate may seem in principle able to pick any of the 
argument functions of the head verb as controller (cf. Beermann 1997): 

 
(19) a. They arrived as winners    (subject) 

 b. They burned her as a witch   (direct object) 
 c. They gave Jon the responsibility as the captain (indirect obj.) 
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If directionals, as adjuncts, warrant a DIRARG attribute for effecting the control 
relations, what might constructions like (19) warrant? It may be noted that these 
control relations are less dependent on specific semantic properties of the verbs 
involved, and our tentative view is that these control relations should be dealt 
with at a semantic postprocessing level where coreference resolution more 
generally may take place. Thus, there is no reason to supplement DIRARG with 
further features under HOOK for these constructions. 

 
5.3  'Contextual' arguments like 'speaker', 'hearer', 'landmark' 

 
Our semantic representations involving notions like 'speaker', 'hearer', 
'landmark', etc, are obviously non-resolved as concerns anaphora and deixis, 
and in this respect provide only templates for further development of the 
grammars involved. Compared with designs of context representation like that 
in Pollard and Sag (1994), it may be noted that where they have 'SPEAKER' as 
an attribute under CONTEXT, our notion speaker emerges as a type used as 
value of SORT. A motivation for introducing 'speaker' in this way is that in 
connection with adverbs like hit and her, what is contextually really involved is 
a notion of 'most salient point': in a given discourse, this could be resolved as a 
place which is described as having been reached, whereas its default subtype 
would be 'speaker'. For this reason, it is reasonable to have the notion 'speaker' 
construed as a type in a small hierarchy; this of course does not conflict with 
using the notion also as an attribute. 

 
6 Conclusion 

 
Although the grammars described push their semantic analysis somewhat 
beyond what is currently instantiated in most MRS based analysis, the formal 
devices employed are, apart from the one feature DIRARG discussed in the 
previous section, confined to those contained in the Matrix inventory. This 
ensures a smooth interface to the other components of a grammar. The semantic 
analysis itself follows rather standard assumptions from the general literature, in 
its invocation of a 'mover' as essential in the analysis of directionals, in its 
treatment of telicity, and in its decomposition of contextually determined 
locative and directional adverbs. Being still a sentence based grammar, the 
marking of contextually salient features awaits the incorporation of context 
anaphoric resolution, but brings the sentential analysis to a point where it can 
hopefully interact with devices performing such resolution. 
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Abstract

In this paper, I shall discuss the semantic attachment of intersective mod-
ifiers in German coherent constructions. I shall show that a purely syntactic
solution to the observable attachment ambiguity is undesirable for reasons
of processing efficiency and/or massive spurious ambiguity. Instead, I shall
follow Egg and Lebeth (1995) and propose an extension to Minimal Recur-
sion Semantics, permitting the expression of underspecified semantic attach-
ment. This rather trivial move, as we shall see, will not only be preferable for
processing reasons, but it will also be more in line with the spirit of under-
specified semantics, effectively providing a compact representation of purely
semantic distinctions, instead of unfolding these distinctions into a rain forest
of tree representations and derivations. I will present an implementation of
the underspecification approach integrated into the German HPSG developed
at DFKI and compare its efficiency to an alternative implementation where
semantic attachment is unfolded by means of retrieval rules.

1 Intersective modifiers and word order

It is a well-known property of German that order in the Mittelfeld is extremely
free: although some restrictions do seem to exist as to the relative order in which a
verb’s complements can appear, it is by now generally accepted that the linearisa-
tion constraints regulating order within the Mittelfeld should best be conceived of
as soft constraints or performance preferences (Uszkoreit, 1987). The word-order
freeness of German is further multiplied by the fact that auxiliaries, modals, con-
trol and raising verbs may or must construct coherently (Kiss, 1994, 1995, Müller,
1999, Hinrichs and Nakazawa, 1990), a construction that is modelled by means of
Hinrichs/Nakazawa-style argument composition. What is more, inherent and in-
herited arguments can, again, undergo scrambling, thus, in principle, arguments of
the upper and lower verbs may appear in any order.

One of the fundamental empirical tests for the coherent construction — besides
scrambling of arguments, of course — builds on the interpretation of modifiers.
With a few exceptions, e.g. the marker of sentential negationnicht ‘not’, there
does not appear to be any general positional restriction on the distribution of modi-
fiers in the Mittelfeld: as a rule of thumb, modifiers can appear just about anywhere
between the left and right sentence bracket, demarcated by a complementiser or a
finite verb and the sentence-final verb cluster. Independently of position, how-
ever, modifiers in the coherent construction often display a systematic ambiguity
between high and low attachment.

†This work has been carried out as part of the DFKI project QUETAL, funded by the German
Federal Ministry for Education and Research (BMBF), and the EU-project DEEPTHOUGHT at
the Department for Computational Linguistics, Saarland University. The ideas presented in this
paper have benefited a lot from discussion with various people. I would therefore like to thank Ann
Copestake, Markus Egg, Dan Flickinger, Stefan Müller, Stephan Oepen and Emily Bender for their
comments and suggestions.
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(1) Peter
Peter

hat
has

es
it

im
in.the

Labor
lab

blitzen
flash

sehen
saw

‘Peter saw some flashes/lightning in the lab’ (P”utz, 1982, 340)

As exemplified by the datum above, the PPim Labor can modify either the
seeing event, or the flashing event: under the first interpretation, Peter is in the lab
observing some lightning or flashes somewhere else (possibly outside), whereas
under the latter, the flashes are in the lab, with the locus of the observer unspecified.

Although, in (1) the modifier is adjacent to the verb cluster, permitting us to
model the two semantic interpretations by means of high or low syntactic attach-
ment, this is not always the case: as illustrated in (2), a flipped auxiliary may
intervene (Hinrichs and Nakazawa, 1994, Kathol, 2000, Meurers, 2001), making
adjunction to the most deeply embedded cluster element impossible.1 Still, the
modifier displays the same semantic attachment ambiguity as in the example in (1)
above.

(2) weil
because

Peter
Peter

es
it

im
in.the

Labor
lab

[hat
has

[[blitzen]
flash

sehen]]
saw

‘because Peter saw some flashes/lightning in the lab’

The very same can be observed with scrambling in the Mittelfeld:

(3) a. weil
because

Peter
Peter

im
in.the

Labor
lab

es
it

blitzen
flash

sah
saw

‘because Peter saw some flashes/lightning in the lab’

b. weil
because

im
in.the

Labor
lab

Peter
Peter

es
it

blitzen
flash

sah
saw

‘because Peter saw some flashes/lightning in the lab’

Independent of surface position, and, therefore, constituency, modification of
upstairs and downstairs verb is equally possible.

Similar evidence against a purely syntactic approach to intersective modifier
attachment is provided by Egg and Lebeth (1995):

(4) Sollen
shall

wir
we

im
in

März
March

noch einen
an

Termin
appointment

machen?
make

‘Should we schedule a meeting in March?’ (Egg and Lebeth, 1995)

The sentence in (4) is three-ways ambiguous: the PP adjunctim März ‘in
March’ may modify the appointment (Termin), the scheduling event (ausmachen),
or even the modal (sollen). Under standard assumptions of phrase structure in

1For the purposes of this paper I will concentrate foremost on versions of HPSG without word
order domains. As far as I can tell, the issues raised within the scope of this paper are by-and-large
the same for linearisation approaches and true movement analyses (see below).
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the German modal constructions (Kiss, 1994), only attachment tosollenshould be
available. Attachment to the main verb infinitive, however, can only be derived
by making otherwise unmotivated assumptions about phrase structure, namely that
modals optionally take a VP constituent as their complement.

It should be clear that the data presented thus far constitute a syntax-semantics
mismatch: ceteris paribus, modification of the downstairs verb obviously conflicts
with straightforward rule-by-rule compositionality. Thus, some more elaborated
mechanisms are called for to derive the full set of interpretations, independent of
constituency in the Mittelfeld.

1.1 Storage and Retrieval

One such extension has been proposed in Kiss (1995): to overcome the kind of
problem just sketched, he proposes to collect modification targets in a special stor-
age feature from which they can be retrieved whenever a modifier is attached in
syntax. Introduction of modification targets onto the storage works in tandem with
verb complex formation. Though certainly a viable solution at the time, nowadays,
such an approach is not anymore fully attractive, with the Cooper-storage being
successfully supplanted by much more concise underspecified descriptions. Fur-
thermore, in a computational setting,2 retrieval during parsing can be quite costly,
as the exact number of modification targets is locally not always known in bottom-
up parsing. Owing to the fact that entire verb clusters can be extracted into the
Vorfeld, the complexity of the extracted cluster is unknown at the point where the
Mittelfeld is constructed. Thus, whenever Partial VP Fronting can be hypothesised
during parsing, the number of available modification targets to be assumed locally
will be equal to the maximum complexity of verbal clusters in German.

(5) Blitzen
flash

sehen
see

hat
has

Peter
Peter

es
it

im
in.the

Labor.
lab

‘Peter saw some flashes/lightning in the lab’

Even if we can put an upper bound on verb cluster complexity — the most
complex cluster I found in Meurers (1997) consisted of 5 elements in total —, it
should be kept in mind that retrieval of modification targets during parsing will
increase by this factor not only the number of head-modifier edges themselves but
also the number of chart items that can be transitively derived from these edges.
Although the overall frequency of partial VP fronting in German is not that high,
local ambiguity is unaffected by this, due to the unbounded nature of the process:
even the chart of “harmless” sentences without any PVP fronting is characterised
by an incommensurate number of PVP hypotheses.

2As a point of reference I use the fastest processing platform for HPSG grammars currently
available, namely PET (Callmeier, 2000) together with the development platform LKB (Copestake,
2001). As for the grammar, I will assume the large-scale grammar of German, developed in the
Verbmobil context by M̈uller and Kasper (2000), which has been ported to LKB/PET by Stefan
Müller and subsequently enhanced by Berthold Crysmann (Crysmann, 2003, to appear).
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Based on these two objections, we can discard the storage-retrieval approach
as a suboptimal solution, at least, unless a more efficient and elegant solution can
be found.

1.2 Scrambling as movement

Another obvious way to attack the issue is to analyse scrambling as movement,
akin to analyses carried out in the generative paradigm. Besides the issue whether
or not one should treat essentially local order phenomena on a par with unbounded
dependencies, an extraction-based approach will introduce a fair amount of spu-
rious ambiguity into the grammar: unless we can canonicalise the introduction of
modifier gaps in a highly restrictive fashion, regulating the relative attachment for
every pair of different modifiers, even simple sentences with only one modification
target but two intersective modifiers will end up with two syntactically different,
yet semantically identical analyses. Worse, the amount of spurious ambiguity thus
introduced will be factorial to the number of modifiers present. Finally, in standard
bottom-up parsing, the number of modifier gaps to be introduced cannot be known
a priori, so we either have to artificially limit the number of scrambled modifiers,
or else suffer a termination problem.3 Thus, we can safely discard this latter type
of analysis altogether.

2 Modifier interaction

Having established so far that neither a Kiss-style storage and retrieval mechanism
nor a movement-based analysis can qualify as optimal solutions to the empirical
problem, I will now move on and explore, if and how the treatment of intersec-
tive modifier attachment can be likened to that of quantifiers and scopal modifiers,
ultimately leading towards a treatment in terms of underspecification.

An important question to be addressed in this context is whether high vs. low
attachment of a modifier interacts with the attachment of other modifiers in the
sentential domain, or whether different modifiers rather enjoy the same range of
attachment possibilities independently of each other.

At least for the interpretation of scopal modifiers, it has repeatedly been claimed
(Müller, 1999, Kasper, 1994, M̈uller, 2004) that scope in the German Mittelfeld is
determined from left to right. Although I do not doubt that this is the case more of-
ten than not, counter-examples to this allegedly hard constraint of German syntax
can easily be provided:4

3This is at least true in formalisms without lazy evaluation, such as LKB and PET.
4The data presented in this section have each been confirmed by 4 native speakers, in addition to

my own intuitions. 3 of these subjects are non-linguists, the other does not actively work on German
syntax.
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(6) Da
there

muß
must

es
it

schon erhebliche
severe

Probleme
problems

mit
with

der
the

Ausrüstung
equipment

gegeben
given

haben,
have

da
since

wegen
because.of

schlechten
bad

Wetters
weather

ein
a

Reinhold
Reinhold

Messner
Messner

niemals
never

aufg̈abe.
give-up.would

‘There must have been severe problems with the equipment, since someone
like Reinhold Messner would never give up just because of the bad weather.’

Example (6) contains two scopal modifiers,niemals‘never’ and thewegen-PP,
a causative operator. Although linear order would suggest interpretation ofniemals
in the scope of thewegen-PP, the preferred reading, however, has the relative scope
of these two modifiers reversed.

Similar evidence can be found concerning the interaction of intersective modi-
fiers and scopal modifiers.

(7) Stefan
Stefan

ist
is

wohl
presumably

deshalb
therefore

krank
ill

geworden,
become

weil
because

er
he

äußerst
extremely

hart
hard

wegen
because.of

der
the

Konferenz
conference

in
in

Bremen
Bremen

gearbeitet
worked

hat.
has

‘Stefan probably only became ill, because he worked extremely hard be-
cause of the conference in Bremen.’

As already observed by Kasper (1994, p. 47), embedding of a causal modifier
under an intersective manner adverb is ruled out for semantic reasons. Still, a sen-
tence like the one in (7) is completely well-formed, the only available interpretation
having the intersective modifier within the scope of the causal modifier.

Thus, we can conclude that the left-to-right scope rule is but a performance
preference, however strong.

If we return now to the issue of intersective modifier attachment, we find that
here again, the left-to-right rule does not always restrict the range of possible at-
tachments.

(8) Bei
with

dem
the

Wetter
weather

wird
will

ohne
without

Regenmantel
macintosh

ein
a

besorgter
caring

Vater
father

seine
his

Kinder
children

niemals
never

aus
out

dem
the

Haus
house

gehen
go

lassen.
let

‘In this weather, a caring father will never let his children go out without a
macintosh.’

As illustrated by the example in (8), the PP-modifierohne Regenmantel‘with-
out a macintosh’ can and, given world knowledge, must attach to the lower verb
ausgehen‘go out’, despite the intervention of the scopal temporal modifierniemals
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‘never’, which scopes over the entire verbal complex, at least under the highly pre-
ferred reading. It appears, thus, that the interpretation of an intervening modifier
does not interfere with the availability of the downstairs verb as a modification
target.

(9) Der
the

diensthabende Beamte
policemen who was on duty

gab
gave

zu
to

Protokoll,
protocol

daß
that

in
in

der
the

Dachwohnung
loft

zum
at.the

fraglichen Zeitpunkt
time in question

ein
a

Rentner
retired man

von
from

der
the

anderen
opposite

Straßenseite
side of the road

aus die
the

Angeklagte
accused

mehrmals
repeatedly

auf
on

das
the

Opfer
victim

einstechen
stab

sah.
saw

‘The policemen who was on duty noted that a retired man witnessed from
the opposite side of the road that, in the apartment under the roof, at the time
in question, the accused stabbed the victim several times.’

This last finding can be replicated with intersective modifiers as well. Here,
the PPvon der anderen Straßenseite aus‘from the opposite side of the road’ must
modify the seeing event5 The locative PPin der Dachwohnung, however, under
the most preferred interpretation, attaches semantically to the downstairs stabbing
event.

As we will see below, the observable independence of multiple modifiers with
respect to the availability of modification targets will be highly advantageous in the
context of an underspecification approach.6

3 A proposal

Within current MRS (Copestake et al., 1998, 2001, to appear), the treatment of
intersective modifiers essentially assumes that syntactic and semantic structure be
homomorphic, as far as attachment is concerned. Thus, at present, this semantic
description language does not provide any tools out of the box to address the issues
raised in this paper. Essentially, an intersective modifier has its unified with that
of the head daughter, whereas its feature is unified with the head daughter’s
. Both these links are hard-wired. Although this assumption works quite well
for highly configurational languages such as English, a treatment along these lines
is actually not too well-equipped to deal with non-configurational languages, such
as German, where a syntactic solution, as detailed above, will be both inefficient
and inelegant.

5Unless we want to make the unlikely assumption that the accused has arms as long as Mr
Tickle’s.

6Conversely, this independence is quite disadvantageous to a storage and retieval approach, since
the number of targets to be considered will not shrink.
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If we want to provide an underspecified representation of intersective modifier
attachment as well, all we need to do is define a data structure suitable for distribut-
ing a modifier’s and values over the set of/ pairs contributed by the
modification targets. These/ pairs are best encapsulated as a data struc-
ture of their own, which I will callanc(hor), following a proposal of Kiss (in press,
2003) for a semantic treatment of relative clause extraposition. A natural place to
represent constraints on the possible attachment of an intersective modifier is the
- feature, currently hostingqeqconstraints only.

(10)




anc

 handle

 index




(11)




isect-mod

- anc

- list
(

anc
)




With a basic underspecified representation in place, all we have to do in syntax
is to define the list of target anchors, and introduce an appropriate constraint into
-, whenever an intersective modifier is syntactically attached.

An implementation of these two steps is quite straightforward. Let us begin
with the definition of the list of target anchors: in order to avoid traversal of the
- list, I will invoke an auxiliary feature-, which I will assume to be
located under|. The value of this feature is, again, a list ofanc. Verbs that
do not construct coherently, or, that do not take any verbal complements at all, will
have a singleton- list, where the and features of the onlyanc
are unified with the and of the verb itself. Verbs, however, that do con-
struct coherently, will specify an open list, where the first element is again linked to
the verb’s own and. Yet, the rest of the list will be structure-shared with
the|| - of the verbal complement, represented under (see,
e.g., Müller, 1999, Kathol, 1999, for motivation of this valence feature).

Now, whenever an intersective modifier gets syntactically attached, we simply
add a newisect-modconstraint to the- list, unifying its-| and-
| with the  and of the modifier’s. The- feature of
this constraint will just be structure-shared with the- feature of the
head-daughter’s.

As to scopal modifiers, nothing fancy has to be done here: all one needs to do
is to have the scopal modifiers outscope the lowest handle in the verb cluster.
As a consequence, scopal modifiers will be able to assume any intermediate scope.
The attentive reader will have noticed that the solution proposed here implicitly
assumes independent phrase structure schemata for intersective and scopal modifi-
cation. However, this is not really new: as argued by Copestake et al. (to appear),
such a move is independently required to ensure a sound treatment of Kasper’s
problem.
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Comparing the approach advanced here with the alternative solutions refuted
above, we find that it is highly similar to a storage approach, with the retrieval
step delayed to post-syntactic semantic resolution. Under a processing perspective,
however, such a move is highly advantageous: first, purely semantic distinctions
are effectively encapsulated in the-value, rather than expanded into different
tree representations or derivations. Furthermore, as we have seen above, proper
attachment can often not be resolved on the basis of sortal restrictions. Rather, it is
world or discourse knowledge that decides on the most likely attachment. Second,
unfolding the set of possible attachment as part of MRS resolution will be much
more efficient, as the issue of local ambiguity and the adverse effects on the search
space encountered in parsing are simply non-issues: the size of the resulting parse
forest and the associated MRS substructures are actually tiny in comparison to the
chart that needs to be explored to deliver them.

The approach to underspecified intersective modifier attachment suggested here
bears the further potential of reducing processing cost in the context of relative
clause extraposition. As detailed in Crysmann (to appear), a considerable amount
of the additional cost required by my implementation of a Kiss-style approach to
German relative clause extraposition is spent on the retrieval of suitable anchors
during parsing: with an upper limit of the 5 most recent anchors introduced, the
relative cost of integrating this construction is reflected in an increase by of ex-
ecuted chart items by around 12.7% on the Babel test suite.7 With the kind of
underspecification advocated here, retrieval can, again, be postponed to a seman-
tic post-processing step, avoiding retrieval costs and ensuring termination without
having to impose arbitrary limits. It is of note, in this context, that the data structure
suggested here for the expression of underspecified modifier attachment, i.e.-
/ pairs, also plays a crucial role under a semantic approach to relative clause
extraposition, like the one suggested by Kiss (in press, 2003).

4 Evaluation

In the preceding sections, we have seen that the semantic attachment of intersective
modifiers cannot be derived on the basis of surface phrase structure alone. We
have discussed three alternative approaches — movement, storage and retrieval,
and underspecification — and concluded that among these three, the movement-
based approach should be rejected a priori, since it will lead to massive spurious
ambiguity, as well as suffer from termination problems on systems without lazy
evaluation, such as LKB or PET. This leaves us with only two options: a Kiss-style
storage and retrieval approach, and underspecified attachment.

In order to substantiate the expected performance gains of the underspecifica-
tion approach over a storage and retrieval mechanism (cf. Egg and Lebeth, 1995),

7It should be kept in mind that the impact of retrieval rules on relative clause extraposition is of a
must lesser degree than what we can expect for ordinary modifiers, owing to the fact that these rules
are only applied once a rather large sentential constituent has already been built.
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LKB /PET implementations of both variants have been provided and subsequently
evaluated. As evaluation corpora, I have chosen the manually constructed Babel
test-suite (M̈uller, 2004; 758 test items), as well as a subset of the Verbmobil spo-
ken language corpus (VM CD-15; 2233 test items).

The underspecification variant is compared to a baseline where semantic at-
tachment is isomorphic to syntactic attachment, enabling us to estimate the mini-
mal cost associated with a sound treatment of intersective modifier attachment.

All test runs have been performed on an Intel Pentium 4 M with 1 GB RAM,
running Linux 2.4.26. The version of PET used for the tests dates from July
2003. Test results have been collected and evaluated with [incr tsdb()] (Oepen
and Flickinger, 1998).

4.1 Baseline vs. Underspecification

The implementation of underspecified modifier attachment was derived directly
from a baseline implementation where modifiers could only semantically attach to
the label and index of their syntactic sister (see Müller and Kasper (2000), M̈uller
(2004), Crysmann (2003, to appear) for further details on the German HPSG de-
veloped at DFKI). Most obviously, the grammar was extended with a mechanism
to collect lists of target anchors during verb cluster construction. Furthermore, the
distinction between intersective and scopal modification, which was hitherto per-
formed at the level of lexical types only, is now replicated at the level of phrase
structure schemata. Recall that such a move is independently required to provide
a solution to Kasper’s problem along the lines proposed in Copestake et al. (to ap-
pear). While such a move is virtually cost-neutral for local head-adjunct structures
— selection of intersective vs. scopal head-adjunct schemata is entirely determined
by the lexical type of the modifier —, this is not the case with adjunct extraction:
since the type of modifier is not known locally, we expect an increase in local ambi-
guity during parsing.8 Finally, in order to control for spurious ambiguity, syntactic
attachment to downstairs verbs in the cluster is blocked. Thus, even those attach-
ment ambiguities that could in principle be resolved at the level of bare phrase
structure are now taken care of by target anchor percolation and underspecified
semantic attachment.

The results for these two grammars are given in tables 1 and 2. As depicted in
table 1, both grammars have roughly the same coverage on the two corpora used
for evaluation. While lexical ambiguity of the grammars is the same, syntactic
ambiguity is slightly reduced under the underspecification approach. This slight
reduction can be attributed to the elimination of syntactic attachment ambiguities
for cluster-adjacent adjuncts.

With respect to performance9, we record mild efficiency gains on both corpora.

8The additional cost associated with adjunct extraction could in principle be eliminated by mov-
ing the semantic effect of adjunction from the gap site to the filler site. Due to time constraints,
however, this solution was not explored in the grammars presented here.

9Throughout this paper, tasks represent the average number of executed tasks per item, time is
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Baseline Underspecification
Test suite words lex amb cov amb cov amb
VM 15 5.18 2.96 84.7 9.92 84.8 9.36
Babel 6.76 2.99 82.9 3.68 82.9 3.67

Table 1: Baseline vs. Underspecification: Coverage & Ambiguity

items Baseline Underspecification Factor
Test suite tasks time space tasks time space tasks time space
VM 15 2233 12896 .83 24172 13650 .76 22969 1.058 .906 .95
Babel 758 4117 .21 6731 3639 .18 5755 .884 .849 .855

Table 2: Baseline vs. Underspecification:
Performance (including non-exhaustive parses)

Thus, we can conclude that the underspecified approach provides an efficient way
to arrive at a complete representation of the attachment potential of intersective
modifiers.

4.2 Underspecification vs. Storage & Retrieval

In a second implementation step, I have derived a third version of the grammar,
where semantic attachment is fully resolved in syntax. Since percolation of modi-
fication targets is unaffected by the way that a modifier gets semantically bound to
a target anchor, I have derived this version from the underspecification approach.

The only changes that needed to be performed involve the unfolding of syntac-
tically underspecified attachment into distinct intersective head-adjunct rules: thus,
instead of a single head-adjunct rule that simply inserts an appropriate modifica-
tion constraints into the MRS, representing the distribution of the modifiers anchor
over the list of target anchors, we now have to enumerate, by means of distinct
syntactic rules, the range of possible semantic attachments. In order to ensure a
fair comparison, I have limited access to percolated anchors to the first 3 target an-
chors. This number should correspond quite well to the maximum complexity of
verb clusters observed in corpora, which is 4 (Müller, p.c.), considering that verb
clusters of this size will most probably include tense or passive auxiliaries, which I
assume to share their event variable with that of the main verb they combine with.
In sum, the transition from a syntactically underspecified analysis of intersective
modifier attachment to a storage and retrieval approach involves tripling the num-
ber of head-initial and head-final intersective head-adjunct rules, as well as that of
intersective adjunct extraction rules. As a result, local ambiguity during parsing
will increase by this figure, in the worst case.

The results of the comparison between the underspecification and stor-
age/retrieval approaches are summarised in tables 3–5.

average parse time per item in seconds, and space indicates the average space consumption per item
in kB.
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As shown in table 3, overall coverage decreases with the storage and retrieval
approach. This result is directly related to the decrease in parsing efficiency to be
described below, reflecting the exhaustion of available resources (70,000 passive
edges) before a result could be delivered.

Underspecification Storage/Retrieval
Test suite words lex amb cov amb cov amb
VM 15 5.18 2.96 84.8 9.37 83.6 11.48
Babel 6.76 2.99 82.9 3.68 82.5 3.48

Table 3: Underspecification vs. Storage & Retrieval: Coverage & Ambiguity

items Underspecification Storage/Retrieval Factor
Test suite tasks time space tasks time space tasks time space
VM 15 2233 13650 .76 22969 24892 1.24 323241.824 1.644 1.407
Babel 758 3639 .18 5755 5942 .27 7870 1.633 1.535 1.368

Table 4: Underspecification vs. Storage & Retrieval:
Performance (including non-exhaustive parses)

With respect to performance, a direct comparison on all test items reveals that
the syntactic retrieval of anchors is quite costly, leading to an increase by more than
50% in parse time. However, as we have already observed above, the difference in
coverage the two grammars display on Verbmobil data is due to the fact that the less
efficient storage and retrieval approach reaches the upper limit of 70,000 passive
edges much more often than the grammar implementing the underspecification
approach. It appears thus, that the less efficient grammar might benefit from a
ceiling effect here, since, on items where the available resources are exhausted,
this grammar cannot possibly get worse than the time it takes to build up 70,000
passive edges.

In order to get a more accurate picture of the relative performance of the two
grammars, I therefore provide additional performance data, derived from those test
items where both grammars had been able to explore the entire parse space within
the given limit.

items Underspecification Storage/Retrieval Factor
Test suite tasks time spacetasks time space tasks time space
VM 15 2070 3330 .17 5456 9277 .43 12069 2.786 2.594 2.212
Babel 758 2981 .14 4680 4791 .22 6203 1.607 1.508 1.325

Table 5: Underspecification vs. Storage & Retrieval:
Performance (intersection of exhaustively parsed items)

The intersection of sentences exhaustively parsed by both grammars provides
a more reliable comparison, showing that, on Verbmobil data of moderate com-
plexity, the underspecification outperforms the storage and retrieval approach to
intersective modifier attachment by a factor of 2.6.
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5 Conclusion

In this paper I have argued for an extension to Minimal Recursion Semantics
(MRS; Copestake et al., 1998, 2001, to appear) permitting the expression of un-
derspecified intersective modifier attachment similar to the proposal of Egg and
Lebeth (1995). I have argued on the basis of German modifiers in the coherent
construction that a complete, compact, and efficiently processable solution to the
attachment ambiguity problem necessitates a treatment in underspecified terms.
Furthermore, we have seen that the attachment potential of each individual modi-
fier in the sentential domain is independent of the other modifiers in this domain.
This particular finding has paved the way for a straightforward analysis in terms of
MRS, enhanced by a new type of handle constraint, recording a modifiers anchor,
together with the target anchors it can distribute over. This proposal, in contrast
to the alternative syntactic solutions discussed in the text, puts the treatment of
the issue much more in line with the spirit of underspecified semantics, namely to
provide a compact representation of entirely semantic distinctions.

The proposal has been implemented as part of the German HPSG developed
at DFKI, and systematically compared to an alternative approach, involving syn-
tactically resolved attachment to percolated anchors. As detailed by the evaluation
results presented in this paper, the underspecification approach outperforms the
alternative syntactic solution by a factor between 1.5 and 2.6.

I have further argued that this particular proposal can also be put to use in
the context of German relative clause extraposition. Furthermore, I conjecture that
such an approach can be fruitfully applied to any other language featuring complex
predicate formation of the argument composition type.
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Constraint-Based RMRS Construction
from Shallow Grammars

Abstract

We present a constraint-based syntax-semantics interface for the construc-
tion of RMRS (Robust Minimal Recursion Semantics) representations from
shallow grammars. The architecture is designed to allow modular interfaces
to existing shallow grammars of various depth—ranging from chunk gram-
mars to context-free stochastic grammars. We define modular semantics con-
struction principles in a typed feature structure formalism that allow flexible
adaptation to alternative grammars and different languages.

1 Introduction

Semantic formalisms such as UDRT (Reyle, 1993), CLLS (Egg et al., 2001), or
MRS (Copestake et al., 2003) provide elegant solutions for the treatment of seman-
tic ambiguities in terms of underspecification—most prominently scope. In recent
work, Copestake (2003) has investigated a novel aspect of underspecification in
the design of semantic formalisms, which is concerned with the representation of
partial semantic information, as it might be obtained from shallow, i.e., incom-
plete syntactic analysis. The main rationale for this type of underspecification is
to ensure monotonicity, and thus upwards compatibility of the output of shallow
parsing with semantic representations obtained from full syntactic parsing. Thus,
Copestake’s design of RMRS—Robust Minimal Recursion Semantics—provides
an important contribution to a novel line of research towards integration of shallow
and deep NLP. While previous accounts (Daum et al., 2003; Frank et al., 2003a)
focus on shallow-deep integration at the syntactic level, Copestake aims at integra-
tion of shallow and deep NLP at the level of semantics.

In this paper we review the RMRS formalism designed by Copestake (2003)
and present an architecture for a principle-based syntax-semantics interface for
RMRS construction from shallow grammars. We argue for a unification-based ap-
proach to RMRS construction, to account for (underspecified) argument binding in
languages with morphological as opposed to structural argument identification. We
propose a reparsing architecture for RMRS construction that is especially designed
to support flexible adaptation to different types of shallow to intermediate-level
syntactic grammars that may serve as a basis for RMRS construction. We de-
fine modular semantics construction principles in a typed feature structure (TFS)
formalism (Carpenter, 1992), which favours the portability to new grammars and
languages. A challenge for principle-based semantics construction from shallow
†The research reported here was conducted in the project QUETAL, funded by the German Min-

istry for Education and Research, BMBF, under grant no. 01 IW C02. Thanks go to Ann Copestake
and Dan Flickinger for discussion of our work, and to the audience of the HPSG Workshop on Se-
mantics in Grammar Engineering, for interesting comments and questions.
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grammars is the flat and sometimes non-compositional nature of the structures they
typically produce. We propose RMRS semantics construction principles that can
be applied to flat syntactic structures with various degrees of partiality.

The paper is structured as follows. Section 2 introduces the RMRS formalism.
Section 3 gives an overview of the architecture we propose for RMRS construc-
tion from shallow grammars. We argue for a modular, constraint-based semantics
construction module in a reparsing architecture, which we realise in the unification-
based finite-state processing platform SProUT (Becker et al., 2002; Drozdzynski
et al., 2004). In Section 4, we present the principles we define for morphologi-
cal disambiguation and semantics construction from shallow grammars. Section 5
concludes and compares our work to alternative approaches.

2 RMRS—A Formalism for Partial Semantic Represen-
tation

Copestake (2003) presents a formalism for partial semantic representation that is
derived from Minimal Recursion Semantics (MRS) (Copestake et al., 2003). Ro-
bust Minimal Recursion Semantics is designed to support novel forms of integrated
shallow and deep NLP, by accommodating semantic representations produced by
NLP components of various degrees of partiality and depth of analysis—ranging
from PoS taggers and NE recognisers over chunk and (non-)lexicalised context-
free grammars to deep grammars like HPSG with MRS output structures.

The advantages of a variable-depth semantic analysis are most evident for ap-
plications with conflicting requirements of robustness and accuracy. Given a range
of NLP components of different depths of analysis that deliver compatible se-
mantic representations, we can apply flexible integration methods: apply voting
techniques, or combine partial results from shallow and deep systems (Copestake,
2003).

To allow intersection and monotonic enrichment of the output representations
from shallow systems on one extreme of the scale with complete representations of
deep analysis on the other, the missing specifications of the weakest system must
be factored out from the most comprehensive deep representations. In the RMRS
formalism, this concerns the following main aspects of semantic information:

Argument encoding. A ‘Parsons-style‘ notation accommodates for partiality of
shallow systems wrt. argument identification. Instead of predicates with fixed ar-
ity, e.g., l4:on(e′ ,e,y), predicates and arguments are represented as independent ele-
mentary predications: on(l4,e′), ARG1(l4,e), ARG2(l4,y). This accounts for the un-
certainty of argument identification in shallow grammars. Underspecification with
respect to the type of argument is modeled in terms of a hierarchy over disjunctive
argument types: ARG1 < ARG12, ARG2 < ARG12, ARG12 < . . . < ARGn.
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Variable naming and equalities. Constraints for equality of variables in elemen-
tary predications are to be added incrementally, to accommodate for knowledge-
poor systems like PoS taggers, where the identity of referential variables of, e.g.,
adjectives and nouns in potential NPs cannot be established, or else chunkers,
where the binding of arguments to predicates is only partially established.

An example. The following example of corresponding MRS (1.a) and RMRS
(1.b) representations illustrates these differences (cf. Copestake, 2003).

(1) Every fat cat sat on a mat

a. MRS representation:
l0:every(x,h1,h2), l1:fat(x), l2:cat1(x), l3:CONJ, l4:sit1(espast ,x),
l14:on2(e′ ,e,y), l9:CONJ, l5:some(y,h6,h7), l6:table1(y), qeq(h1,l3),
qeq(h6,l6), in-g(l3,l1), in-g(l3,l2), in-g(l9,l4), in-g(l9,l14)

b. RMRS representation:
l0:every(x0), RSTR(l0,h1), BODY(l0,h2), l1:fat(x1), l2:cat1(x2),
l3:CONJ, l4:sit1(e3spast), ARG1(l4,x2), l14:on2(e4), ARG1(l14,e3),
ARG2(l14,x5), l9:CONJ, l5:some(x5), RSTR(l5,h6), BODY(l5,h7),
l6:table1(x6), qeq(h1,l1), qeq(h6,l6), in-g(l3,l1), in-g(l3,l2), in-g(l9,l4),
in-g(l9,l14), x0 = x1, x1 = x2, x5 = x6

3 An Architecture for RMRS Construction from Shallow
Grammars

We aim at a modular syntax-semantics interface for RMRS construction that can
be adapted to a wide range of existing shallow grammars, such as off-the-shelf
chunk parsers or probabilistic (non-)lexicalised PCFGs. Moreover, we aim at the
construction of underspecified, but maximally constrained (i.e., resolved) RMRS
representations from shallow grammars.

A unification-based account. Chunk parsers and PCFG parsers for senten-
tial structure do in general not provide functional information that can be used
for argument identification. While in languages like English argument identifica-
tion is to a large extent structurally determined, in other languages arguments are
(partially) identified by case marking. In case-marking languages, morphological
agreement constraints can yield a high degree of completely disambiguated con-
stituents, as shown by Hinrichs and Trushkina (2002) for German. That is, by
morphological disambiguation we can obtain maximally constrained identification
of arguments from shallow analyses (see also Müller, 2004). We therefore propose
a unification-based approach for RMRS construction, where agreement constraints
can perform morphological disambiguation, and thus partial (i.e., underspecified)
argument identification in case-marking languages.
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In addition, by interfacing shallow analysis with morphological processing,
we can infer important semantic features for referential and event variables, such
as PNG and TENSE information. Thus, morphological processing can also be
beneficial for languages with structural argument identification.

A reparsing architecture. In order to realise a modular interface to existing
parsers, we follow a reparsing approach: For semantics construction, we extract
constituency information from the output structure of a shallow parser, and deter-
ministically reparse the original input string, while applying RMRS construction
principles to the recomposed syntactic structures.

The advantages of a reparsing architecture—as opposed to a grammar with
integrated syntactic and semantic rules—are that modular semantics construction
rules can be adapted to the output structures of alternative existing parsers, in-
cluding statistical parsers. Similarly, modular semantics construction rules can be
ported to other languages, and applied to the output structures of existing chunkers
or parsers for such languages.

Constraint-based RMRS construction—using cascaded SProUT. We define
constraint-based principles for RMRS construction in a typed feature structure for-
malism. These semantics construction principles are applied to the (reparsed) syn-
tactic structures provided by shallow parsing. In the reparsing step the constraints
are resolved, to yield maximally specified RMRS representations.

The RMRS construction principles are defined and processed in the SProUT
processing platform (Becker et al., 2002; Krieger et al., 2004). The SProUT sys-
tem combines finite-state technology with unification-based processing. It allows
the definition of finite-state transduction rules that apply to (sequences of) typed
feature structures (TFSs), as opposed to atomic symbols. The left-hand side of
a transduction rule specifies a regular expression over TFSs as a (longest-match)
recognition pattern; the right-hand side specifies the output in terms of a typed fea-
ture structure. Regular expression operators are ? (optionality), ∗, + (Kleene star
and plus), and {n,m} (constrained iteration). Figure 1 displays a SProUT rule for
the recognition of an NP consisting of an optional determiner, any number of ad-
jectives and a noun. Coreferences (#) enforce unification of the referenced feature
values. In the example, this enforces agreement of determiner, adjective and noun.

np :> morph & [POS art, INFL [CASE #case, NUM #num, GEND #gend]]?
morph & [POS adj, INFL [CASE #case, NUM #num, GEND #gend]]∗
morph & [POS noun, INFL [CASE #case, NUM #num, GEND #gend]]

-> phrase & [CAT np, AGR [CASE #case, NUM #num, GEND #gend]].

Figure 1: Example of a SProUT rule (cf. Krieger et al., 2004).

The rewrite rules are interfaced with a hierarchy of typed feature structures. In
Figure 1, the rule is constrained to apply to feature structures of type morph; the
output structure is defined to be of type phrase. The corresponding hierarchy of
typed feature structures is specified separately from the rules.
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The SProUT system offers a number of special features that proved extremely
useful for our purposes.

Most importantly, the system has been extended to cascaded processing, such
that the output of a set of rule applications (viz., TFSs) can provide the input to
another set of rewrite rules, again on TFSs. This allows us to realise a cascade of
grammars for lexical and phrasal RMRS construction, which we describe in more
detail in Section 4.

Since SProUT operates on typed feature structures, we can define a hierarchy
of types that facilitates the concise definition of semantics construction rules.

In SProUT, several distinct rules can simultaneously apply to the same se-
quence of input items, as long as the same (maximal) sequence of structures is
matched. The output structures defined by the individual rules can then be unified,
by special interpreter settings. This allows us to state modular RMRS construc-
tion principles with general application conditions that interact to yield complete
RMRS structures.

The system offers a mechanism for rule prioritisation that implements defaults:
rules can be (strictly)1 ordered according to their priority, such that a rule with
lower priority can only apply in case no rule with higher priority could be applied
to the same input structure.

Finally, SProUT permits the definition of so-called functional operators to im-
pose additional constraints for the application of a rule. Functional operators may
extend the formal power of typed unification, and will be used for the implementa-
tion of constraining equations in argument identification rules (cf. Section 4.3).

Cascaded reparsing with SProUT. For cascaded reparsing, SProUT first per-
forms morphological lookup on the original input string, which yields as output a
list of TFSs of type morph. The morphological information is organised in a type
hierarchy with disjunctive subtypes to underspecify ambiguities of inflectional fea-
tures, e.g., case (see Krieger and Xu, 2003, and below).

The output sequence of morphological TFSs is input to the next cascade levels
that perform morphological disambiguation and phrase composition.

For cascaded reparsing, or phrase composition according to the output struc-
ture of a shallow (context-free) parser, we enrich the input TFSs with constituency
information that we extract from the parse tree for the corresponding input span:
for each node we extract a uniquely referring node identifier (ID), together with
the identifier (M-ID) and category (M-CAT) of its mother node. This implicitly en-
codes the necessary information about phrasal constituency that can be used to
guide phrase composition and concurrent semantics construction in reparsing with
SProUT. As unique node identifiers, we use word/phrase span information, as in-
dicated in Figure 2.2

1Extensions for specification of partial ordering of rules are under way.
2Alternatively, one could use character position spans for node identification.
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S1 7

NP1 3 VVFIN4 4 PP5 7

ART1 1 ADJA2 2 NN3 3 saß APPR5 5 ART6 6 NN7 7

ein dicker Kater auf der Matte

Figure 2: Indexed syntactic tree: Ein dicker Kater saß auf der Matte – A fat cat sat
on the mat.

phrase :> synsem & [NODE [M-ID #mid, M-CAT #mcat]]+
–> phrase & [NODE [ID #mid], [M-SYN [CAT #mcat]].

Figure 3: Reparsing rule.

A general reparsing rule, displayed in Figure 3, is applied to the enriched input
sequence of TFSs for lexical or phrasal nodes and produces as output a TFS for
the implicitly defined mother node. The rule specifies that for all nodes in the
matched input sequence,3 their mother node identifier and category features (M-ID,
M-CAT) must be identical, and defines the output (mother) node’s local identifier
and category feature (ID, CAT) by use of co-references (#mid, #mcat). Since the
system obeys a longest-match strategy, the regular expression is constrained to
apply to the same constituents as in the original parse tree.

Cascaded reparsing first applies to the sequences of leaf nodes that are pro-
vided by morphological processing. The output node sequence is enriched with
the phrase-building information from the original parse tree, and is input to the
phrase building and semantics construction rules. For phrase composition we de-
fine a cyclic cascade, where the output of a cascade is fed in as input to the same
rules. The cycle terminates when no more phrase building rules could be applied
to the input, i.e., the root category has been derived. This establishes a kind of
fixpoint construction.

Morpho-syntactic disambiguation. In reparsing, we define very general princi-
ples for morpho-syntactic agreement, by defining agreement between single daugh-
ter constituents and their mother node, for categories like determiner, adjective, or
noun (see Figure 4). This is in contrast to the usual definition of agreement rules
between siblings. Since in our reparsing approach constituency is already pre-
defined, the agreement constraints can be stated independently from precedence
patterns for the recognition of different types of NPs. Defining morphological
agreement independently for possibly occurring daughter constituents yields few
and very general (disjunctive) projection principles that can also apply to “unseen”
constituent sequences.

The rule in Figure 4 again exploits the longest-match strategy to constrain ap-
3with synsem a supertype of lex and phrase, see Section 4.1.

399



agr :> lex & [NODE [M-ID #mid]]*
( lex & [NODE [M-ID #mid], M-SYN [CAT nn, AGR #agr]] |

lex & [NODE [M-ID #mid], M-SYN [CAT adja, AGR #agr]] |
lex & [NODE [M-ID #mid], M-SYN [CAT art, AGR #agr]] )
lex & [NODE [M-ID #mid]]*

–> phrase & [NODE [ID #mid], M-SYN [AGR #agr]].

Figure 4: Modular (disjunctive) agreement projection rules.

NP1 3[CASE nom & nom & nom acc dat]

ART1 1[CASE nom] ADJA2 2[CASE nom] NN3 3[CASE nom acc dat]

ein dicker Kater

Figure 5: Interaction of morphological constraints.

plication to the pre-defined constituents, by specifying coreferent M-ID features
for all nodes in the rule’s input sequence. In reparsing, the (possibly disjunctive)
morphological types in the output structure of the individual rule applications are
unified, yielding partially resolved inflectional features for the mother node. For
NP1 3 in Figure 2, e.g., we obtain CASE nom by unification of nom (from ART1 1

and ADJA2 2) and nom acc dat (from NN3 3), see Figure 5. This resolved case
value of the NP can be used for (underspecified) argument binding in RMRS con-
struction (as discussed in more detail in Section 4.3).

Architecture of the SProUT-XSLT RMRS cascade. SProUT cascades can be
defined using the declarative system description language SDL (Krieger, 2003).
The sequence of SProUT cascade stages described in this paper has been speci-
fied in SDL and integrated into the ‘Heart of Gold’ (HoG) NLP architecture of
Callmeier et al. (2004). HoG provides an XML-based architecture framework for
the integration of deep and shallow NLP components. The declaratively defined
SDL description of the cascade is compiled into a Java class which is integrated in
a HoG architecture instance as a sub-architecture module (Figure 7).

The cascade, displayed in Figure 6, consists of four SProUT grammar instances
with four interleaved XSLT transformations. The recursive application of phrase
composition rules is defined by means of a cyclic SDL star operator. XSLT is used,
e.g., to merge SProUT-generated structures with XML-encoded analyses of the
chunk parser Chunkie (Skut and Brants, 1998). Motivation for and further details
on XSLT transformation of typed feature structure representations are presented in
Schäfer (2004).
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chunkiermrs = ( sprout_rmrs_morph + xslt_pos_filter + sprout_rmrs_lex
+ ( xslt_nodeid_cat + sprout_rmrs_phrase )*
+ sprout_rmrs_final + xslt_fs2rmrsxml + xslt_reorder )

sprout_rmrs_morph = sdl.sprout.SproutModulesTextXml("rmrs-morph.cfg")
xslt_pos_filter = sdl.xslt.XsltModules("posfilter.xsl", "Chunkie")
sprout_rmrs_lex = sdl.sprout.SproutModulesXmlXml("rmrs-lex.cfg")
xslt_nodeid_cat = sdl.xslt.XsltModules("nodeinfo.xsl", "Chunkie")
sprout_rmrs_phrase = sdl.sprout.SproutModulesXmlXml("rmrs-phrase.cfg")
sprout_rmrs_final = sdl.sprout.SproutModulesXmlXml("rmrs-final.cfg")
xslt_fs2rmrsxml = sdl.xslt.XsltModules("fs2rmrsxml.xsl")
xslt_reorder = sdl.xslt.XsltModules("reorderrmrsdtrs.xsl")

Figure 6: SDL definition of the SProUT XSLT cascade.

Heart of Gold NLP architecture instance

input sentence Chunkie

nodeid_cat
SProUT SProUT

rmrs_final
XSLT SProUT XSLT XSLT XSLT

rmrs_phrase reorderfs2rmrsxmlrmrs_lex

RMRS result

pos_filter
SProUT
rmrs_morph

 . . . other NLP components . . .

SDL−defined SProUT−XSLT cascade sub−architectufe

Figure 7: SProUT XSLT cascade in a ‘Heart of Gold’ architecture instance.

4 Semantics Projection Principles for Shallow Grammars

4.1 A Shallow Feature Geometry

The type hierarchy we assume for RMRS construction from shallow grammars
specifies expressions as feature structures of type synsem, with three main features:
the syntactic features NODE and M-SYN, and the semantic feature RMRS (cf. Figure
8.a).

• NODE is used to maintain the constituent information that is needed for struc-
ture reparsing: It defines the identifier of the local node (ID) and the mother
node’s identifier and category (M-ID, M-CAT). These features are referred to in
the rules to restrict rule application to entire constituents.

• M-SYN values convey morpho-syntactic information, namely the category
(CAT) and the agreement features person, number, gender, and case (in AGR).
In addition, lexical signs store the results of morphological lookup as (typed)
inflectional features embedded under M-SYN (cf. section 4.2).

• RMRS, of type rmrs, introduces four features: HOOK stores semantic features
(a variable and a label) of a sign’s semantics that need to be externalised for
semantics composition; RELS is a set containing the elementary predications
(EPs) of the local sign; CONS is a set of scope constraints of type qeq, with
features HI (for the argument positions of quantifiers or other scope-taking
items) and LO (for the label of the scoped elementary predication); finally,

401



(a) 


synsem

NODE



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m-syn
CAT cat
AGR agr


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RMRS
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HOOK ep
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ING set-of-ing
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(b)
ep-argn

ep-arg0 ep-arg123

ep-arg12 ep-arg13 ep-arg23

ep-arg1 ep-arg2 ep-arg3

Figure 8: (a) The type synsem and (b) the type hierarchy for argument EPs.

ING is used to encode phrasal grouping of labels, as required for coordination
or adjectival modifiers, cf. (Copestake, 2003).

Elementary Predications. The basic units for semantics composition are ele-
mentary predications (EPs), of type ep. They (minimally) define a label LB (of type
lb) and a variable VAR. Variables are either of type hole (subject to qeq constraints)
or of type individual, which is again split into event-vars with tense and mood
information, and ref(erential)-vars, carrying PNG information.

We distinguish different subtypes of EPs: ep-rel introduces an additional fea-
ture REL that specifies the precise semantic relation by means of the lemma, or
in terms of general semantic relations (such as def rel, poss rel, etc.);4 ep-rstr
and ep-body for quantifiers introduce the features RSTR and BODY, respectively.
Arguments are encoded as a supertype ep-argn with subtypes for underspecified
argument types, as shown in Figure 8.b. Note that a general feature name ARGX,
introduced by ep-arg123, allows us to specify and refer to arguments in a uniform
way, irrespective of their (possibly underspecified) argument type. At the lexical
level, the ARG0 value of an ep-arg0 is coreferent with the externalized variable in
HOOK in most cases, depending on the lexical class.

Lexical and phrasal types. The type synsem is subdivided into lex and phrase
subtypes. While the latter is simply characterized as having a phrasal CAT value,
e.g., one of the atomic types np, vp, pp, ap, or s,5 the former expands to sub-
types corresponding to different word classes. These specify how the PoS-specific

4ep-rel again expands to several subtypes that correspond to (subclasses of) PoS of lexical items.
The PoS-specific subtypes are employed for the definition of PoS-specific semantic conditions in
lexical semantics construction rules (see below, Section 4.2).

5The category types are determined by the input parser’s phrasal category inventory.
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morpho-syntactic features (as defined by SProUT’s morphological type system in
the feature INFL) are mapped to the more general features AGR and CAT in our sign’s
M-SYN feature.

4.2 RMRS construction from lexical nodes

Interfaces for Morphological Lookup and PoS Filtering. The SProUT system
performs morphological lookup on the input string in order to retrieve informa-
tion about inflectional features (case, number, person, gender, mode, and tense),
lemmatization, and PoS.6 The output structures of morphological processing are
(sequences of) TFSs that are based on a hierarchy of (possibly disjunctive) morpho-
syntactic types.

Disjunctive types are used for underspecified representation of morphologi-
cal ambiguities (Krieger and Xu, 2003), instead of atomic disjunctions. Consider,
for instance, the German word “Mann” (man). This form is ambiguous in that
it expresses nominative, accusative or dative case—only genitive (“Mannes”) is
excluded. Instead of outputting three distinct structures, the morphological com-
ponent returns one TFS with the underspecified case value nom acc dat. Rules
for morphological agreement, such as the agreement rule in Figure 4, exploit type
unification to reduce this ambiguity. E.g., unification of nom acc dat with acc dat
yields the more restricted type acc dat.

As mentioned above, a general rule integrates the purely morphological infor-
mation provided by morphology lookup (structures of type morph) into the M-SYN
feature of lexical signs (cf. the feature geometry of Figure 8.a). The rule’s LHS
matches any structure of the pre-defined type morph and introduces it as the M-SYN
value of the lexical sign that is defined by the RHS of the rule.

morph-lookup :> morph & #1 -> lex & [M-SYN #1].

If morphological lookup comes across an unknown word, it returns a TFS not
of type morph, but of type token, with unspecified morphological features. The
following rule defines how to handle bare tokens:

token-lookup:> token & [SURFACE #1]
-> lex & [M-SYN [SURFACE #1,

STEM #1]].

This rule acts as a default rule with low priority. Its application is restricted to those
parts of the input which fail to match the LHS of the rule morph-lookup. Since there
is no morphological information to integrate, the token rule simply enriches the
lexical synsem with information about the word stem, which we define as identical
to the surface form.

6For German, SProUT uses the STTS tagset (Schiller et al., 1999), which supports fine-grained
distinctions between word classes. Many of these provide important semantic distinctions, such as
different types of pronouns or determiners; e.g., PDS for demonstrative pronouns as in “This is great.”
vs. PDAT for demonstrative determiners (“This book is great”).
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While morphological ambiguities within a given word class (e.g., noun or ad-
jective) are underspecified by means of disjunctive types, the system delivers dis-
junctive output structures for words that are ambiguous with respect to their PoS.
These disjunctions are preserved by the morph-lookup rule applications.

We cut down this type of ambiguity by interfacing the morphological analyses
with the categorial information from the original parse tree. We run an XSLT-
stylesheet on the rule output, which inserts the category defined by the parser into
the CAT feature of the lexical typed feature structures. Since inconsistent structures
cannot be matched by any rule, structures with incompatible category specifica-
tions are automatically filtered out in the application of the next set of rules.7

Moreover, interfacing morphologically enriched lexical structures with the
parser’s lexical categories provides important word class information for those
words that could not be morphologically analysed, and could only be integrated
by means of the default token-lookup rule. For these items, we choose the cate-
gory proposed by the shallow parser for further semantic processing.

Lexical RMRS conditions. Based on the morphologically enriched and PoS-
filtered structures, a second rule set introduces lexical RMRS conditions. The in-
dividual rules are specific for major PoS lexical classes, again with some special
subclasses as provided by the STTS tagset. As an example, we display the rule for
common nouns.

rmrs-noun:> lex & #lex & [M-SYN [CAT nn,
AGR [NUM #num, GEND #gend],
INFL infl noun & [STTS OPEN NOUN nn]]]

-> noun-lex & #lex &
[RMRS [HOOK ep & [LB #lb, VAR #var],

RELS { ep-rel-noun & [LB #lb],
ep-arg0 & [LB #lb,

ARG0 ref-var & #var &
[PNG [NUMBER #num,

GENDER #gend]]] }]].

Figure 9: Lexical RMRS conditions (common nouns).

The rule is restricted to apply to lexical signs of category type nn, with the appro-
priate nominal inflectional features under INFL.8 The RHS of the rule specifies the
set of EPs for the lexical sign in RELS: it introduces a noun relation (of type ep-
rel-noun) and a referential arg0-variable in ep-arg0, which is enriched with PNG
information from the agreement feature. This variable, and the RMRS label that
the two EPs share, constitute the semantic HOOK of the lexical sign.

7This presupposes an isomorphic mapping from PoS classes defined in the morphology to PoS
classes of the parse tree.

8In our implementation, these morphological constraints are factored out as special subtypes of
m-syn (here map-morph-nn). Instead of explicit statement of the morphological constaints, we can
thus refer to the appropriate map-morph-<pos> type to constrain the application of lexical RMRS
rules to specific word classes.
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Determination of the concrete contents of the RELS feature at this stage cru-
cially depends on the PoS.9 The lexical rules for quantifiers, for instance, supply
the appropriate EPs of types ep-rstr and ep-body; possessives introduce an ep-rel
for the possessive relation, etc.

The output of this level of lexical processing yields RMRSs of the most basic
type: Sets of isolated EPs as they can be obtained from a PoS tagger. This bag of
“lexical RMRSs” provides the input for the subsequent cascade stages that perform
phrasal RMRS composition.

4.3 Content projection principles

RMRS Conditions: Lists vs. Sets. An important issue, in our architecture for
semantic composition, is the formal representation of the flat (R)MRS representa-
tions. While in theory the values of RELS and CONS are conceived of as sets (or
bags), current implementations of typed feature structure formalisms usually do not
offer an implementation of sets. MRSs constructed from deep HPSG grammars are
therefore represented and processed as (difference) lists.

There have been several approaches to (finite) sets and set unification, some of
them extensions to the standard Kasper-Rounds logic for feature structures (e.g.,
Rounds (1988) or Pollard and Moshier (1990)). Most of them have not been pur-
sued, either due to the the complex nature of the mathematical apparatus, or due to
the theoretical and practical complexity (EXPTIME and beyond).

In our approach to semantics construction, independent principles are tailored
to specific aspects of semantic composition (e.g., content projection, scoping con-
straints, or variable binding). Several of these modular principles will apply to
the same constituents, and introduce their corresponding semantic constraints. The
output structures defined by the individual rules are unified. If the RMRS RELS and
CONS features were represented as lists, unification of the output of modular se-
mantics construction rules would in general fail, because list unification is defined
by position, and we cannot foresee the relative ordering of semantic predications
when different rules apply independently to the same constituent. In our approach,
then, we need to represent semantic constraints in RELS, CONS and ING as sets.

In the SProUT system a cheap form of sets (viz. bags) has been implemented
that performs collection, but not unification of elements into a set (Krieger et al.,
2004). That is, the union of two sets S1 = {a1, b1} and S2 = {a2, b2}will yield the
set S1 ∪ S2 = {a1, b1, a2, b2}, whether or not a1 and a2 or b1 and b2 are unifiable,
structurally equivalent, or even identical.

This extension allows us to represent the RMRS features RELS, CONS and
ING as sets, and thus to state semantics projection principles in a modular way. The
output of the individual semantics projection principles can be unified by set union.
To account for the missing unifiability test over set elements, we need to ensure

9As a consequence, we obtain PoS-based “default” lexical RMRS conditions for those items that
could not be morphologically analysed, but were processed by the token-lookup rule and interfaced
with the PoS categories of the parse tree.
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that elementary predications are only introduced once. In other words, they need
to be sufficiently specified when they are first introduced into the set of semantic
constraints. Since RMRS elementary predications are minimal conditions, this can
be ensured by appropriate definition of the semantics construction principles.

Structure reparsing for semantic composition. The input to phrasal RMRS
composition are sequences of TFSs of type lex with isolated lexical RMRS repre-
sentations, as described in Section 4.2.

The semantic composition of phrases is driven by a general reparsing rule (see
Section 3, Figure 3). For each (recursive) application of the phrasal composition
rules, the sequence of input TFSs (i.e., the structures built by the previous cascade
stage) is enriched with constituency information (ID, M-ID and M-CAT features of
NODE) that we extract from the original parse tree by use of an XSLT-stylesheet.
By reference to the M-ID features, and given that the system applies longest match,
the reparsing rule matches the constituents predicted by the input shallow syntactic
parser.10

This reparsing rule is now extended with additional constraints to define se-
mantic composition of the matched phrases. This includes principles for the pro-
jection of semantic conditions from daughter constituents, as well as principles for
variable and argument binding, and scopal constraints.

Basic content projection rule. The content projection rule (Figure 10) assem-
bles the elements of the RMRS RELS, CONS and ING features of all daughter con-
stituents. This is specified by a special collection operator %{feat} which refers
to the corresponding values %feat of the matched constituent phrases. The result
structure is defined as the union of the matched %feat values.

While a classical list representation would require multiple content projection
rules—one for each “arity” of daughter constituents—the set representation en-
ables us to state a single content principle that matches an arbitrary number of
daughter constituents. The rule applies to any number of daughter constituents and
yields the union of the referenced set-valued features as the semantic value for the
mother constituent’s feature, here RELS, CONS and ING.

cont proj :> synsem & [NODE [M-ID #mid],
RMRS [RELS %rels, CONS %cons, ING %ing]+

-> synsem & [NODE [ID #mid],
RMRS [RELS %{rels}, CONS %{cons}, ING %{ing}]].

Figure 10: Content projection rule.

The content projection principle is applied to phrasal constituents, and assembles
all semantic conditions defined by the daughter constituents to (recursively) define
the semantics of phrases. In addition, we define separate principles that conspire

10An extended version of the rule in Figure 3 accounts for embedded constituents.
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to introduce variable and argument binding as well as scopal constraints that can
be defined on the basis of syntactic and morpho-syntactic information.

Variable Binding. Binding of referential variables is defined via the semantic
HOOK feature, which is used to externalise variables in compositional semantics
construction (see Copestake et al., 2001). As we saw in Section 4.2, in lexical
RMRSs the HOOK’s variable is in general defined as the internal (ARG0) variable,
while in certain cases, such as with adjectives, it is the ARG1 variable that is ex-
ternalised for referential binding.

The variable binding rule for noun phrases, displayed in Figure 11, refers to
the HOOK variables of all daughter constituents of the NP. The rule constrains the
referenced variables of all daughters (and all coreferential variables in their lexi-
cally defined elementary predications) to be equated. In addition, the rule sets a
new HOOK variable for external binding of the phrase, which in the case of noun
phrases is identical to the daughter constituents’ equated HOOK variables.11

bind var :> synsem & [NODE [M-ID #mid, M-CAT np], RMRS [HOOK [VAR #var ]]]+
-> phrase & [NODE [ID #mid], RMRS [HOOK [VAR #var]]].

Figure 11: Variable binding.

Scope Constraints. The definition of scope constraints by qeq-constraints in
CONS is equally mediated by the HOOK feature. The restrictor argument of quan-
tifiers, for instance, takes scope over the head noun. The corresponding qeq con-
straint relates the restrictor hole argument of the quantifier and the label of the noun
head in a qeq relation. In Figure 12 we display the rule for the introduction of the
quantifier’s qeq constraint, along with the lexical rule for quantifiers.
In the rmrs-quant rule, the quantifier externalises its ARG0 referential variable as
the HOOK’s variable (to be used for referential binding), and in addition exter-
nalises its main label as the HOOK’s LB value. These HOOK features allow us
to introduce the quantifier scoping conditions in the q scope rule. The rule ap-
plies to phrases that include a quantifier followed by a noun head. Their respective
main labels, #noun lb and #q lb, are externalised as HOOK labels, and can thus
be used to introduce the corresponding scope conditions into the phrase’s RMRS
representation: we introduce an elementary predication ep-rstr for the quantifier’s
restrictor argument and a qeq-constraint in CONS, which defines the label of the
noun, #noun lb, to be subordinated to the quantifier’s restrictor argument #rstr.

11For flat PP structures (as they are typically assumed in shallow parsing, see the tree in Figure 2),
we need to separate the binding of referential variables and the definition of the PP’s external HOOK
variable. Here, the rule restricts the equation of the daughter’s variables to the non-prepositional
daughters, while the HOOK of the phrase is now defined by the preposition’s lexical HOOK variable.

bind var :> prep-lex & [NODE [M-ID #mid, M-CAT pp], RMRS [HOOK [VAR #prep var]]
synsem & [NODE [M-ID #mid], RMRS [HOOK [VAR #var ]]]*
synsem & [NODE [M-ID #mid], RMRS [HOOK [VAR #var ]]]

-> phrase & [NODE [ID #mid], RMRS [HOOK [VAR #prep var]]].
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q scope :> quant-lex & [NODE [M-ID #mid], RMRS [HOOK [LB #q lb]]]
synsem & [NODE [M-ID #mid]]*
noun-lex & [NODE [M-ID #mid], RMRS [HOOK [LB #noun lb]]]

-> phrase & [NODE [ID #mid], RMRS [RELS { ep-rstr & [LB #q lb, RSTR #rstr] },
CONS { qeq & [HI #rstr, LO #noun lb] } ]].

rmrs-quant:> lex & #lex .....
-> quant-lex & #lex &

[RMRS [HOOK [VAR #var, LB #lb]],
RELS {ep-rel & [LB #lb],

ep-arg0 & [LB #lb, VAR #var],
ep-body & [LB #lb, BODY hole] } ]].

Figure 12: Scope constraints (quantifiers).

Argument identification and argument binding. Finally, we define semantic
composition rules for the binding of arguments. As discussed in Section 3, argu-
ment identification may be marked structurally or morphologically.

In our approach, we can define argument binding rules by way of structural
constraints for languages like English, as illustrated in Figure 13.12 The rules iden-
tify structural configurations for a VP-external or VP-internal NP, respectively. By
way of morpho-syntactic features for active/passive voice (which can be computed
by independent morpho-syntactic rules), we can identify or partially restrict the
type of argument to be bound.

arg-ident-np-vp :> synsem & [M-SYN.CAT np,
RMRS.HOOK.VAR #argvar]

synsem & [M-SYN [CAT vp, PASSIVE -],
RMRS.HOOK.LB #lb]

-> synsem & [RMRS.RELS {ep-arg1 & [LB #lb, ARGX #argvar]}].

arg-ident-v-np :> synsem ∗

synsem & [M-SYN [CAT verb, PASSIVE -],
RMRS.HOOK.LB #lb]

synsem ∗

synsem & [M-SYN.CAT np,
RMRS.HOOK.VAR #argvar]

synsem ∗

-> synsem & [RMRS.RELS {ep-arg23 & [LB #lb, ARGX #argvar]}].

Figure 13: Structural identification of arguments.

The first rule identifies a VP-external NP in active voice and introduces an elemen-
tary predication ep-arg1 which binds the NP’s HOOK variable #argvar as the value
of the feature ARGX. The second rule illustrates a case of underspecified argument
binding. A VP-internal NP argument (in active voice) may be a direct or indirect
argument, depending on the verb’s subcategorisation frame. Without lexical infor-

12We omit the NODE.M-ID constraints for reparsing here and in the following rules.
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mation, we cannot resolve this ambiguity, hence the rule introduces an elementary
predication for underspecified argument binding, ep-arg23.

For languages with morphological identification of arguments, such as Ger-
man, we can define argument binding principles that make use of morpho-syntactic
constraints, most prominently case. In reparsing we apply agreement rules for mor-
phological disambiguation that lead to maximally resolved case features, in terms
of disjunctive types (cf. Section 3, Figure 4).

arg-ident-nom :> synsem∗
synsem & [M-SYN [CAT np, AGR.CASE #case],

RMRS.HOOK.VAR #argvar]
synsem∗
synsem & [M-SYN [CAT verb, PASSIVE -],

RMRS.HOOK.LB #lb]
synsem∗

-> synsem & [RMRS.RELS {ep-arg1 & [LB #lb, ARGX #argvar]}],
where type eq(#case, nom).

arg-ident-nom-acc :> synsem∗
synsem & [M-SYN [CAT np, AGR.CASE #case],

RMRS.HOOK.VAR #argvar]
synsem∗
synsem & [M-SYN [CAT verb, PASSIVE -],

RMRS.HOOK.LB #lb]
synsem∗

-> synsem & [RMRS.RELS {ep-arg12 & [LB #lb, ARGX #argvar]}],
where type eq(#case, acc nom).

Figure 14: Morphological identification of arguments.

The rules in Figure 14 apply to sequences of verbs and NP constituents within a
phrasal constituent. In the first rule, the case value of the NP constituent is con-
strained to be of type nom, we therefore introduce an EP ep-arg1 to bind the refer-
ential variable of the NP (provided by the HOOK variable #argvar). In the second
rule we identify an NP constituent with CASE of type nom acc—the variable is
thus bound by way of an underspecified argument binding constraint ep-arg12.13

Note that the rules make use of a so-called “functional operator” to test for
type equality: type eq(#case, nom acc). Functional operators are a kind of proce-
dural attachment, which allows us to perform tests that extend the power of type
unification. The rules need to distinguish fully disambiguated as opposed to un-
derspecified CASE values in order to introduce the appropriate EP argument type.
With type unification, however, we cannot test for type equality without stating
type equality.

That is, if in the first rule we were to constrain the case value of the matched
phrase by the specification CASE nom, a structure with ambiguous case, such as
nom acc could be matched and erroneously disambiguated to nom. Vice versa,

13Disjunctive versions of these rule take care of alternative head-complement serialisations.
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the second rule, if specified to match phrases with ambiguous case, e.g., CASE
nom acc, would also apply to fully disambiguated phrases of type nom.

The SProUT system enables us to define a functional operator for testing type
equality—which in this case can be implemented by way of a simple test on string
equality.

As with other semantics construction rules, the rules for argument identification
are stated independently for specific arguments or configurations of arguments.
The output structures of the individual rules are unified, that is, the corresponding
argument identification constraints are assembled in the set-valued RELS feature of
the resulting phrases.

Content projection from flat structures. A challenge for principle-based
RMRS construction from shallow grammars are their flat syntactic structures. They
do not, in general, employ strictly binary structures as assumed in HPSG (see
e.g., the semantics construction principles in Flickinger et al. (2003)). Constituents
may also contain multiple heads, as with flat PP structures (cf. Figure 2). Finally,
chunk parsers do not resolve phrasal attachment, and thus provide discontinuous
constituents to be accounted for.

In our reparsing approach for semantics construction, the unification-based pat-
tern matching mechanism of the SProUT system provides elegant means to over-
come such difficulties. Independent rules can apply to the same phrases to handle
individual aspects of semantics construction. Thus, we can state rules that apply
to individual constituents of flat structures, irrespective of the number of phrasal
constituents. This enables us to state concise rules for morphological agreement
and basic content projection. Similarly, we define independent rules to introduce
constraints for scopal relations and argument binding.

For multiple-headed constituents we define special rules with adjusted condi-
tions. For instance, we defined a special bind var rule for flat PPs (cf. footnote 12)
which combines the PP-rule’s definition of the phrasal HOOK and the NP-rule’s
coreference constraints for the binding of referential variables. Due to the modular
design of the semantics construction principles and the regular expression-based
definition of rules, only minor adjustments are needed to account for flat PPs in the
definition of scope constraints, by admitting an optionally preceding preposition.

A more intricate problem are discontinuous structures for complex NP or PP
structures as they are delivered by chunk parsers, where phrasal attachments are
not resolved. While the basic internal semantic construction rules for NPs and
PPs are unaffected by the discontinuous phrasal structures, the argument binding
rules must account for the uncertainty of phrasal attachment. Here, we propose to
generate in-group conditions that account for possible attachments, along the lines
of (Frank, 2003).

Finally, semantics construction from shallow grammars is intrinsically affected
by the non-lexicalised nature of these grammars. Due to the lack of lexical subcat-
egorisation information, the principles for semantic composition—especially ar-
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gument binding—differ significantly from the argument binding principles of deep
grammars. While in deep grammars, the binding of arguments can be hard-wired in
semantic composition rules, by reference to lexically defined argument “slots” (cf.
Copestake et al., 2001), argument binding rules for shallow grammars define con-
straints on co-occurring constituents to identify their argument status, and generate
(potentially underspecified) constraints for argument binding. A natural extension
for this type of syntax-semantics interface is the integration of external subcate-
gorisation resources that can be consulted to further constrain the principles for
argument binding.

5 Conclusion

We presented an architecture for a constraint-based syntax-semantics interface for
RMRS construction from shallow grammars. We proposed a reparsing architecture
that permits flexible adaptation to the output of different types of shallow parsers,
and argued for a unification-based approach to semantics construction, to account
for languages that identify arguments on the basis of morphological constraints.
Our reparsing approach permits the definition of modular, interacting semantics
construction rules that can be tailored to specific properties of the underlying gram-
mars.

We presented an implementation on the basis of the SProUT processing plat-
form (Drozdzynski et al., 2004; Krieger et al., 2004), a finite-state transduction
system that operates on sequences of typed feature structures. The combination
of a (cascaded) regular expression-based transduction system with typed feature
structure unification turned out to provide a powerful and flexible tool for the def-
inition of complex, but modular semantics construction constraints. In particular,
we have argued that the availability of sets as a basic data type is a prerequisite for
the implementation of modular semantics construction principles. The usage of a
typed feature structure formalism with type inheritance permits concise definition
of semantics construction principles.

Compared to the RMRS construction method that Copestake (2003) applies to
the English PCFG parser of Carroll and Briscoe (2002), the main features of our
approach are (i) argument identification via morphological disambiguation and (ii)
definition of modular semantics construction principles in a typed unification for-
malism. Similar architectures for reparsing have been proposed in earlier work for
the generation of LFG f-structures from the output of context-free (PCFG) parsers
or treebanks (cf. Frank, 2000; Sadler et al., 2000; Frank et al., 2003b; Cahill et al.,
2002; Frank, 2003). Finally, similar ideas that aim at a principled account for
RMRS construction from shallow grammars have been independently explored in
recent work of Lascarides (2003).

In future work, we will compare our semantics construction principles to the
general model of Copestake et al. (2001), a formal framework that was designed
for principle-based semantics construction from deep grammars.
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Abstract

In this paper I will make an attempt to show how the linking normally
done in the lexicon also can be done in constructions. The motivation behind
this is the flexibility it gives the grammar writer in underspecifying lexical
entries. Being too rigid about linking in the lexicon may lead to unsatisfy-
ing results such as multiple lexical entries for what one intuitively feels is
just one lexical entry, or alternatively, lexical rules which are not morpho-
logically motivated. The aim is to show that this can be avoided by letting
constructions introduce the linking information instead.

1 Introduction

First I will briefly present what I mean by linking in the lexicon. Second I will
discuss the kind of semantic representations I will use. Third I will discuss valence
features and show how constructions adapted to the function of the argument may
be used to introduce linking information. Then I will discuss two problems that
turn up when one tries to do linking in the constructions, namely long distance
dependencies and linking of subjects.

The fundament for the work presented here is the Matrix Grammar (Bender
et al. [2002]) (Version 0.6), which is a subset of the English Resource Gram-
mar (ERG) and which purpose is to give a grammar writer the most basic types
needed to write a large coverage HPSG grammar using the LKB system (Copes-
take [2001]). The Matrix has build into it MRS semantics (Copestake et al. [1999]).

2 Linking in the lexicon

In an active sentence with a ditransitive verb like give, there is linking between the
ARG1 role of the verb relation and the index of the subject. In addition the index
of the direct object is linked to the ARG2 of the verb relation and the index of the
indirect object is linked to the ARG3 of the verb relation. Normally this linking is
done in the lexicon, and the linking information of a ditransitive lexeme like give
will look like in figure (1)1.

One problem about doing linking in the lexicon is that one at an early stage has
to decide how many semantic arguments the verb has. In the case of give, one will
need another lexical entry if one wants to say that that it has only two semantic
arguments. Another example is the Norwegian the verb kaste (throw) which may
be intransitive, transitive and ditransitive. It may also have a particle or a PP as
complement. If one wants to decide in the lexicon about the semantic arguments
of this verb, one is forced to assume many lexical entries (or lexical rules).

1The feature KEYREL is a pointer to the main relation in a lexeme.
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


SYNSEM




LOCAL |CAT




SUBJ

〈[
LOCAL |CONT |HOOK | INDEX 1

]〉

COMPS

〈[
LOCAL |CONT |HOOK | INDEX 2

]

[
LOCAL |CONT |HOOK | INDEX 2

]
〉




LKEYS |KEYREL




ARG1 1

ARG2 3

ARG3 2










Figure 1: Linking type for ditransitive verbs

3 Decomposed semantics

Instead of doing linking in the lexicon, I would suggest to underspecify lexical
entries with regard to linking, and rather do the linking in the constructions. In
the following I will use a decomposed semantics called RMRS (Robust Minimal
Recursion Semantics) (Copestake [2003]). Argument taking lexemes have a basic
relation with a handle (LBL), an index (ARG0) and a PRED feature. There will be
other basic relations that link the main relation to its arguments. These relations
will have a handle and a feature ARG1, ARG2, ARG3 or ARG4. The semantic
representation of the sentence a man admires a painting looks like in figure (2)2.




LTOP 1

INDEX 2 event

RELS

〈




PRED “indef rel”

LBL 3

ARG0 4 ref-ind


,




PRED “ man n rel”

LBL 3

ARG0 4


,




PRED “ admire v rel”

LBL 1

ARG0 2


,




PRED “indef rel”

LBL 5

ARG0 6 ref-ind


,




PRED “ painting n rel”

LBL 5

ARG0 6


,




PRED “arg2 rel”

LBL 1

ARG0 6


,




PRED “arg1 rel”

LBL 1

ARG0 4




〉




Figure 2: RMRS for “A man admires a painting”

Here the relation of the transitive verb, admire v rel, shares handle with the

2Quantifier scope will not be represented in this paper
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arg1 rel and the arg2 rel. The representation above is equivalent to the MRS rep-
resentation in figure (3):




LTOP 1

INDEX 2 event

RELS

〈




PRED “indef rel”

LBL 3

ARG0 4 ref-ind


,




PRED “ man n rel”

LBL 3

ARG0 4


,




PRED “ admire v rel”

LBL 1

ARG0 2

ARG1 4

ARG2 6 ref-ind




,




PRED “indef rel”

LBL 5

ARG0 6 ref-ind


,




PRED “ painting n rel”

LBL 5

ARG0 6




〉




Figure 3: MRS for “A man admires a painting”

4 Valence constructions

In order to make the valence rules introduce linking relations, I will have to make
some assumptions about the valence lists. The type valence in the Matrix has the
following definition:

valence := valence-min &
[ SUBJ list,
SPR list,
COMPS list,
SPEC list,
--KEYCOMP avm ].

In this approach the type valence is changed:

valence := valence-min &
[ SPR list,
DOBJ list,
IOBJ list,
POBJ list ].

The two lists SUBJ and SPR are merged into SPR. The COMPS list is divided, so that
there is one list for each kind of complement. There is one list for direct objects,
one for indirect objects, and one for other complements such as particles and PPs.
The SPEC list is taken out.

The decomposed semantics together with the new valence lists allow me to
write valence rules that do linking between argument taking signs and their argu-
ments. The rule for direct objects is given in (4)3:

3The exclamation marks on the RELS list mean that the list is a difference list
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


head-dobj-phrase

SYNSEM |LOCAL




CAT

[
HEAD 0 prep-or-verb

VAL |DOBJ〈〉

]

CONT |HOOK 1

[
LTOP 2

]




ARGS

〈
3


S |L


CAT




HEAD 0

VAL |DOBJ
〈

4

〉






,

[
S 4

[
L |CONT |HOOK | INDEX 5

]]〉

HEAD-DTR 3

C-CONT |RELS

〈
!




arg2-relation

LBL 2

PRED “arg2 rel”

ARG2 5


!

〉




Figure 4: Head direct object rule

The feature C-CONT in a phrase has as value the type mrs and it allows the
grammar writer to let constructions introduce relations in the same way as lexical
entries do. In the phrase above, a linking relation (arg2-relation) is introduced in C-
CONT. The handle of the linking relation is linked to the LTOP of the phrase. This
ensures that it has the same handle as the main relation of the head. The ARG2 of
the linking relation is linked to the index of the direct object. This means that the
index of the direct object will be the ARG2 of the main relation of the head.

5 Long distance dependencies

One possible problem connected to letting constructions introduce linking relations
is long distance dependencies. In long distance dependencies the filler phrase will
not have access to information about the function of the filler, and one cannot
predict which linking relation it should have. However, this is not a problem if one
lets the extraction rule do the linking. In figure (5) I suggest a hierarchy of direct
object phrases, where the most essential information is captured in a supertype of
the head-dobj-phrase and the extr-dobj-phrase.
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


basic-dobj-phrase

SYNSEM |LOCAL




CAT

[
HEAD 0

VAL |DOBJ〈〉

]

CONT |HOOK 1
[

LTOP 2
]




HEAD-DTR | S |L


CAT

[
HEAD 0

VAL |DOBJ
〈[

L |CONT |HOOK | INDEX 3
]〉

]

CONT |HOOK 1




C-CONT |RELS

〈
!




arg2-relation
LBL 2

PRED “arg2 rel”
ARG2 3


!

〉







head-dobj-phrase

ARGS

〈
0

[
S |L |CAT |V |DOBJ

〈
1
〉]

,
[

S 1
]〉

HEAD-DTR 0







extr-dobj-phrase

S |NON-LOCAL | SLASH
〈

! 0 !
〉

ARGS

〈
1

[
S |L |CAT |V |DOBJ

〈[
L 0

]〉]
〉

HEAD-DTR 1




Figure 5: Type hierarchy of direct object phrases

6 Linking of subjects

In this section I will present some problems that subjects in Norwegian raise.

6.1 Presentational constructions

Presentational constructions are very frequent in Norwegian. In presentational con-
structions the expletive det functions as subject. This word is not assumed to have
any content, the content that the presentational construction may contribute, can be
ascribed the construction, and not the word. Since the expletives don’t have any
content, there is no need for a linking relation. So I have to assume two kinds of
subject rules, one which introduces a linking relation, and one which doesn’t. In
the first case the subject has a ref-ind as an index, and in the second case it will
have an expl-ind. Then it is an expletive.

6.2 Subjects with content

It is not always the case that subjects with an referential index are in an ARG1 re-
lation to the verb. They can also be in an ARG2 or ARG3 relation to the verb. This
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may be the case when the verb has passive voice or it is an ergative. The Norwe-
gian examples (1)-(3) illustrate this fact. The sentences also have presentational
counterparts (4) and (5), where the linking should be unproblematic.

(1) En
a

mann
man

kommer
comes

’A man comes’

(2) Mannen
man-the

blir
becomes

gitt
given

en
a

kake.
cake

’The man is given a cake.’

(3) En
a

kake
cake

blir
becomes

gitt
given

mannen.
man-the

’The man is given a cake.’

(4) Det
it

kommer
comes

en
a

mann.
man

’A man comes.’

(5) Det
it

blir
becomes

gitt
given

mannen
man-the

en
a

kake.
cake

’The man is given a cake.’

In order to account for the different linking relations that can be introduced
by the subject rule, I introduce a feature VOICE on head. The value of the VOICE

feature , voice has the feature SPR-CONT. The value of SPR-CONT is mrs. The type
head now has the following information:




head

VOICE




voice

SPR-CONT




mrs

HOOK




LTOP 1

INDEX individual

XARG individual




RELS

〈
!
[

LBL 1

]
!

〉










Figure 6: The VOICE feature on the type head

The head specifier rule for non-expletive subjects (content-spr-phrase) is simi-
lar to the direct object rule. Analogous with the direct object phrases, there will be
a general specifier phrase that holds for both the head-spr-phrase and the extr-spr-
phrase (7).
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


basic-cont-spr-phrase

SYNSEM |LOCAL




CAT




HEAD 0

[
verb-or-complementizer

VOICE | SPR-CONT 1

]

VAL | SPR〈〉




CONT |HOOK 2

[
LTOP 3

]




HEAD-DTR | S | L




CAT




HEAD 0

VAL | SPR

〈[
L |CONT |HOOK | INDEX 4

]〉



CONT |HOOK 2




C-CONT 1




HOOK |XARG 4

RELS

〈
!
[

LBL 3

]
!

〉






Figure 7: Basic content specifier phrase

The difference is that in this phrase it is underspecified which linking relation
is introduced by C-CONT. Instead the C-CONT of the construction is unified with
the SPR-CONT of the head projection. Given the hierarchy in (8) and the type
definition in (9) we can infer that a sentence with an active agentive verb will get
an arg1-relation in the C-CONT of the subject rule.

voice

active non-pres agentive presentational passive

act+non-pres ergative ag+non-pres pres+act ag+pass pres+pass

erg+non-pres ag+act+non-pres erg+non-pres ag+pass+non-pres ag+pass+pres

Figure 8: Hierarchy under voice

I can also use the new machinery to account for the linking relations for pas-
sives and ergatives that have a subject which not an expletive. This can by done
by assuming a unary rule that moves one of the objects into the specifier list, con-
strains the VOICE value to be non-pres and specifies the relation in SPR-CONT to
be an arg2-relation in case of direct objects, and an arg3-relation in case of indirect
objects.
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


ag+act+non-pres

SPR-CONT




HOOK |XARG 1

RELS

〈
!
[

ARG1 1

]
!

〉






Figure 9: Type definition of ag+act+non-pres

7 Conclusion

I have shown that it is possible to underspecify lexical entries with regard to linking
information and still account for phenomena like discontinuous constituents and
subjects of ergative and passive verbs.
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Abstract

This paper summarizes the architecture of Lexical Resource Semantics
(LRS). It demonstrates how to encode the language of two-sorted theory
(Ty2; Gallin, 1975) in typed feature logic (TFL), and then presents a for-
mal constraint language that can be used to extend conventional description
logics for TFL to make direct reference to Ty2 terms. A reduction of this
extension to Constraint Handling Rules (CHR; Frühwirth and Abdennadher,
1997) for the purposes of implementation is also presented.

1 Introduction

Lexical Resource Semantics (LRS) has already been used in analyses of various
syntactic and semantic phenomena on paper,1 but until now it did not have a com-
putational implementation, in part because standard typed feature logic (TFL) is
so ill-suited to the job of serving as the formal basis of a computational language
for describing semantics. All is far from lost, however; it turns out to be relatively
simple to extend a TFL-based description language to incorporate the primitives
required, which we believe will have application to computational semantics ex-
tending well beyond LRS. Those primitives are also described here.

Implementations of computational semantics can be accomplished in TFL —
Minimal Recursion Semantics (MRS; Copestake et al., 2003) stands as one partic-
ularly well-known example of this. Even in MRS, however, structure that encodes
embedding constraints (the so-called qeq constraints) must be represented along-
side the basic components of the semantic terms being constructed, and several
necessary “bookkeeping” principles to address free variables, acyclicity etc. must
either be stated in the grammar alongside the real principles that are the subject
of linguistic investigation, or (as is conventional in MRS) relegated to an extra-
grammatical resolution procedure that exists outside TFL altogether. TFL’s own
semantic type system also does not provide semantic typing beyond ����� , and so
the richer typing required by all non-trivial theories of semantical form must either
be structurally encoded into the object language or forgotten entirely. Indeed, no
MRS-based grammar to our knowledge avails itself of any true semantic typing
beyond animate, time, event and other ����� sorts that are syntactically convenient
for the English Resource Grammar.

This is not to say that LRS is merely an alternative to MRS. In some respects,
they are simply incomparable. MRS also has no model-theoretic interpretation,
serving instead as a sort of front-end for “the real semantics” that is deemed to be�

We are greatly indebted to Manfred Sailer for his co-development of LRS, and the insight-
ful feedback he has provided, arising from his ongoing grammar development work with this
implementation.

1These include: negative concord in Polish, sentential (interrogative) semantics in German, the
scope of adjuncts in Dutch, the (past) tense system of Afrikaans, and negation in Welsh. See Richter
and Sailer (2004) and the references cited therein.
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too impractical for the rapid development of large grammars. Parts of the present
proposal are probably better thought of as an alternative to the Constraint Lan-
guage for Lambda Structures (CLLS; Egg et al., 2001), a constraint language over
lambda-term trees with linguistically motivated constraints. CLLS’s description
language, however, has taken shape around a very orthodox view of the syntax-
semantics interface as a set of translation rules that augment phrase structure. In
our view, pace Egg and Erk (2002), making this suitable to HPSG requires more
than using typed feature structures in place of atomic categories. Many seman-
tic principles, just as many syntactic principles, are better expressed as univer-
sally quantified constraints, and a semantical description language must provide
the primitives necessary to accommodate this. CLLS also takes the very tradi-
tional view that semantic composition proceeds entirely through beta-reduction. In
CLLS, this view brings a certain amount of explicit overhead into the grammar too,
in the form of explicit links between lambdas and bound variables. Like MRS and
many other underspecified approaches, however, we have been forced to abandon
it in recognition of the abundance of concord, discontinuity and proper naming
effects from natural language with which it seems irreconcilable.

Section 2 introduces the semantic intuitions behind LRS and the principles that
institutionalize them. Section 3 provides further justification (in brief) through
some examples of difficult logical form constraints that they enable us to express.
Section 4 then presents a constraint language that directly extends standard models
of typed feature logic to incorporate Ty2 terms, and shows how to straightforwardly
implement this extension using Constraint Handling Rules (CHR; Frühwirth and
Abdennadher, 1997) on top of the TRALE system (Penn, 2004).

2 LRS: Fundamental Principles

Although LRS was originally conceived of as a framework-dependent improve-
ment on Flexible Montague Grammar (Hendriks, 1993) implemented within HPSG,
it has moved beyond a reconstruction of the Montagovian tradition within TFL.
With its combination of techniques derived from model theoretic semantics in the
Montagovian tradition, Logical Form (LF) semantics in the generative tradition
(von Stechow, 1993), and underspecified processing in computational semantics,
LRS now merges insights from several linguistic traditions into a very expressive
but computationally feasible framework for natural language semantics.

The architecture of LRS envisages underspecified processing as mediated on
the syntactic side by TFL descriptions, and on the semantic side by expressions
from a term description language which comprises the necessary devices for scope
underspecification as developed in computational semantics. The guiding assump-
tions behind LRS are that: (a) all semantic and syntactic idiosyncrasies are lexical
(including construction type idiosyncrasies), and (b) there is no non-functional se-
mantic contribution from outside of the lexicon. LRS distinguishes between lexi-
cal semantics and compositional semantics. Lexical semantics remains under the
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CONTENT attribute. CONTENT values are subject to theories of linking, of semantic
selection and of HPSG’s traditional BINDING THEORY. Compositional semantics,
on the other hand, is located in the value of a new attribute LF of signs, and is thus
not visible to syntactic and semantic selection by heads. An interface theory which
links certain components of the local content to certain parts of the compositional
semantics allows for some amount of interaction, such as the lexical selection of
the semantic variables of arguments by syntactic heads.

In what follows, we discuss only compositional semantics.2 In Section 2.1 we
show how to encode the language of two-sorted theory (Ty2; Gallin, 1975) in TFL.
This encoding then serves to illuminate the connection between LRS and HPSG
in Section 2.2, in which we discuss the constraints which constitute the semantic
composition mechanism of LRS. In our computational implementation of LRS
(Section 4), the encoding part of the theory disappears entirely and is replaced by
providing the terms of Ty2 as first class citizens in the denotation of an appropri-
ately extended description language. The semantic composition mechanism will
remain effectively unchanged, however.

2.1 Specification of Ty2

The purpose of this section is to demonstrate how Ty2 can be encoded in a par-
ticular version of TFL, Relational Speciate Re-entrant Language (RSRL). Readers
not interested in the technical details might skip this section and proceed with Sec-
tion 2.2.

A specification of Ty2 needs an appropriate signature and a set of constraints
which denotes models whose objects correspond to the natural numbers (used as
indices of variables and non-logical constants), the types, and the well-formed ex-
pressions of Ty2. The signature, �	��

� , is shown in Figure 1. It must be part of
any signature of a grammar specification in TFL using Ty2 for semantic repre-
sentations. The sorts, attributes, and relation symbols in ����

� will be explained
together with the principles which enforce the well-formedness of the Ty2 expres-
sions in grammar models. They are shown in (1).

(1) a. The NATURAL NUMBERS PRINCIPLE:

integer � ��� x �
zero �

b. The COMPLEX TERM PRINCIPLES:

application � ���� TYPE 2

FUNCTOR TYPE � IN 1
OUT 2 �

ARG TYPE 1

����� abstraction � ���� TYPE � IN 1
OUT 2 �

VAR TYPE 1
ARG TYPE 2

�����
2See (Sailer, 2004) for a discussion and empirical motivation of the architecture of local semantics

in LRS.
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equation � �� TYPE truth
ARG1 TYPE 1
ARG2 TYPE 1

�� negation � � TYPE truth
ARG TYPE truth �

l-const � �� TYPE truth
ARG1 TYPE truth
ARG2 TYPE truth

�� quantifiers � � TYPE truth
SCOPE TYPE truth �

c. The TY2 NON-CYCLICITY PRINCIPLE:3

ty2 � �
1 � �"!$# �&% 1 �('''*),+.- ��

�0/�1 � 2 ty2-component 3
465 1 7 1

d. The TY2 FINITENESS PRINCIPLE:

ty2 � �
1
�

2 8 ty2-component 3 2 5�4 7 � member 8 2 5 1
�
chain �69:9

e. The TY2 IDENTITY PRINCIPLE:

ty2 � �
1
�

2 3 copy 3 1 5 2 7 �
1 ; 2 7

f. The TY2-COMPONENT PRINCIPLE:�
1
�

2

<===> ty2-component 3 1 5 2 7@?<=>
1 ; 2 A!CB � 3 D 2

�E%
3 �GF

ty2-component 3 1 5 3 7IH ''' )J+.- ��

�LKNMPOQ MPOOOQ
g. The COPY PRINCIPLE:�

1
�

2

<====> copy 3 1 5 2 7R?<==> !S# 1
�ET �UF 2

�&T �V'''XWY+.Z ��

�[/\F] B � 3 D 1
�E%

3 � ��
4 8 2

�&%
4 ��F copy 3 3 5 4 7 9 H ''' ),+^- ��

�_K MPOOQ M OOOOQ

h. The SUBTERM PRINCIPLE:�
1
�

2 D subterm 3 1 5 2 7@? D 1
�
me �`F 2

�
me �aF

ty2-component 3 1 5 2 7 HbH
The meaningful expressions of Ty2 are simple or complex expressions in the

denotation of the sort me. Objects in the denotation of me have an attribute TYPE,
whose value indicates the type of the expression. If it is a simple expression (a
variable or a non-logical constant), it is indexed by a natural number, which is the
value of the attribute NUM-INDEX.

The NATURAL NUMBERS PRINCIPLE, (1a), guarantees the correspondence of
objects in the denotation of integer to the natural numbers. An integer configuration
in models of c ��

� is either a zero entity or a non-zero entity on which a term
consisting of a finite sequence of PRE attributes is defined whose interpretation on
the non-zero entity yields an entity of sort zero. The number of PRE attributes in

3The symbol dfehgji denotes the set of attributes of the signature klehgji . Similarly, mlehg*i in (1g)
denotes the set of maximally specific sorts of klehgji .
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ty2
me TYPE type

variable NUM-INDEX integer
constant NUM-INDEX integer
application FUNCTOR me

ARG me
abstraction VAR variable

ARG me
equation ARG1 me

ARG2 me
negation ARG me
l-const ARG1 me

ARG2 me
disjunction
conjunction
implication
bi-implication

quantifiers VAR variable
SCOPE me

universal
existential

type
atomic-type

entity
truth
w-index

complex-type IN type
OUT type

integer
zero
non-zero PRE integer

Relations
append/3
copy/2
member/2
subterm/2
ty2-component/2

Figure 1: The signature �V��

� for a grammar of Ty2 expressions
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this term corresponds to the natural number represented by the configuration under
the non-zero entity.

The six COMPLEX TERM PRINCIPLES, (1b), are responsible for the proper
typing of complex Ty2 expressions. These are the application of a functor to
an argument ( � )@npo"qsr o�t 3*u o q 7 1 o ), lambda abstractions ( 8wvyxyz r o q|{ ) o 9 n}o"q~r o�t ), equations
( 3 ) o ; u o 7P� ), negated expressions ( 3 2 ) �h7�� ), expressions formed from two mean-
ingful expressions by conjoining them with a logical connective (e.g., 3 ) � FUu � 7 � ),
and quantificational expressions (e.g., 3 � x z r o ) ��7�� ). In models of the TFL grammar
the correct typing of the meaningful expressions, indicated in the examples given
in parentheses with the type � (for truth) and the meta-variable � , is guaranteed by
the COMPLEX TERM PRINCIPLES.

The remaining principles fall in two groups: the task of the principles (1c)–(1e)
is to guarantee the well-formedness of the ty2 configurations in grammar models
in the sense that all all ty2 configurations correspond to Ty2 expressions (or nat-
ural numbers and types); the remaining three principles, (1f)–(1h), determine the
meaning of relation symbols which are needed either in the preceding three princi-
ples or in Section 2.2 in the composition principles of LRS. According to (1f) the
relation ty2-component holds between each pair of Ty2 objects 1 and 2 such
that either 1 and 2 are identical or 1 is a component of 2 (i.e., 1 can be reached by
starting from 2 and following a finite sequence of attributes). With (1g), two Ty2
objects 1 and 2 in an expression are in the copy relation iff the configurations of
objects under them are isomorphically configured: they all have the same attributes
and corresponding attribute values of the same sorts. The subterm relation, de-
termined by (1h), will be particularly important in Section 2.2. It holds between
each pair of me objects 1 and 2 iff 1 is a subterm of 2 . For perspicuity we will use
an infix notation below and write ‘ 1 � 2 ’ for subterm 3 1 5 2 7 . The append and
member relation symbols, which also belong to the signature ����

� in Figure 1,
receive their usual interpretation. We omit the principles defining their intended
meaning.

The TY2 NON-CYCLICITY PRINCIPLE, (1c), excludes the possibility of cyclic
term configurations. Cyclic terms (and types) are terms which contain themselves
as components. Since it is not clear what cyclic configurations of this kind should
correspond to in two-sorted type theory, they have to be excluded from our models.
The TY2 FINITENESS PRINCIPLE, (1d), uses the finiteness of chains in RSRL to
enforce the finiteness of ty2 configurations. The last principle, the TY2 IDENTITY

PRINCIPLE in (1e), enforces a kind of extensionality in our models of Ty2 expres-
sions. It requires that any two isomorphic subconfigurations in a ty2 configuration
be actually identical. For example, if the first variable of type � , x(� r�� , occurs more
than once in a Ty2 expression, its corresponding model (as determined by our con-
straints) will contain exactly one configuration of objects representing x(� r�� .4

4For an extensive discussion and concrete examples of models, see (Richter, 2004). Sailer (2003)
proves that the RSRL specification of Ty2 sketched here is correct.
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2.2 Semantic Composition

For the purpose of illuminating the connection between LRS and HPSG in a famil-
iar way, one can think of LRS in terms of a simple TFL specification. The signature
of the RSRL encoding of an LRS grammar contains the following attributes, sorts
and appropriateness specifications:

(2) The sort lrs (LF value of signs)

lrs EX(TERNAL-)CONT(ENT) me
IN(TERNAL-)CONT(ENT) me
PARTS list(me)

From the previous section we know that the objects in the denotation of the
sort me are the elements of the set of well-formed expressions of Ty2. The crucial
difference between systems such as Flexible Montague Grammar and LRS is that
the former employs the lambda calculus with (intensional) functional application
and beta-reduction for semantic composition. Semantic composition in LRS builds
on a tripartite distinction between internal content, external content and the seman-
tic contribution(s) of a sign to the overall semantic representation of an utterance.
While external and internal content are substantive concepts, the representation for-
mat of PARTS as a list of mes is an artifact of the LRS encoding in TFL. Rather than
thinking of PARTS values as lists of expressions, it is more accurate to view them
as the specification of those nodes of the term graph of a Ty2 expression which are
contributed to the meaning of the natural language expression by the given sign.
Only the topmost node of each element on PARTS counts as being contributed.

The internal content of a sign is the scopally lowest semantic contribution of the
semantic head of the sign. Its membership in PARTS characterizes it as a necessary
contribution of meaning to each syntactic head.

(3) The INCONT PRINCIPLE (IContP):
In each lrs, the INCONT value is an element of the PARTS list and a compo-
nent of the EXCONT value.

lrs � <> �� EXCONT 1
INCONT 2
PARTS 3

�� F member 3 2 5 3 7 F 2 � 1 MQ
The external content of a sign is the meaning contribution of its maximal pro-

jection to the meaning of the overall expression. When a sign enters into a syntactic
construction as a non-head, its external content must have been contributed in the
completed syntactic domain:

(4) The EXCONT PRINCIPLE (EContP):

a. In every phrase, the EXCONT value of the non-head daughter is an ele-
ment of the non-head daughter’s PARTS list.

phrase � � � NH-DTR LF � EXCONT 1

PARTS 2 ��� F member 3 1 5 2 7��
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b. In every utterance, every subexpression of the EXCONT value of the utter-
ance is an element of its PARTS list, and every element of the utterance’s
PARTS list is a subexpression of the EXCONT value.

u-sign � �
1
�

2
�

3
�

4<=> � � LF � EXCONT 1
PARTS 2 �|� F 3 � 1 F member 3 4 5 2 7h� �3 member 3 3 5 2 7 F 4 � 1 7 MPOQ

The external content value of an utterance is its logical form in the traditional
sense. According to the second clause of the EContP, which is a kind of closure
principle, the logical form comprises all and only the meaning contributions of the
lexical elements in the utterance.

The LRS PROJECTION PRINCIPLE makes the internal and external content
locally accessible throughout head projections, and it guarantees that the meaning
contributions of all subsigns of a sign will be collected.

(5) LRS PROJECTION PRINCIPLE:

In each headed-phrase,

a. the EXCONT value of the head and the mother are identical,

phrase � � LF EXCONT 1
H-DTR LF EXCONT 1 �

b. the INCONT value of the head and the mother are identical,5

phrase � � LF INCONT 1
H-DTR LF INCONT 1 �

c. the PARTS value contains all and only the elements of the PARTS values
of the daughters.

phrase � <> �� LF PARTS 1
H-DTR LF PARTS 2
NH-DTR LF PARTS 3

�� F append 3 2 5 3 5 1 7 MQ
The SEMANTICS PRINCIPLE (SP) specifies restrictions on how to combine the

meaning contributions of different types of syntactic and semantic daughters. For
each kind of meaning composition which introduces subterm restrictions, the SP
specifies a clause. The primary task of these clauses is to state mutual embedding
constraints between the terms of each syntactic daughter. If the relative embedding
of the meaning contributions is not fixed deterministically, we achieve a descriptive
underspecification of readings:

(6) SEMANTICS PRINCIPLE (SP):
5We take the noun to be the head of a quantified NP.
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1. if the non-head is a quantifier then its INCONT value is of the form� ��� �0����� , the INCONT value of the head is a component of � , and the
INCONT value of the non-head daughter is identical with the EXCONT

value of the head daughter,�
NH-DTR SS LOC CAT HEAD det � �<=====> ������ H-DTR LF � EXCONT 1

INCONT 2 �
NH-DTR LF 1

�� INCONT

�� quantifiers

SCOPE � l-const
ARG1 3 � �� ��

������� F 2 � 3
M OOOOOQ

2. if the non-head is a quantified NP with an EXCONT value of the form� ��� ������� , then the INCONT value of the head is a component of � ,�
1<===> ���� NH-DTR

���� SS LOC CAT � HEAD noun
SUBCAT �:� �

LF EXCONT � quantifiers
ARG2 1 �

����� ����� � �
2D �

H-DTR LF INCONT 2 �F 2 � 1 H M OOOQ
3. [clauses for adverbial modifiers, markers, fillers, . . . ]

2.3 An Example

With the LRS principles of Section 2.2 we can now analyze sentences with quanti-
fier scope ambiguities such as Every student reads a book. In a first approximation,
we would like to assign the two readings in (7b) and (7c) to this sentence:

(7) a. Every student reads a book.

b. v � { � ����� 3h�`�����"�w3 � 5 � 7 F ��� 3*�
 :¡£¢¥¤§¦¨ h�w3 � 5 � 7 �ª© ¤�«£¢`�w3 � 5 � 5 � 5 � 7
7:7
c. v � { � �¬��� 3*�
 :¡£¢¥¤§¦�  � 3 � 5 � 7 � ��� 3­�`����� � 3 � 5 � 7 F © ¤�«£¢ � 3 � 5 � 5 � 5 � 7
7:7

In the first reading, (7b), the existential quantifier of a book takes wide scope over
the universal quantifier of every student. There is one particular book which every
student reads. In (7c) the scope relation of the two quantifiers is reversed. Every
student reads a book, but it is not necessarily the same book. We write � for the
first variable of type � and use intuitive names for non-logical constants, such as
student � , book � and read � . The variable � is a Davidsonian event variable.

Figure 2 illustrates how an LRS grammar of English licenses the two read-
ings of sentence (7a). Because of the perspicuity of the computational description
language of LRS, we do not use RSRL descriptions of lrs objects at the nodes
of the syntactic tree in the figure. Instead we use the description language of the
LRS implementation language to be introduced in Section 4. In this language lrs
descriptions are notated as Ty2 expressions augmented with a small inventory of
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additional symbols. The figure depicts the LRS specifications of the lexical entries
of an implemented grammar and the information about the lrs of each phrase which
can be derived according to the LRS principles of the previous section.

In the implementation language ˆ ) means that the (possibly augmented) Ty2
expression ) is the EXCONT value of the sign’s lrs. The INCONT value is notated
between curly brackets, ®�uR¯ . Square brackets signal a subterm relationship.) � u � (or, equivalently, ) 4 � u � ) means that u is a subterm of ) . We write � u � if we
do not know anything about an expression except that u is a subterm of it.

At the two NP nodes, Clause (1) of the SEMANTICS PRINCIPLE requires the
internal content of the head (student(w,X) and book(w,Y)) to be in the
restrictor of the universal and the existential quantifier, respectively. At the VP
and S nodes, it is Clause (2) that brings the internal content of the verbal head
(read(w,e,X,Y)) in the scope of both quantifiers.

As an effect of the EContP, we know the external contents of the non-heads in
all phrases: At the NP nodes, the external content of the determiners is identical to
their internal contents, as these are the only elements being contributed that contain
the internal contents as their subexpression. Being contributed is the same as being
on the PARTS list in the RSRL specification. In the implementation, every (sub-)
expression mentioned counts as being contributed, unless explicitly marked other-
wise. At the VP node (and analogously at the S node), the external content of the
NP some book must be identical to that of the determiner: this is the only element
being contributed by the NP that satisfies the condition expressed in the lexical
entry of book, i.e., that the external content be a quantifier that binds the variable� . Note that the lexical entry of book has a meta-variable, Y, in the argument slot
of type entity. The local selection mechanism, not depicted here, is responsible for
identifying the variable � , contributed by the existential quantifier, with Y.

At the S node, the second clause of the EContP applies, i.e., the expressions
being contributed specify exactly the expressions which can be used in the result-
ing logical form. There are exactly two Ty2 expressions which are compatible with
the contributions and structural requirements of the lexical entries and that also ful-
fill the subexpression requirements given by the SEMANTICS PRINCIPLE. Either
the universal quantifier of every student is in the nuclear scope of the existential
quantifier of a book, or vice versa.

3 LF Constraints

The linguistic rationale behind the architecture of LRS is evidenced by the smooth
integration of: (I) “typical” LF constraints such as quantifier island constraints, (II)
a straightforward and novel account of negative concord (or multiple exponents)
phenomena, and (III) a treatment of traditionally problematic LF discontinuities,
thus integrating insights from the generative literature on the syntax-semantics in-
terface in terms of Logical Forms. LRS reanalyzes these insights in terms of the ad-
ditional expressive flexibility provided by a truly constraint-based grammar frame-
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Figure 2: The sentence Every student reads a book
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work. With a systematic account of typical LF constraints, LRS goes beyond the
data analyzed in alternative frameworks used in HPSG such as MRS or UDRT.

For reasons of space, we will give only a very brief and abstract overview of
the types of LF constraints for which LRS is designed, and we do not discuss con-
crete examples in this paper. Quantifiers islands (type I constraints) are discussed
in (Sailer, 2003, pp. 58–61). A comprehensive empirical motivation for the “mul-
tiple exponent” analysis of negative concord in Polish (type II constraints) and an
explicit LRS analysis thereof are provided in (Richter and Sailer, 2004, pp. 115–
126). Examples of LF discontinuities (type III constraints) and their LRS analysis
are discussed in (Richter and Sailer, 2004, pp. 126–131) and in (Richter, 2004,
Chapter 6).

A typical LF constraint of type I concerns quantifier islands: A universal quan-
tifier may not take scope outside of the clause in which it is realized overtly. As a
constraint this is usually regarded as odd, since existential quantifiers in embedded
contexts may outscope opaque matrix predicates, producing so-called de-re read-
ings. LRS can state restrictions on the scope of quantifiers naturally. They do not
differ from any ordinary syntactic restriction in HPSG. Another source of type I
LF constraint is statements that postulate that no quantifier (of a certain type) may
intervene in the logical form between two given logical operators. Conversely,
we might require that between a negation operator and some constant only certain
quantifiers may intervene.

Type II constraints take advantage of HPSG’s concept of token identity for a
novel description of puzzling facts such as negative concord in Romance languages
or in Polish. The NEG CRITERION restates a principle of Haegeman and Zanut-
tini (1991) from a new perspective: For every verb, if there is a negation in the
EXCONT value of the verb that has scope over the verb’s INCONT value, then that
negation must be an element of the verb’s PARTS list. In other words, if there is
a negation with scope over the verb in the verbal projection, the verb itself must
also contribute the very same negation. Similarly, the NEGATION COMPLEXITY

CONSTRAINT for Polish expresses an insight in terms of LRS which Corblin and
Tovena (2001) found to hold for many languages: For each sign, there may be
at most one negation that is a component of the EXCONT value and has the IN-
CONT value as its component. This expresses a (language-dependent) upper bound
on the number of negations taking scope over each other and over the main verb
of sentences. It also relies on the possibility that, in negative concord languages,
negations contributed by different lexical items might be identified with each other
in the semantic representation. A third principle which builds on the fact that the
same meaning component might be contributed by several lexical elements is the
WH-CRITERION (for German, Richter and Sailer, 2001, p. 291): In every clause,
if the EXCONT value is of the form vGÃ {ÅÄ , then the EXCONT value of the clause
must be contributed by the topicalized sign (again rephrasing a well-known princi-
ple from the literature). Similar “multiple exponent” effects were found in the LRS
analysis of tense in Afrikaans.

LF discontinuities (III) are a lexical phenomenon: A lexical element might
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make meaning contributions to a sentence that must be realized discontinuously in
the logical form of the overall expression to which they belong. The intervening
meaning components are unpredictable and can not be stated in a finite list. Anal-
yses of these phenomena are typically provided by underspecification formalisms
which allow for decomposing the logical contributions of lexical items and leaving
slots for inserting other pieces of representations.

4 Formal Specification

A formal specification of the core principles of LRS requires a term description
language for Ty2 with an is-component-of relation (‘ ) is a subterm of u ’), meta-
variables, which, for us, are the variables of the TFL, and a way of attributing
semantic “contribution” by lexical items. It also requires a set of axioms for well-
formed expressions of Ty2 (which we have presented in Section 2.1), as well as
four HPSG principles for IContP, EContP, LRS PROJECTION PRINCIPLE and SP
themselves (Section 2.2). Note the absence of beta-reduction from the formalism.

This core of the LRS architecture allows one to assign to each sentence a log-
ical representation with a model-theoretic interpretation; it uses descriptive under-
specification to assign to each well-formed utterance one or more fully specified
logical form(s) as its meaning representation. If an utterance is Æ -ways ambiguous,
the denotation of the grammar will contain Æ models of it which differ at least in
their meaning representation. In keeping with the tradition of logical form seman-
tics, however, the semantical components of these utterances are modelled by Ty2
terms, not the entities of Ty2’s models themselves; thus, no extra expressive power
beyond TFL’s model theory is actually required.

Formally, we augment TFL’s model theory with four additional partial func-
tions: Ç
È�É 4�Ê �ÌËÍ��ÎÏ~Ð�Ñ"Ò`Ð¥Ó 4�Ê �ÌË�� ÎÈ"Ô Ñ"Ò`Ð¥Ó 4�Ê �ÌËÍ��ÎÑ"Ò`ÐaÓ
ÕPÏ6Ö 4 ËÍ��Î0��× 3�Ê 7
where Ê is the universe of the TFL model. If sem, incont and excont were features
in the signature of TFL, they would be interpreted by functions mapping Ê toÊ . These functions, however, allow us to refer instead to a separate collection of
entities that model the structure of Ty2 terms. Sem is the principal means of access
to this collection, potentially associating any entity in the model with a Ty2 term,
i.e., a semantics. In practice, this association probably only occurs with signs, and
sem replaces the LF attribute. Any entity can additionally have incont and excont
values, which in practice are employed in accordance with the intuitions of LRS.
Among other things, this means that these values, where they exist, will typically
be subterms of the term that sem refers to. Contrib conversely attributes every Ty2
term in the image of sem to the entities that contributed it.
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4.1 Constraint Language

Once this model is in place, we need a syntax to refer to it. Augmenting the stan-
dard sorts-and-features signature of an HPSG description language, we add to it a
collection of semantic type declarations, such as shown in Figure 3. These decla-

semtype [t,f] 4 t.
semtype [student,book]: (s->e->t).
semtype read: (s->e->e->e->t).
semtype [every,some]: (e->t->t->t).
semtype w 4 var(s).
semtype q: findom [every,some].
semtype [a,e,x,y,z]: var(e).
semtype lambda: (var(A)->B->(A->B)).

Figure 3: An example semtype signature.

rations declare the semantic constants and semantic variables that can then be used
in our Ty2 terms. Our description language does not stipulate the basic types of the
semantic type system (above, t, e, and s), but it does allow for functional closure.
Notice that even lambda is just another constant, although it has a polymorphic
functional type. There is no reason to distinguish it because beta-reduction has no
distinguished role in this semantics — if it were desired, it would need to be en-
coded as a relation or phrase-structure rule just as any other transformation. The
var/1 operator distinguishes semantic variables from semantic constants. This
distinction is important because, although there is no beta-reduction, there is still
alpha-renaming within variable scope, which we define to be the same as the scope
of TFL variables in descriptions. Constants are unique and never renamed. In the
example above, q is a finite domain variable — an instance of it stands for one of
either every or some.

Having enhanced the signature, we are then in a position to enhance a TFL
description language with extra LRS descriptions. Given a countably infinite col-
lection of meta-variables ( Ø ), the LRS descriptions ( Ù ) are the smallest set con-
taining:Ú

the semantic constants of the signature,Ú
the semantic variables of the signature,Ú
applications, ÛR3*ÙÝÜ�5 {�{�{ 5
Ù z 7 , where

–

Ç
È�É Ó�Þaß È 3wÛ 7R; � Ü � {�{�{ ��� z � � ,

–

Ç
È�É Ó�Þaß È 3*Ùlà 7R; � à , all á[â$ãÝâ$Æ , and

– � can be any type (functional or not),6

6Thus, the case of ä�å^æ is already covered by including the semantic constants.
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Ú
meta-variable binding: Ø	4&Ù ,Ú
subterm binding: Ù � 4 � ÙlÜ 5 {�{�{ 5
Ù z � ,Ú
subterm chain: Ø �}ç�è_é Ø�ê çë�p�6ç
ì ,Ú
incont binding: ®�Ù@¯ ,Ú
excont binding: ˆ Ù ,Ú
contribution: Ù�íGî0Ø ,Ú
unique contribution: Ù�íGØ ,Ú
negative contribution: Ù�í é Ø , andÚ
implication: ïGíGðS4GÙ@ñ\ò � Ù .

Because these are included in the closure of the TFL description language, they can
be conjoined and disjoined with conventional TFL descriptions, and they can also
be applied at feature paths. In the interpretation, however, while TFL descriptions
constrain the choice of element ó + Ê directly, LRS descriptions mostly constrain
our choice of

Ç
È�É 3*ó 7 + Ë���Î . Incont and excont binding instead constrain our
choice of

Ï~ÐyÑ"Ò`ÐaÓ 3*ó 7 + Ë���Î and

È"Ô Ñ"Ò`Ð¥Ó 3*ó 7 + Ë�� Î , and the contribution constraints
constrain our choice of the elements of

Ñ"Ò`ÐaÓ
ÕPÏ6Ö 3 Ç
È�É 3*ó 7
7�ô × 3�Ê 7 .
Subterm binding, Ù � 4 � ÙlÜ 5 {�{�{ 5
Ù z � , says that ÙÝÜ�5 {�{�{ Ù z are all subterms ofÙ � . Meta-variables establish the equality of subterms within an LRS description,

within a larger TFL description (which may refer to the semantic term of more
than one feature path’s value), or across the scope of description variables in a
single construct (such as sharing the semantics of the mother and head daughter of
a phrase-structure rule). A subterm chain constrains a subterm from both ends: it
must fall along the chain from Ø �6çwè to Øõê ç
�}�}çëì .

What descriptions do not need to explicate, crucially, are all of the well-formed-
ness properties entailed by our interpretation of these description primitives. Math-
ematically, our models will already be limited to those that observe the necessary
well-formedness properties, and computationally, LRS descriptions are closed un-
der a fixed set of algebraic rules that enforce them, as given below. These rules can
be extended, in fact, to allow for universally quantified implicational constraints
over semantic terms, much as HPSG principles appear in TFL. The implication,ïGíGð$4`Ù ñ ò � Ù , states that for every subterm ð of the term being described, if ð is
described by Ù@ñ , then the Ù holds of the term described. In keeping with TRALE’s
interpretation of implicational constraints in TFL, the antecedents of these seman-
tic implications are interpreted using subsumption rather than classical negation.
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4.2 Description Language Integration

LRS descriptions are identified within ALE descriptions by their embedding within
a @lrs/1 macro that provides the necessary glue to CHR. As a simple example,
consider the following expression of clause (1) of the LRS PROJECTION PRINCI-
PLE above in TRALE syntax:

phrase *> (daughters:hdtr:lf: @lrs([ˆAlpha]),
lf: @lrs([ˆAlpha])).

The meta-variable Alpha is bound in the consequent of this universally quantified
principle to both the excont of the head daughter and the excont of the mother, thus
equating them. The square brackets are necessary because this excont must only be
a subterm of the semantics of the head daughter and the semantics of the mother,
and not necessarily identical.

The IContP above is expressed as:

sign *> lf: @lrs([ˆE:[{I}]]).

The meta-variable I is identified as the incont of the sign’s LF value by the curly
braces of the incont binding primitive. This is a subterm (inner square brackets) of
E, which is identified as its excont (caret), and as a subterm (outer square brackets)
of its sem value. Unlike the TFL presentation, PARTS lists and other structural
overhead are not required in our typed feature structures because meta-variables
dually refer to both a term and the collection of all of its subterms.

4.3 CHR Implementation

In our Prolog implementation of LRS within the TRALE system, all LRS descrip-
tions are compiled into constraints of a Constraint Handling Rules (CHR) handler,
and their well-formedness properties are implemented as the constraint handling
rules themselves. The primitive constraints they are compiled into are:Ú

node(N,ArgTypes,ResType): node N has argument types ArgTypes
with result type ResType.Ú
literal(N,Lit,Arity): node N is labelled by literal Lit with arity
Arity.Ú
findom(N,Lits): node N is labelled by one of the literals in Lits.Ú
ist(N,M,A): node N is the Ath argument of node M.Ú
st(N,M): node N is a subterm of node M.Ú
excont(FS,N): the excont of feature structure FS is N.Ú
incont(FS,N): the incont of feature structure FS is N.
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Ú
contrib(FS,N): feature structure FS contributed N.Ú
uniquecontrib(FS,N): feature structure FS uniquely contributed N.Ú
nocontrib(FS,N): feature structure FS did not contribute N.

The nodes referred to here are nodes of the typed term graphs that represent the
logical forms that we are assembling. In addition to these primitives, the transitive
closure of st/2, called ststar/2 is also computed on-line.

CHR rules consist of propagators ( ;÷ö ) that detect the presence of a combina-
tion of constraints (left-hand side) in a global constraint store, and in that presence,
execute Prolog goals (right-hand side) that typically add more constraints to the
store. Detection, as in TRALE, amounts to suspending until subsumption holds.
Simplification rules ( ø ) additionally remove left-hand-side constraints designated
by appearing to the right of the ï . If no ï is provided, then all left-hand-side con-
straints are removed. Right-hand-side goals can also be guarded ( ù ) — if the guard
fails, then the goal is not executed.

In CHR then, the following algebraic rules are used to enforce well-formedness:Ú
literal/arity consistency
literal(N,Lit1,Arity1) ï literal(N,Lit2,Arity2)ø Lit1 = Lit2, Arity1 = Arity2.Ú
literal extensionality
literal(N,F,A), literal(M,F,A);÷ö ext args(A,N,M) | N=M.Ú
constants
literal(N, ,0) ï st(M,N) ø M = N.Ú
finite domains
findom(N,Lits), literal(N,Lit, );÷ö member(Lit,Lits).Ú
immediate subterm irreflexivity
ist(N,N, ) ;(ö fail.Ú
immediate subterm uniqueness
ist(M1,N,A) ï ist(M2,N,A) ø M1 = M2.Ú
subterm reflexivity
st(N,N) ø true.Ú
subterm idempotence
st(M,N) ï st(M,N) ø true.Ú
subterm subsumption
ist(M,N, ) ï st(M,N) ø true.
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Ú
subterm antisymmetry
st(M,N), st(N,M) ø M = N.Ú
subterm upward antisymmetry
ist(M,N, ), st(N,M) ø M = N.Ú
type consistency
node(N,ATypes1,RType1) ï node(N,ATypes2,RType2)ø RType1 = RType2, ATypes1 = ATypes2.Ú
literal well-typing
node(N,ATypes, , ), literal(N, ,A);÷ö length(ATypes,A).Ú
immediate subterm well-typing
node(M, ,MResType), node(N,NArgTypes, ), ist(M,N,A);÷ö nth(A,NArgTypes,MResType).Ú
incont and excont functionhood
incont(X,N) ï incont(X,M) ø N=M.
excont(X,N) ï excont(X,M) ø N=M.Ú
unique contribution injectivity
uniquecontrib(FS1,N) ï uniquecontrib(FS2,N)ø FS1=FS2.Ú
unique contribution subsumption
uniquecontrib(FS1,N) ï contrib(FS2,N) ø FS1=FS2.Ú
negative contribution idempotence
nocontrib(X,N) ï nocontrib(X,N) ø true.Ú
negative contribution negativity
nocontrib(FS,N), contrib(FS,N) ø fail.

ext args/3 is a guard that checks the arguments of N and M for equality.
This collection of rules is complete in the sense that any inconsistency that

may exist with respect to our standard of well-formedness in Ty2 will be detected.
They are not complete in the sense that the result of simplification under these
rules will be minimal in any useful sense, such as having a minimal number of
distinct nodes in the resulting term graph, or a minimal number of (non-immediate)
subterm arcs. The quest for a combination of propagators and search that would
establish minimality efficiently (in practice, at least) remains to be pursued.

Turning to semantic implication, every instance of an implication description
is compiled into its own CHR primitive constraint. This constraint occurs on the
left-hand side of exactly one new propagator, which is charged with enforcing the
implication. To require that universal quantifiers not outscope clausal boundaries,
for example, we may require of clauses that:
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\/X:every(_,_,_) --> [ˆ[X]]).

Let us call this implication instance i. We introduce a new primitive i/1, which
will be applied to semantic terms for which implication i is asserted to hold. We
then add one new propagator to enforce the implication:

i(LF),ststar(X,LF),literal(X,every,3)
==> node(Ex,_,_),st(Ex,LF),excont(FS,Ex),st(X,Ex).

Here, LF will be bound to the term to which i applies, X, to the universally quanti-
fied variable X stated in the implication source code, and FS, to the feature structure
with which LF is the associated semantical term.

5 Conclusion

By separating linguistic representations and principles from structural well-formed-
ness and computational considerations, we aspire to do a better job of both. This
separation can be achieved by expanding the description language with a set of
primitives that intuitively capture the requirements of semantical theories (LRS
and otherwise) that manipulate logical forms as typed term graphs, not by using
TFL at any aesthetic cost.

The extension presented here captures the basic primitives found in MRS and
CLLS, the exceptions being the parallelism and anaphoric binding constraints prim-
itively expressed by CLLS. Future empirical study is required before extending the
language in this direction, in our opinion, because much of what falls under the
rubrics of ellipsis and binding is not purely a semantic phenomenon.

A more interesting direction in which to extend the present work is towards a
semantics which does not stop at logical form. Semantics involves meaning, and
meaning is only distinguishable in the presence of inference. Although we have
presented the semantic implication of our description language as a tool for con-
ventional linguistic constraints or for perhaps extending a very common-sensical
core of well-formedness conditions, they are equally well applicable to inference
more broadly construed. This inference would be grounded in presuppositional
content and shared background knowledge as much as it would be in the syntactic
structure of typed lambda terms.
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Abstract

This paper presents a suplement to the Grammar Matrix, namely
what I call a Compound Matrix ; in reality, it is not a matrix, since
the type file includes a fully specified cross-linguistic inventory of com-
pound types. The idea is that the grammar writer can comment out
the ungrammatical types for his or her own language. The theory be-
hind the typology is presented here in a bottom-up fashion, from the
basic assumptions to the actual linguistic types.

1 Assumptions

This study deals with the semantics of two-constituent nonargumental com-
pound nouns, but it does not include discussion of the syntactic nature of
compounds. For clarity of exposition, we adopted the most conventional
analysis of such compound nouns; see Radford (1980) for some discussion:

Nbar
HHH

���
NP
HHH

���
compound

Nbar

N

noun

The inventory of the Compound Matrix is based on a typology. Two
parameters were used for classifying compounds from about 30 different
languages, namely:

• Each nominal constituent can refer in three ways: literally, metonymi-
cally or metaphorically. This property is called Reference.

• Independent of syntactic structure, each compound constituent is ei-
ther the Pointer or Modifier of the construction, and this property is
called Status.

The typological part of the study is documented in Søgaard (to appear
(a)) and the properties are formally defined in Søgaard (2004). Reference is
a Peircean-style trichotomy, while Status is a functional distinction; i.e. a
Pointer “points” to the possible set of referents, whereas a Modifier modifies
or restricts that set. The object of this paper is to provide a semantics
for each of these constructions and to describe their implementation in the
Compound Matrix. Two important assumptions relate to the translations
of compound types:

• Qualia structure (Pustejovsky, 1991) with one additional quale for
contour (Qctr ) and Σ-roles (see below) were employed as vocabularies
for talking about the meaning of compound nouns.
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Table 1: The Compound Typology.

Type Abbreviation Example Language

Appositional [P(l)-P(l)] bahay-kubo

(house-hut; ’hut’) Tagalog

Copulative [P(m1)-P(m1)] bassu karu

(bus-car; ’vehicles’) Kannada

Endocentric [P(l)-M(m1)] oreh iton

(editor newspaper; ’newspaper editor’) Hebrew

Endocentric [M(m1)-P(l)] numn numpran

(village-pig; ’domesticated pig’) Yimas

Endocentric [P(l)-M(m2)] sundalong-kanin

(soldier-cooked rice; ’cowardly soldier’) Tagalog

Endocentric [M(m2)-P(l)] mek’inobal

(mother-haze; ’rainbow’) Tzotzil

Exocentric [P(m2)-M(m1)] panawag-pansin

(calling instr.-attention; Tagalog

’one who wants attention’)

Exocentric [M(m1)-P(m2)] Romanteppich

(novel-tapestry; a style of prose) German

• The translations were in (a sublanguage of) the Predicate Calculus.

This latter assumption was motivated by the wish to pass the grammar’s
output on to a model builder for disambiguation tasks; see Søgaard (2004)
for documentation.

1.1 The Compound Typology

Logically, there are 36 possible combinations of Reference and Status. We
call the compound whose left-constituent is a Modifier with metonymic
Reference, and whose right-constituent is a Pointer with literal Reference,
[M(m1)-P(l)]. This corresponds to a run-of-the-mill endocentric compound
in English, e.g. lawn tennis. Cross-linguistically, however, only 8 of these
36 types are found; see Table 1.1

1It is unclear whether compounds such as hammerhead (’shark’) and sabertooth (’tiger’)
constitute a class of [M(m2)-P(m1)] compounds. No [P(m1)-M(m2)] compounds are yet
attested. Or is hammerhead really a [M(m2)-P(l)] compound the extension of which has
been extended by metonymy? Is is suggestive that another name for sabertooths is saber-
toothed tigers.
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2 Σ-roles

The set of Σ-roles is defined as a (Parsons-style) vocabulary for talking
about event participants. Since all agentive and telic qualia are eventive,
compounds which get their meaning from these qualia involve Σ-roles. The
collection of Σ-roles we employ, is inspired by Simon Dik’s Semantic Func-
tion Hierarchy (here in a slightly revised version):

(1) Agent? � Object? � (Recipient?) � (Beneficiary?) � Instrument∗

� Material∗ � Location∗

(I put Recipient and Beneficiary in brackets, since these roles seem al-
most irrelevant in the semantics of compound nouns. Though see the ap-
pendix for a few exceptions.) For illustration, the telic quale of knife is
λx.∃e.cut(e) ∧ knife(x) ∧ ΣInstr (x, e). If we wan’t to say that a bread is
the object of this event, we write λx.∃e.∃y.cut(e)∧knife(x)∧ΣInstr (x, e)∧
bread(y)∧ΣObj (y, e). Σ

? is optionally expressed, but only “once per event”.
(No Sigma Criterion applies here.) Σ∗ is optionally expressed more than
once, and sigma-head identifies the Σ-role of α in ∃e.∆α(e). Consequently,
the value of sigma-head in knife1 is sigmainstr (a subtype of sigma-
role).

3 The Construction Hierarchy

The hierarchy of compound constructions, i.e. with the major [S(r)-S(r)]-
types as supertypes, and the different combinations of qualia and Σ-roles
as subtypes, already seems monstrous and unruly. Is this necessary? There
are three reasons that I think the different vocabularies are necessary:

• If each construction is properly restricted, ambiguity is realistic, i.e.
you typically get one to three readings for each compound.

• The different properties and inventories are helpful in the semantics
of adjectives, genitives, prepositions, etc.

• There is empirical evidence for the grammaticality of the specific con-
structions.

4 Empirical Evidence

• [M〈m1,ΣAgent〉-P(l)] is ungrammatical in English, e.g. *butcher knife
and *musician guitar ; cf. Copestake and Lascarides (1997); but [M(m2)-
P(l)] is not, e.g. lady snow2

2There are two possible constraints that explain the ungrammaticality of these exam-
ples. Either a certain construction ([M〈m1,ΣAgent〉-P(l)]) is ungrammatical, or Attribute
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Table 2: The Translation Algorithm.

Type Logical form

[P(l)-P(l)] λx.β′(x) ∧ α′(x)
[P(m1)-P(m1)] λz.∃x.∃y.x⊕ y = z.β′(x) ∧ α′(y) or λx.∆Fβ

[P(l)-M(m1)] λx.α′(x) ∧ ∀y.∃e.∆α(e) ∧ Σ1(x, e) ∧ Σ2(y, e) → β′(y)
[M(m1)-P(l)] λx.β′(x) ∧ ∀y.∃e.∆β(e) ∧ Σ1(x, e) ∧ Σ2(y, e) → α′(y)
[P(l)-M(m2)] λx.α′(x) ∧ ∃e.∆β(e) ∧ Σ1(x, e)
[M(m2)-P(l)] λx.β′(x) ∧ ∃e.∆α(e) ∧ Σ1(x, e)
[P(m2)-M(m1)] λx.P (x) ∧ ∀z.∃e.∆α(e) ∧ Σ1(x, e) ∧ Σ2(z, e) → β′(z)
[M(m1)-P(m2)] λx.P (x) ∧ ∀z.∃e.∆β(e) ∧ Σ1(x, e) ∧ Σ2(z, e) → α′(z)

• [M〈m1,ΣInstr 〉-P〈l,ΣAgent〉] is ungrammatical in Danish, e.g. *knivs-
lagter (’knife butcher’) *guitarmusiker (’guitar musician’); but [M(m2)-
P(l)] is not, e.g. bildækmand (’motor car tyre man’); neither is [M〈m1,
ΣInstr 〉-P〈l,ΣInstr2 〉], e.g. guitarforstærker (’guitar amplifier’)

• [M(m1)-P(l)] where ∆ is Contour, is ungrammatical in Estonian; cf.
Hiramatsu et al. (2000)

• [M〈m1,ΣLoc〉-P〈l,ΣInstr 〉] translates consistently into β per α in Ital-
ian; cf. Paggio og Ørsnes (1993). There is also a grammatical distinc-
tion between telic- and agentive-based ∆-compounds; cf. Johnston
and Busa (1999)

• . . .

There is similar evidence for the grammaticality of non-endocentric con-
structions. For example, open copulative compounds exist in Modern Greek,
but not in Germanic languages. Reportedly only endocentric constructions
are found in West Greenlandic (Bauer, 2001).
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5 A Translation Algorithm

In our Translation Algorithm (Table 2), bread knife translates: ’a bread such
that if it cuts anything, then it’s bread’. This is of course too restrictive.
A better reading is ’a bread such that if it cuts anything, then it’s typically
bread’. This is captured by introducing a Γ-operator (Chierchia, 1995). The
Γ-operator is not easy to evaluate computationally. Thus, we introduce an
approximation: the ≥ 1

2 -quantifier, a Proportional Quantifier, which denotes
a subset of Mod(φ); see Søgaard (to appear (b)).3

6 The Compound Matrix

The feature structure below represents the semantics of the compound bread
knife at the N̄ -level in the Compound Matrix. It corresponds to the λ-
formula above. The reading - ’a bread such that if it cuts anything, then it’s
bread’ - is licensed by the fact that the formal qualia (type) of the non-head
daughter unifies with the restriction on ΣObj of the telic quale of the head
daughter.

nouns are restricted in their formal quale to be non-human. The predictions differ. Our
first theory claims wrongly claim that dog food is ungrammatical, while the second theory
wrongly claims that child bed is ungrammatical. Things seem to be fuzzy here. There is
a tendency that [M〈m1,ΣAgent〉-P(l)] is not expressed in English, while the correspond-
ing genitive is; on the other hand, [M〈m1,ΣObj 〉-P(l)] is expressed, even with animate
or human modifiers. Consider the following examples: dogtag, dog’s tongue, dog Latin,
dogwatch.

3Another simplification is the translation of the exocentric compounds. In our transla-
tion, there is only room for one dependent type relation between α and β and the referent.
Sometimes this is reasonable, as in the analysis of dust bowl (’anything which contains
dust’), while in some cases there seem to be more than one relation; e.g. iron horse would
be analyzed as ’anything made out of iron’, which is obviously too unrestrictive. A better
analysis would involve both agentive and telic qualia; namely ’anything made out of iron,
which is used to transport human beings’. (In Danish, the equivalent of iron horse, i.e.
jernhest, refers to both trains and bicycles.) Exocentric compounds are always underspec-
ified (our analysis still allows plains and boats in Jiron horseK). The exact reading of iron
horse may be due to the historical origin of the word and it’s rapid lexicalization.

Also, the ∀-based analysis of endocentric compounds may be redundant in some cases.
While a straight-forward ∃-analysis is far to weak for the non-deictic and non-lexicalized
use of a compound like salmon knife, it suffices for the agentive reading of Eskimo’s knife
(which is a true compound in many Germanic languages). It seems foolish to say that
an Eskimo’s knife is a ’knife which, whenever (or, worse, at least half of the times) it is
made, is made by Eskimos’.
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7 The Implementation of a Danish Compound Gram-
mar

The Implementation Algorithm:

• extract qualia information from a simple dictionary (Lenci et al.,
2000) - if there’s one for your particular language, that is

• modify the matrix file

• comment out compound types which are ungrammatical in that lan-
guage, and restrict the grammatical types with appropriate semsorts

• load the matrix file, the language specific grammar, and the “UG-ish”
compound grammar

A simple Perl program was written for extraction. Not all relevant in-
formation (i.e. Contour and sigmahead) are contained in the simple dic-
tionaries, so we restricted the Perl output in various ways:4

• bil1 := nom-lxm & [STEM <"bil">,SYNSEM.LOCAL.CONT [HOOK.INDEX [FORMAL [QTYPE

vehicle, QPRED "vehicle d rel"], AGENTIVE [QPRED "fremstille cre d rel",

SIGMAHEAD sigmaagentive], TELIC [QPRED "transportere d rel", SIGMAHEAD

sigmarole], CONTOUR [QTYPE contoursort, QPRED "bil-shaped d rel"]],

RELS <![PRED " bil n rel"]!>]].

• bil1 := nom-lxm & [STEM <"bil">,SYNSEM.LOCAL.CONT [HOOK.INDEX [FORMAL [QTYPE

vehicle, QPRED "vehicle d rel"], AGENTIVE [QPRED "fremstille cre d rel",

SIGMAHEAD sigmaagentive], TELIC [QPRED "transportere d rel", SIGMAHEAD

sigmainstr], CONTOUR [QTYPE cubic, QPRED "bil-shaped d rel"]],

RELS <![PRED " bil n rel"]!>]].

The necessary modifications of the matrix file are:

• remove the constraint that quantifiers only quantify over ref-ind, i.e.
include events

• add a semsort ontology (e.g. one based on the simple dictionary)
and a contoursort ontology

• add types for qualia

8 Interpretation hierarchy

(Parallels complexity in processing, i.e. economy.)

• Words, i.e. lexicalized compounds

4For those who don’t speak Danish: bil is car, fremstille is manufacture, and
transportere is transport.
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• Endocentric compounds (incl. appositional and copulative compounds;
is there any internal ranking?)

• Exocentric compounds

• Pragmatic interpretations (incl. deictic compounds?)

9 Differences between Danish and English

Using the Compound Matrix types, we constructed a Danish Compound
Grammar, following the algorithm above. The grammar is about 2000 words
and it blocks 4 types out of about 70 compound constructions. We also con-
structed an English test grammar; see Søgaard (2004). One of the immediate
advantages of compatible grammars is that one can easily describe the dif-
ferences between compound components of different grammars. Some of the
major differences between Danish and English are mentioned here:

• [M〈m1,ΣInstr 〉-P〈l,ΣAgent〉] is blocked in Danish

• [M〈m1,ΣAgent〉-P(l)] is blocked in English

• While [P(l)-M(m1)] works in the domain of law in English (e.g., Code
Napoleon), it doesn’t in Danish

• . . .

10 Conclusion and Applications

The Grammar Matrix as such adopts a pragmatic approach to compound
semantics (Flickinger and Bender, 2003). Such an approach is theoretically
inadequate for a variety of reasons. This is evidenced by some of the data
presented here, i.e. the ungrammaticality of certain compound types in
certain languages, but see Liberman and Sproat (1992), Copestake and Las-
carides (1997) and Søgaard (2004) for some more detailed discussion. The
supplement presented here addresses this problem in the current design of
the Grammar Matrix. The supplement provides exactly the kind of anal-
yses which are necessary for applications such as machine translation and
knowledge-based disambiguation.

The Compound Matrix is a flexible module that could easily be fit into
other packages, e.g. erg or the Matrix of Mainland Scandinavian which
is currently being developed by the Scandinavian hpsg community. Since
semantics is first-order axiomatizable, knowledge-based disambiguation is
possible with theorem provers and model builders; cf. Søgaard (2004). The
Compound Matrix is for now available upon request.

452



11 Appendix 1: Σ-roles in [M(m1)-P(l)] compounds

Where α = Agent :

(2) (a) eskimomusik (’Eskimo’s music’) (β = Object)

(b) eskimokniv (’Eskimo’s knife’) (β = Instrument)

(c) kunstnerværksted (’artists’ workplace’) (β = Location)

(d) børneler (’children’s clay’) (β = Material)

Where α = Object :

(3) (a) romanforfatter (’novel writer’) (β = Agent)

(b) tomatkniv (’tomato knife’) (β = Instrument)

(c) grøntsagstorv (’vegetable marketplace’) (β = Location)

(d) skulpturler (’sculpture clay’) (β = Material)

Where α = Recipient or Beneficiary (seldom):

(4) (a) børneforfatter (’children’s writer’) (β = Agent)

(b) kirkeskat (’church tax’) (β = Object)

(c) børnepenge (children-money; ’financial support to parents’)
(β = Object)

(d) næsedr̊aber (’nose drops’) (β = Instrument)

Where α = Instrument :

(5) (a) * (β = Agent)

(b) sværddans (’sword dance’) (β = Object)

(c) elsav (’power saw’) (β = Instrument)

(d) knivkøkken (’knife kitchen’) (β = Location)

(e) støbeformsjern (’mold/cast iron’) (β = Material)

Where α = Location:

(6) (a) koncertmusiker (’concert musician’) (β = Agent)

(b) skolemad (’school food’) (β = Object)

(c) køkkenkniv (’kitchen knife’) (β = Instrument)

(d) skolebod (’school booth/shop’) (β = Location)

(e) skoleler (’school clay’) (β = Material)

Where α = Material :

(7) (a) st̊alsmed (’steel smith’) (β = Agent)

(b) oliemaleri (’oil painting’) (β = Object)

(c) ?boghvedeovn (’buckwheat oven’) (β = Instrument)

(d) træværksted (’wood workshop’) (β = Location)
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12 Appendix 2: Σ-roles in [M(m1)-P(m2)] com-
pounds

Where α = Agent :

(8) (a) børnechampagne (children’s champagne; ’juice’) (β = Object)

(b) hundesk̊al (’dogs’ bowl’) (β = Instrument)

(c) hundehus (’dogs’ house’) (β = Location)

(d) hippietobak (hippies’ tobacco; marihuana) (β = Material)

Where α = Object :

(9) (a) fodbolddommer (football judge; ’referee’) (β = Agent)

(b) fiskelomme (fish pocket; ’place with many fish’) (β =
Instrument)

(c) auraværksted (aura workshop/repair office; ’psychologists’
office’) (β = Location)

(d) fjeldhyttebeton (Norwegian cabin beton/concrete; ’wood’) (β =
Material)

Where α = Instrument :

(10) (a) * (β = Agent)

(b) bogstavrim (letter rhyme; alliteration) (β = Object)

(c) flaskepost (bottle mail; ’bottle message’) (β = Instrument)

(d) vindmølle (’wind mill’) (β = Location)

(e) printer lead (’ink, cartridge’) (β = Material)

Where α = Location:

(11) (a) køkkenmusiker (’kitchen musician’) (β = Agent)

(b) bordtennis (’table tennis’) (β = Object)

(c) rumskib (’space ship’) (β = Instrument)

(d) kloakrestaurant (underground restaurant; ’foot chamber for
rats’) (β = Location)

(e) Grønlandsmursten (Greenland brick; ’ice block (for iglos)’) (β =
Material)

Where α = Material :

(12) (a) betontømrer (’beton carpenter’) (β = Agent)
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(b) lufttennis (’air tennis’) (β = Object)

(c) luftguitar (’air guitar’) (β = Instrument)

(d) genværksted (’genetics repair office’) (β = Location)

I realize that fodbolddommer and vindmølle could also be analyzed as
endocentric compounds, accepting very underspecified lexical semantics of
dommer and mølle. These examples are just for illustration, so this problem
is ignored. There are plenty of examples in both these categories, e.g., re-
spectively, bogorm (’bookworm’) and cykelmotorvej (bicycle highway; ’broad
path for bicycles’).
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