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Editor’s note

The 13th International Conference on Head-Driven Phrase Structure Grammar
(2006) was held in Varna and organized by the Linguistic Modelling Laboratory
of the Institute for Parallel Processing of the Bulgarian Academy of Sciences in
Sofia.

The conference featured 2 invited talks, 16 papers, and 4 posters selected by
the program committee (Anne Abeillé, Raul Aranovich, Emily Bender, Gosse
Bouma, Anténio Branco, Chan Chung, Ann Copestake, Berthold Crysmann, Elis-
abeth Engdahl, Anna Feldman, Dan Flickinger, Howard Gregory, Daniele Go-
dard, Erhard Hinrichs (chair), Jong-Bok Kim, Valia Kordoni, Ania Kupsc, Shalom
Lappin, Robert Levine, Stefan Miiller, Tsuneko Nakazawa, Petya Osenova, Ger-
ald Penn, Luisa Sadler, Ivan Sag, Manfred Sailer, Gautam Sengupta, Jan-Philipp
Soehn (chair), Jesse Tseng, Nathan Vaillette, Stephen Wechsler, Eun-Jung Yoo,
Larisa Zlatic).

A workshop about Regularity and Irregularity in Grammar and Language was
attached to the conference. It featured one invited talk and 5 papers, selected by
the program committee.

In total there were 39 submissions to the main conference and submissions to
the workshop. We want to thank the respective program committee for putting this
nice program together.

Thanks go to Kiril Simov and Petya Osenova, who were in charge of local
arrangements.

As in the past years the contributions to the conference proceedings are based
on the five page abstract that was reviewed by the respective program committees,
but there is no additional reviewing of the longer contribution to the proceedings.
To ensure easy access and fast publication we have chosen an electronic format.

The proceedings include all the papers except those by Stefan Miiller, Shravan
Vasishth, and Frank van Eynde.
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Abstract

Comparative correlative (CC) constructions have received much attention in
recent years. Major issues have been whether they involve special
constructions and whether they have symmetric or asymmetric structures.
Evidence from Romance suggests that they require special constructions and
that they may be either symmetric or asymmetric. French has a single
construction which is asymmetric for some speakers and symmetric for
others. Spanish has two distinct constructions, one asymmetric and the other
symmetric with quite different properties. The facts can be accommodated in
a straightforward way within construction-based HPSG.

Introduction

Long neglected as part of the “periphery”, comparative correlatives (CC)
have been much studied recently.” Culicover & Jackendoff (1999) propose
(for English) that they are a special construction with a symmetric syntax and
an asymmetric semantics. Borsley (2004) argues that they are one of a
number of non-standard head-adjunct structures (in which the first clause is a
syntactic adjunct). Den Dikken (2005) proposes a universal syntactic analysis
of CCs as involving a subordinate (relative) clause adjoined to a main clause
and claims that no special construction is needed.

We present here some new data from Romance languages showing that
CCs require special constructions and that two syntactic patterns are
available: an asymmetric pattern, as in English, Spanish (1a) or Italian (2a),
and a symmetric pattern, as in Spanish (1b), or Italian (2b),

(1) Spanish
a Cuanto mas leo, (tanto) mas entiendo
how-much more I-read, (that-much) more I understand
‘The more I read, the more I understand’
b  Masleo (y) mas entiendo
more I-read (and) more [-understand
‘The more I read, the more I understand’
(2) Italian
a Quanto piu leggo, (tanto) piu  capisco
how-much more I-read, (that-much) more [-understand
‘The more I read, the more I understand’

T We want to thank for their comments the audience of the HPSG Conference, and
especially Olivier Bonami, Dani¢le Godard, Francois Mouret, Petya Osenova, Carl
Pollard, and Ivan Sag. We also thank for their judgements Paul Cappeau, Annie
Delaveau, Marianne Desmets, Claire Blanche-Benveniste, Angel Gallego, Brenda
Laca, Sergio Garcia, Oscar Garcia-Marchena, Jaume Mateu, Georges Rebuschi,
Louisa Sadler, Marie-José Savelli, and Dan Van Raemdonck.



b Piu leggo(e) piu capisco
more I-read (and) more I-understand
‘The more I read, the more I understand’

In contrast, French appears to have only one construction (3), but, depending
on the speakers, it can be analysed as belonging to the symmetric or the
asymmetric pattern.
(3) French Plus jelis (et) plus je comprends

more [ read (and) more I understand

‘The more I read, the more I understand’

We will look first at French and then consider Spanish. We will not discuss
Italian, which does not seem to differ from Spanish in any substantial way.

1. The syntactic properties of French CC
1.1 Theinternal structure of each clause
In each clause, the fronted phrase can be AP, AdvP, NP or PP and must begin
with a comparative form (plus, moins, mieux, meilleur, moindre, pire), or a

predicative preposition (en, de):

(4) a  [Plus brillante]op est 1’ interprétation, [plus profond]Ap est

more brilliant is the interpretation, more deep is
le ravissementdel’ auditeur
the feelings of the listener

‘The more brilliant the interpretation is, the deeper the listener’s
feelings are’
b  [Plus vite]AdyP vous diagnostiquez, [meilleur médecin|]Np
more quickly  you diagnose, better doctor
vous étes
you are
‘The faster you diagnose, the better a doctor you are’
¢ [Plus]tu te reposes, [en meilleure forme|pp tu seras a ton
more you you rest in better  shape  you will-be on your
retour
return
‘The more you rest, the better, you feel when you return’

It cannot begin with a determiner (5a) or a non predicative preposition (5b):



(5) a  *[Plus vite] AdvP vous diagnostiquez, [un meilleur médecin|NP
more fast you diagnose, a better doctor
vous étes
you are
b  *[Plus]tu sors, [avec plus de gens]pp tu parles

more you go-out, with more of peole  you talk

Fronted plus (or moins) can exhibit ‘quantification at a distance’ over an NP
or AP, like other French degree adverbs (combien, tant, beaucoup...cf.
Obenauer 1983) :

(6) a  Plus I’ interprétation est [brillante]APp, plus le ravissement
more the interpretation is  brilliant, more the feelings
est [profond]AP
is deep
“The more brilliant the interpretation is, the deeper the listener’s
feelings are’

b  [Moins d’argent]NP vous avez, [plus de mal]NP vous avez
less of money youhave, more of trouble you have
pour vivre
for living
‘The less money you have, the more trouble you have for
living’

¢ Moins vous avez [d’ argent]NP, plus vous avez [de mal|NP
less you have of money  more you have of trouble
pour vivre
for living
‘The less money you have, the more trouble you have for
living’

In both clauses, the fronted constituent can be analysed as a filler, (as in
English, cf. Ross 1967, Culicover and Jackendoff 1999, Borsley 2004), as
shown by the possibility of an unbounded dependency, as in (7a), and by the
possibility of stylistic nominal subject inversion, as in (7b), where ¢’ marks

agap:

(7) a  Plus vous voulez avoir [de calme], [plus loin] il faut
more you want have of calm, more far it must
que vous alliez
that you go
‘The more quietness you want to-have, the further you have
to go’



b  Plus il voudra avoirde calme, [plus loin] devra
more he will-want have of calm more far will-have
partir __ Jean
g0 Jean
‘The more quiteness he wants to have, the further Jean will
have to go’

As in English, both clauses must be finite:

(8) a  Jecrains que plus je mange, plus je grossisse
I fear that morel eat more [ get-fat
‘I fear that the more I eat, the more I get fat’
b  *Je crains de plus manger, plus grossir
I fear of moreeat  more get-fat

The internal structure of each clause is quite similar to what we find in
English. However, French allows future morphology in the first clause, as
shown in (7b), but does not allow a determiner before the comparative
word.!

1.2. Therelationship between the two clauses

As noted by Beck (1997), and Culicover & Jackendoff (1999) with regard to
English, CC are interpreted like conditional sentences, which means that a
sentence such as (3) can be paraphrased as ‘Si je lis plus, alors je comprends
plus’ (If I read more, then I understand more).

We will call the first clause C1 and the second clause C2. These two
clauses have a fixed ordering, like if-then clauses (cf Borsley 2004), but their
syntax is quite different from that of conditional sentences.

First, as already noted, C1 can have future morphology (9a), which is
not possible with an if-then clause (9b).

(9) a  Plus Jean courra, plus il sera fatigué
more Jean will-run more he will-be tired
‘The more Jean will run, the more he will be tired’
b  *SiJean courra, alorsil sera fatigué
if Jean will-run then he will-be tired

Second, C2 cannot be an imperative or a question in CC (10a-b), whereas this
is possible with an if-then clause (11):

I As noted by Savelli, the item ‘au’ (which is an amalgam of the preposition a ‘to’
and the determiner le ‘the’) can precede the comparative in non standard varieties of
French : Au plus tu lis, au mieux tu comprends (the more you read, the better you
understand).
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(10) a  *Plus tu lis, plus apprends!
more you read more learn!
b  *Plus tu lis, plus comprends-tu?
more you read more understand you
¢ Est-ceque plus on lit, plus on apprend?
is it that more one reads, more one learns?
‘Is it the case that the more one reads, the more one learns?’
(11) a  Situ cours, alorsne te fatigue pas!
if yourun then not you get-tired not
‘If you run, don’t get tired’
b  SilJean court, alors qui 1° aidera?
if Jean runs then who him will-aid
‘If Jean runs, who is going to help him?

The only way to ask a question is to embed the whole CC under an
interrogative marker (est-ce que), as in (10c) (cf Savelli 1993). We do not
want to discuss Beck’s semantic analysis here, we simply want to add the
constraint, using Ginzburg and Sag (2000)’s distinction between sentence
types, that French CC clauses must be declarative clauses.

We are still left with the question of whether C1 is a subordinate clause
or not in French. An answer to this question has been proposed by Den
Dikken (2005) who claims that CC universally consist of a subordinate
clause adjoined to a main clause. In his approach, C1 is analysed as a free
relative clause, and the syntax of a CC is equivalent to something like:
However much | read, that much | understand. As we show elsewehere
(Abeillé and Borsley in prep), it is clear that C1 in French does not bear any
similarity with a free relative. Free relatives in French must have the
complementizer que after the fronted wh- element, and must have
subjunctive morphology :

(12)a  Ou quetu ailles, jeserai -content,
where that you go-subj, I will-be happy
‘Wherever you go, I will be happy’

b *Ou tu ailles, jeserai content
where you go-subj, I will-be happy

¢ *Ou (que)tu vas, jeserai content
where that you go-ind, I will-be happy

Den Dikken’s answer is thus incorrect, but we still have to test whether C1 is
some other kind of subordinate clause in French. For this, we use three
syntactic tests: clitic subject inversion, extraction, and verbal mood. Clitic
subject inversion is ruled out in subordinate clauses (13a), but it is possible in
C1 (13b):
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(13) a  *Je pense que peut-étre viendra-t- il

I think that maybe  will-come he

b  (Paula peu detemps). Aussi plus vite commencera-t-il,
Paul has little of time  so  more fast will-begin ~ he
plus vite aura-t- il fini
more fast will-have he finished
‘Paul doesn’t have much time. So the faster he starts, the faster he
is done.’

If C2 is a main clause (and C1 an embedded clause), it is also expected that
one can extract a complement out of C2 without extracting anything out of
C1 (cf 14a). Extraction is indeed possible out of French CCs (cf 14a), but
only out of both clauses simultaneously (14b):

(14) a  C’estunlivre, quesitu veux, je lirai
itis a book that if you want I will-read
b  C’estunlivre queplus tu lis_, plus tu apprécies
it is a book that more youread more you like
‘It is a book that the more you read, the more you like’
¢ *C’estun livre dont plus tu lelis, plus tu te
itis a book of-which more you it read more you you
souviens
remember
d *C’estunlivre dont plus tu te souviens ,plustu
it is a book of-which more you you remember more you
1> apprécies.
it like

If C2 is a main clause it is also expected that its verbal mood is selected (in
embedded contexts) independently of the verbal mood of C1 (15b). We thus
test CC embedded under a verb triggering the subjunctive mood (16). It is not
possible to have the selected subjunctive form in C1 only (16a), which means
that it is not the case that C1 is a main clause and C2 an embedded clause.
With respect to subjunctive in C2, there is variation among speakers. Some
speakers accept it only when there is also a subjunctive form in C1 as in
(16¢) (and reject 16b), while others can have subjunctive in C2 only as in
(16b) (and reject 16¢):

(15) a Il faudrait que 'on recoive / *recoit ~ des aides
itmust that one receives(subj/ * ind) some help
‘One should receive help’
b Il faudraitquesion en a besoin, on regoive des aides
itmust that if one of-it has-ind need one gets-subj some help
‘One should, if one needs it, get help’

12



(16) a  *Il faudrait que plus on en ait besoin, plus on
itmust that more one of-it has-subj need more one
recoit d’ aides
gets-ind of help

b %Il faudrait que plus on en a besoin, plus on regoive
it must that more one of-it has-ind need more one gets-subj
d’aides
of aids
‘One would like that the more one needs it, the more help one
gets.’

¢ %Il faudrait que plus on en ait besoin, plus on regoive
it must that more one of-it has-subj need more one gets-

subj

d’aides
of aids
‘One would like that the more one needs it, the more help one
gets’

We call speakers who require the same mood in both clauses speakers A, and
those who don’t speakers B. Speakers B may also accept the conjunction et
between the two clauses in this context (although not all of them do).
However, it is clear that (16b) cannot be analysed as a type of unlike
coordination. It is true that one can coordinate a subjunctive clause and an
indicative clause in French, as in the following example:

(17) a  Jean a dit qu’ il avait raisonet qu’ on aille
Jean has said that he has-ind right and that one goes-subj
au diable
to-the devil
‘Jean said that he was right and that we should go to hell’

b Jean a dit qu’il avait raison
‘Jean said that he was right’

¢ Jean a dit qu’on aille au diable
‘Jean said that we should go to hell’

However, (17a) is only allowed because dire (‘say’) is a verb that takes both
an indicative and a subjunctive complement clause in French (cf 17b, ¢). The
situation is different with the French verb falloir (‘must’), which only allows
the subjunctive (cf 15). So we conclude that (16b) can only receive an
asymmetric interpretation, with C1 as a subordinate clause and C2 as a main
clause.

Some speakers (usually speakers B) also accept a clause with a fronted
comparative as an adjunct clause, after an ordinary clause, outside
CC constructions:

13



(18) %Ca risque d’empirer, plus le temps passe
‘Things may get worse, the more time is passing’

In this case, as in the ‘reversed’ CC construction in English, it is clear that the
second clause is a subordinate clause, while the first clause is just an ordinary
main clause, with a comparative meaning but no comparative fronting.

Now let us return to speakers A. For them, as for all speakers, the
conjunction €t (‘and’) is optional, and each clause cannot stand alone as an
independent clause. Thus, this is different from ordinary clausal coordination.
Another difference from ordinary coordinate constructions (Savelli 1995) is
that gapping is impossible:

(19) a  Plus Paul lit Proust, (et) plus Marie lit Balzac.
‘The more P reads Proust, the more M reads Balzac’
b *Plus Paul lit Proust (et) plus Marie Balzac
more Paul reads Proust, more Marie Balzac

If one analyzes gapped constituents as syntactic fragments (and thus non
finite, cf. Culicover and Jackendoff 2005), one can capture this
ungrammaticality by a contraint saying that in a CC each clause must be
finite.

We conclude that the syntax of French CC is symmetric with respect to
clitic inversion and to extraction, for all speakers. For A speakers, the syntax
is completely symmetric and can be analysed as a subtype of coordinate
phrase (with some specific constraints). For B speakers, the syntax is less
symmetric: there can be syntactic asymmetry based on verbal mood, and the
CC can be analysed as a subtype of head-adjunct phrase (with some specific
constraints).

2. Spanish Compar ative Correlatives

In Spanish, we find two distinct syntactic patterns for CC, more clearly than
in French. We rely on Sanchez (2005)’s data for the asymmetric pattern, and
on our informants for the symmetric pattern (which Sanchez ignores).

2.1. Internal structure of each clause

The fronted comparative begins with a comparative form (mas ‘more’, menos
‘less’, mejor ‘better’, menor ‘smaller’, mayor ‘bigger’, peor ‘worse’) which
can be premodified by cuanto ‘how-much’ (in C1), or tanto ‘that-much’ (in
C2):2

2 In the examples that follow cuanto ‘how-much’ and tanto ‘that-much’ show the
required morpho-syntactic agreement.
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(20) a  (Cuantos) mas libros leo,  (tantas) mas
(how-much-mpl) more books I-read (that-much-fpl) more
cosas entiendo
things I-understand
‘The more books I read, the more things I understand’

b Cuanto mas prescribas, [mejor médico|NP seras

how-much more you-prescribe better doctor you’ll-be
‘The more you prescribe, the better a doctor you will be’

The comparative phrase can begin with a preposition, but not with a
determiner:

(21) a  Cuanto  mas sales, [de mejor humor]pp te  encuentras

how-much more you-go-out, of better mood you are
‘The more you go out, the better you feel’
b  *Cuanto mas prescribas, [un mejor médico] seras
how-much more you-prescribe, a better doctor you’ll-be

As in French and English, the fronted constituent can be analysed as
extracted. It is indeed part of an unbounded dependency :

(22) Cuanto  mas uno quiere comprender, tanto mas tiene
how-much more one wants learn that-much more has
que leer
that read

‘The more one wants o understand, the more one has to read’

For cuanto and tanto, there are two options: they could be analysed as
specifiers of comparatives, or as functional heads of each clause. The latter
analysis is untenable, because it is clear that cuanto and tanto must occur
inside the fronted comparative phrase. When the fronted phrase is a PP, they
must occur after the Preposition:3

(23) a  Concuanta  mas gente hables, mas vas a aprender
with how-much more people you-talk, more you-will-go to learn
‘The more people you talk to, the more you will learn’
b  *Cuanta con mas gente hables, mas vas a aprender
how-much with more people you-talk more you-will-go to learn

3 Sanchez (2005) proposes that tanto is the functional head of the whole CC
construction, taking C1 as a specifier and C2 as a complement. This analysis is
untenable for the same reason.
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¢ Cuanto mas salgas, con tanta mas gente
how-much more you-go-out with that much more people
hablaras
you-will-talk
“The more you go out, the more people you will talk to’

d *Cuanto  mas salgas, tanta con mas gente
how-much more you-go-out, that-much with more people
hablaras

you-will- talk

We thus conclude that each clause in Spanish is a type of head-filler phrase,
with a comparative phrase in the filler constituent. As in French and English,
both clauses must be finite (24a). As in French, C1 can have future
morphology (24b). C2 is normally a declarative clause. It may not be an
imperative, but for some speakers it may be interrogative when C1 contains
cuanto, and for some both clauses may be interrogative if cuanto is absent.

(24) a  *Quisiera (cuanto) ~ mas leer, mas comprender
I’d-like (how-much) more to-read more to-understand
b  Cuanto mas leeras, mas entenderas
how-much more you-will-read more you-will-understand
“The more you read, the more you’ll understand’
(25) a  *Cuanto mas comes, jmas engorda!
how-much more you-eat, more you-get-fat-imp
b. %Cuanto mas comes, /;mas engordas?
how-much more you-eat more you-get-fat
“The more you eat, the more you get fat?’
c. *Mas come y mas engorda!
more you-eat-imp and more you-get-fat-imp
d %(Mascomes y mas engordas?
more you-eat and more you-get-fat
‘The more you eat and the more you get fat?’

2.2 Therelationship between the two clauses

In Spanish, two different CC constructions can be identified: the first one
(with cuanto) disallows y (‘and’) insertion and displays asymmetry in mood
or extraction, while the second one (without cuanto) permits y-insertion and
requires syntactic similarities between the two clauses (same mood, and
parallel extraction):

(26) a  Cuanto mas leo (*y) (tanto) mas entiendo

how-much more I-read (*and) (that-much) more I-understand
‘The more I read, the more I understand.’

16



b Mas leo (y) mas entiendo
more I-read (and) more I-understand

The cuanto clause is a subordinate clause, and can be used outside the CC as
an ordinary adjunct clause in (27a). A plain comparative clause (with a
fronted comparative but without cuanto) cannot (27b):

(27) a  Entiendo  mas, cuanto  mas leo
I-understand more how-much more I-read
‘I understand more, the more I read’
b  *Entiendo mas, mas leo
I-understand more more I-read

Different verbal moods can occur in the asymmetric pattern (ex. (28a) is from
Sanchez 2005), whilst the same mood is required in both clauses in the
symmetric pattern (ex. 28b).

(28) a  Esposible que cuantos mas libros {lees/leas}

is possible that how-much more books you-read (ind/subj)
mas {*sabes/sepas} del  asunto.
more you-know (*ind/subj) of-the subject
‘It is possible that the more books you read, the more you know on
the subject’

b  Es posible que mas libros {*lees/leas} y mas {*sabes/sepas}
del asunto.
‘It is possible that the more books you read, the more you know on
the subject’

Extraction is posible out of C2 only, but not out of C1 only in the asymmetric
pattern (ex. (29a,b) are from Sanchez 2005).

(29) a. Dime dequiénj [[cuanto  mas lo conoces] menos
tell-me of whom how-much more him you-know less
te flas __ {]
you-trust
‘Tell me whom the more you know him, the less you trust’

b. *Dime aquiénj [[cuanto  mas conoces  i] menoste fias
tell-me to whom how-much more you-know less you trust
de él]
of him

In contrast, extraction is not possible out of one clause only in the symmetric
pattern (30a, b), but it is possible out of both clauses simultaneously (30c):
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(30) a. *Dime dequiénimas lo conoces y menoste fias

tell-me of whom more him you-know and less  you trust
b. *Dime a quiénj mds conoces |y menoste fias deél

tell-me to whom more you-know and less you trust of him
¢  Estees[untipo de aceite]j del que mas uno compra
this is a type of oil of which more one buys
y mas utiliza i en las ensaladas
and more one uses in the salads
“This is a type of oil which the more one buys, the more one uses
in the salads’

We conclude that the symmetric CC in Spanish (without cuanto) is a non
standard type of coordinate construction, and the asymmetric CC (with
cuanto) is a non standard type of subordinate construction, with the cuanto-
clause being the subordinate clause.

There are further differences between the two patterns. The order of
both clauses is fixed with the symmetric pattern (for a given meaning) but,
for some speakers, it is freer with the asymmetric pattern:

(31) a  %(Tanto)  mas entiendo, cuanto  mas leo
that-much more I-read  how-much more I-understand
‘T understand more, the more I read’

b %Mas me  parezco a Scarlett Johansson,

more myself [-resemble to SJ,
cuanto  mas me  maquillo
how-much more myself [-make-up
‘I resemble more Scarlett Johansson, the more I make up’

Another difference is semantic. In the symmetric pattern the proposition
denoted by C1 cannot be cancelled out, whereas in the asymmetric pattern it
can:

(32) a. Méas me  maquillo y mas me parezco a
more myself [-make-up and more myself [-resemble to
Scarlett Johansson (# perono me  maquillo)
SJ (but not myself I-make-up)
‘The more I make up, the more I resemble Scarlett Johansson (#but
I don’t make up)’

b. Cuanto mas me maquillo, mas me parezco a
how-much more myself [-make-up more myself I-resemble to
Scarlett Johansson (perono me  maquillo)

SJ (but not myself I-make-up)
‘The more I make up, the more I resemble Scarlet Johanson (but I
don’t make up)’
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We conclude that Spanish has two CC patterns available: an asymmetric
construction and a symmetric one, which differ both syntactically and
semantically.

3. An HPSG Analysis
3.1. Theinternal structure of each clause

We rely on an EDGE feature (cf. Bonami et al. 2004), which is part of
SYNSEM and has two values LEFT and RIGHT (each with their own left
and right values). We define a LEFT feature [CORREL string] to identify
the comparative correlative forms in the lexicon, and to percolate the
information on the left edge of the clause. We define the EDGE feature
principle as a default principle (which can be violated by specific
constructions such as CC):

(33) EDGE feature Principle:
LEFT /[1]
RIGHT / [2J
DAUGHTERS <[LEFT/[1]]...[RIGHT/[2]] >

SYNSEM {
phrase =>

The comparative forms in CC are specifiers or adjuncts to various categories
(like other degree quantifiers) with a MOD feature selecting a scalar
predicate (cf. Abeillé and Godard 2003), and a special feature [LEFT
CORREL compar].We thus have the following forms for the adverb plus
(‘the more’) and the predicative adjective meilleur (‘the better’) :

(34) a  Lexical entry for correlative plus
adverb }
MOD [CONT RELS {..[scalar - rel]..}

| LEFT [CORREL compar]

HEAD |:

b Lexical entry for correlative meilleur
adjective}

PRED +

| LEFT [CORREL compar]

HEAD {

Other forms (with the same CORREL feature) are also defined for the
specifier plus and the attributive adjective.*
We assume that the conjunction (ef) and the predicative prepositions

4 For an HPSG analysis of quantification at a distance, see Abeill¢ et al. 2005.
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inherit the LEFT CORREL feature from their complement.>

We also assume that comparative adverbs, like other French adverbs,
can appear as complements in the ARG-ST list of the verb (cf Abeillé &
Godard 2003) thanks to the Extended Argument Conservation Principle:

(35) Extended Argument conservation principle :

HEAD|0]
SUBJ <[1]>
COMPS|[2]+[3]- list(non - canon)}
ARG -ST <[1]> +[2] +[3]list(MOD [HEAD[0]]])

verb => VAL{

Comparative adverbs can thus be extracted like ordinary complements.
We thus have the following representation for the first clause in (1) :

{LEFT CORREL [2]comparJ
SLASH {}

T

Adv S

SLASH {[1
[1][LEFT CORREL [2]] LLEFT C({)[REEL niIJ

/\

N|P VlP

plus je lis

In Spanish, the comparative forms (e.g., MAS ‘more”’) are similarly analysed
as adverbs or specifiers, with a feature LEFT CORREL compar. As adverbs,
they appear in the ARG-ST list of the verb and thus can be extracted. The
markers cuanto ‘how much’ and tanto ‘that much’ are analysed as specifiers
with two specific LEFT CORREL values. They both select a comparative
phrase (by their SPEC feature), and are also (optionally) selected by the
comparative forms (via their SPR features). We thus have the following
lexical entries (with the sign ‘v’ for ‘or’):

(36) a  Lexical entry for correlative mas
HEAD [MOD [CONT RELS {...[scalar - rel]...}]

VAL [SPR < ([FORM cuanto v tanto]) >]
LEFT [CORREL compar ]

5 We follow Abeillé 2003, 2005 in analysing coordinate conjunctions as weak
syntactic heads with a CONJ feature.
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b Lexical entry for correlative cuanto
HEAD [FORM cuanto]

HEAD = prep
LEFT [CORREL compar ]
| LEFT [CORREL cuanto]

SPEC {

¢ Lexical entry for correlative tanto
HEAD [FORM tanto]

HEAD = prep }
LEFT [CORREL compar ]
| LEFT [CORREL tanto]

SPEC [

The ungrammaticality of examples (23b,d) above is captured by the ban on
prepositional phrases in the SPEC features of cuanto and tanto. Other entries
are needed for the use of these forms as determiners (with obligatory
agreement with the following Noun).

For French B speakers and for Spanish asymmetric CC we define a
special type of adjunct clause (with a specific MOD feature):

(37) a  French B speakers
{finite }
HEAD _
SYNSEM MOD (S finite])

LEFT CORREL compar
HD - DTR <[HEAD MOD non] >

compar-clause —

finite
HEAD -
SYNSEM MOD §J finite]
LEFT CORREL cuanto
HD - DTR < [HEAD MOD non] >

b  cuanto-clause —

We thus have the following representation for the first clause in (2a):

21



MOD  S[finite]
LEFT CORREL [2]cuanto
SLASH {}

Ty

{SLASH {17 J
LEFT CORREL nil
|
[L CORREL [2]] [L CORREL compar] VP[SLASH{[1]}]
| |

cuanto mas leo

[1][LEFT CORREL [2]]

3.2. Thetwo types of CC constructions

We follow Borsley (2004) in assuming that CC belong to a family of specific
correlative constructions which inherit from more general constructions of
the language. Correlative constructions can be defined as binary clauses,
each clause starting with a correlative phrase. We define a general (binary)
correlative-clause type, that is suitable for CC and also for other correlative
constructions, such as as-so constructions in English (cf Borsley 2004):6

(38) correl-clause — declar-clause &

HEAD finite
LEFT CORREL nil
DAUGHTERS < [LEFT CORREL # nil],[LEFT CORREL # nil] >

SYNSEM [

This is a subtype of declarative clause, with two daughters with a non nil
LEFT CORREL feature, and no passing up of the LEFT CORREL value of
the Daughters.

CC inherit from the general syntax of correlative constructions. French
and Spanish data show that CC have two subtypes:
» symmetric CC, which inherits from coordinate phrases (Spanish and
French A speakers)
» asymmetric CC, which inherits from head-adjunct phrases (Spanish and
French B speakers)

6 We include here constructions such as if ... then clauses in English, or tantét ...
tantét constructions in French. We do not include Hindi type correlatives, which
differ from our constructions in at least three properties: only the first clause is
introduced by a correlative word, it is mobile and it is also optional (cf Pollard and
Sag 1994).
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We thus define the following clause hierarchy:

(39)
CLAUSALITY HEADEDNESS

inter-clause ... declar-clause non-headed-phr headed-phr

. correl-clause  coord-phr  head-adj-phr

symmetric-cc-cl asymmetric-cc-cl

We now consider the two subtypes of cc-clauses. The symmetric subtype
inherits from coordinate phrases. We assume that coordinate phrases are n-
ary non-headed phrases with a (optional) conjunction inside one (or more)
conjunct(s), and shared features between mother and daughters. A simplified
version of the constraints on coordinate phrases is the following :7

. SYNSEM CONIJ nil
(40) a  Coordinate-phrase — L _ , _ . J
DTRS  list((CONJ nil]) + list((CONJ [0]# nil])

b  Coordinate-phrase — non-headed-phrase &

HEAD [1]
SYNSEM
SLASH [2]
. || HEAD [1]
DTRS list]
SLASH [2]

Constraint (40a) defines the coordinate phrase as n-ary, with any number of
conjuncts without a conjunction, and any number of conjuncts with one (and
the same) conjunction. Constraint (40b) defines two distributive features :
HEAD and SLASH, and imposes morphosyntactic identiy and extraction
identity between all conjuncts.

CC clauses inherit from correl-clauses and can be defined as follows
for French (with ‘v’ meaning ‘or’):

7 For a reformulation with captures non identity between the conjuncts, see for
example Sag (2002).
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(41) a  French A speakers :
symmetric-cc-cl — correl-cl & coord-phr &

CONIJnil v et
[DTRS <[LEFT CORREL compar], { J>
LEFT CORREL compar
b  French B speakers :
asymmetric-cc-cl — correl-cl & head-adjunct-phr &

HD - DTR [0]

DTRS ,[ 0] LEFT CORREL compar

5 {LEFT CORREL compar
SLASH [1]

CONIJnil v et
SLASH [1] }

¢ French B speakers :
asymmetric-cc-cl — NON-HD-DTR precedes HD-DTR

Constraint (41a) defines the symmetric type of CC (for A speakers) : it
inherits from coordinate phrases, and has an optional conjunction et (‘and’)
in the second conjunct. Constraint (41b) defines the asymmetric type of CC
(for B speakers) : it inherits from head-adjunct phrases, and the second
clause is the Head daughter, with an optional conjunction et (‘and’). The
constraint on similarity of extraction (cf examples 15 above) is captured by
identity value of the SLASH feature of each daughter. Constraint (41c)
imposes that in the asymmetric construction, the head daughter is always the
second daughter.

Spanish has two subtypes of CC clauses with very similar descriptions :

(42) a  symmetric-cc-cl — correl-cl & coord-phr &

CONJnil vy J>

[DTRS <[LEFT CORREL compar], {
LEFT CORREL compar

b  asymmetric-cc-cl — correl-cl & hd-adjunct-phr &

HD - DTR [0]
DTRS  <[LEFT CORREL cuanto] [0][LEFT CORREL tanto v nil]

Constraint (42a) defines the symmetric type of CC in Spanish: it inherits from
coordinate phrases, and has an optional conjunction y (‘and’) in the second
conjunct. Constraint (42b) defines the asymmetric type of CC in Spanish: it
inherits from head-adjunct phrases, and the second clause is the Head
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daughter. The cuanto element is obligatory in C1 and with an optional tanto
element.

Conclusions

Comparative correlatives (CC) inherit from other constructions in each
language but require specific constructions. Two syntactic patterns are
clearly available for Spanish, a symmetric one (with the conjunction y) which
can be analysed as a particular case of a coordinate construction, and an
asymmetric one (with the specifier cuanto) which can be analysed as a
particular case of a subordinate construction (like English CC). French only
has one CC construction, which behaves as a symmetric construction (with
the conjunction et), but with, for some speakers, a few asymmetric properties.

We conclude that two different syntactic patterns are needed for CC
constructions crosslinguistically (contra Den Dikken 2005). Their semantics
remains to be investigated.
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Abstract

A functional typology of copular “be” in Russian allows us to systematically
relate variants of predication with and without copula. The analysis sketched
in this article does not need empty categories; neither does it have to stipulate
categories, category changes or constituents that are not morphologically
signalled. With regard to HPSG formalization, the presented approach
independently motivates the use of features and mechanisms that are already
available in this framework.

1. Introduction

The wide range of morphosyntactic variation in verbless clauses cross-
linguistically reveals that they are not a single structural type at all. In the
Slavic language family, Russian offers the broadest spectrum of potentially
copula-less constructions, comprising not only lexically predicative
categories (1a), but also ascriptive (1b) and identificational (1c) predication,
as well as locative (1d), existential (1e) and possessive (1f) constructions.

(1) a On gord rezul'tatami.
he.NOM.SG.M  proud.PRD-ADJ.SG.M results.INST.PL
He is proud of the results.

b. On durak | tolstyj | vysokogo rosta.
he.NOM.SG.M  fool.NOM.SG.M | fat.NOM.SG.M | high height.GEN
He is a fool | fat | of a high height (i.e. tall).

c. On - brat Maksima.
he.NOM.SG.M  brother.NOM.SG.M Maksim.GEN
He is Maksim’s brother.

d. Boris na  sobranii.

Boris.NOM at meeting.LOC
Boris is at a meeting.

e. Za uglom (est’) magazin
behind corner.SG.M.INST (is) store.NOM.SG.M
There is a store around the corner.

f. U Kati (est”) samovar.
at Katia.GEN (is) samovar.NOM.SG.M
Katia has a samovar.

Distributional and periphrastic tests suggest that these distinctions are
plausible cross-linguistically, as they systematically correspond to truth-
conditional semantic differences. In all these constructions there will be an
overt copular ‘be’ as soon as the tense and mood information is different
from the present-indicative default. What this data demonstrates is that the
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possibility of the copula being absent, and therefore of non-verbal syntactic
predication, is not limited to one particular semantic type of copula
construction, but is widely available as a syntactic strategy.

The mainstream linguistic research would often downplay the challenge by
approaching it piecemeal and assuming that the respective constructions were
headed in the unmarked case by a phonologically empty category. In this
contribution we step back to reconsider fundamental aspects of linguistic
classification in order to formulate a comprehensive alternative to such ad
hoc analyses. We will show how a slightly different perspective on the way
classification is performed leads to a straightforward HPSG formalisation of
the desired degree of granularity, and allows us not only capture functional
similarities but also predict what distinctions should be possible cross-
linguistically.

2. Proposal

Following the approach in (Avgustinova and Uszkoreit 2003), where
different types of constructions containing non-verbal predicates are
classified on the basis of the relational ontology of (Avgustinova and
Uszkoreit 2000), we present a typology of copula for Russian and show how
the corresponding semantics can be encoded in the HPSG framework. As the
analysed constructs differ in their syntactic (e.g., case marking of arguments)
and semantic properties, these differences can now be made explicit and
linked to the proposed classification.

The lowest (most informative) types, i.e. the leaves of the hierarchy in
(Figure 1), can be straightforwardly motivated, as they correspond to
empirical distinctions. The intermediate types factorise the information
common to the subclasses of a class, and constraints associated with the
specific sub-types provide the appropriate linguistic generalisations.

At the highest level of abstraction, linguistic objects of type copula are
partitioned according to their function as inflectional-cop(ula), which occurs
with lexically/morphologically predicative categories (e.g., Russian short-
form adjectives), or as assembling-operator, which puts together two non-
verbal and lexically non-predicative categories. Overt forms of ‘be’ in the
former case tend to function as mere inflectional tense-mood markers. Recall
that according to (Pollard and Sag 1994, p. 44-45), ... a marker is a word
that is ‘functional’ or 'grammatical’ as opposed to substantive, in the sense that
its semantic content is purely logical in nature (perhaps even vacuous)". In
turn, the copula as assembling operator is further partitioned into copular-
functor and copular-predicator. Such a key distinction would find strong
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cross-linguistic motivation within the Slavic language family. As a matter of
fact, Bulgarian instances of copular functor would correspond to forms of “to
be”, while those of copular predicator to forms of “to have”

copula

/\

inflectional-cop assembling-operator

-

copular-functor copular-predicator

ascription-cop localisation-cop possessivity-predicator

correspondence-cop existential-predicator

Figure 1: A hierarchy of copula types

More specifically, the copular functor can be of type ascription-cop(ula),
correspondence-cop(ula) or localisation-cop(ula); and the copular predicator
— of type existentail-predicator and possessivity-predicator. The resulting
feature structures are sketched below. Following (Copstake, et al. 1999), the
CONTENT value encodes the central predication of a phrase as its KEY, the
semantic INDEX of a phrase, and a list of relevant semantic relations RELS.

Semantically, the assembling operator in ascriptive predication (Figure 2)
identifies (the INDEX value in) its content with that of the non-verbal
(predicative) complement.

ascription —cop

non-verbal
INDEX

CAT | VAL | COMPS <

CONT | INDEX

Figure 2: Ascriptive predication

The semantic contribution of the assembling operator in identificational
predication (Figure 3)is to introduce a key relation of correspondence
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(supplying an event variable [4])) whose first argument is identified with the
index of the subject 3] and its second argument with the index of the non-
verbal (predicative) complement [2].

correspondence —cop

SUBJ <[INDEX ]>

CAT| VAL
COMPS

INDEX [4]
KEY [5]

non-verbal
INDEX

>

correspond—rel

EVENT [4]
RELS( [5
ARG1[3]

ARG2

CONT

Figure 3: Identificational predication

The semantic a contribution of the assembling operator in localisational
predication (Figure 4) is a key relation of localisation |5] (supplying an event

variable [4)) whose first argument is identified with the index of the subject
and its second argument with the index of the non-verbal (predicative)
complement [2].

Semantically, the assembling operator in existential predication (Figure 5)
introduces a key relation of existence [5) (supplying an event variable [4))
with only one argument the existence of which is actually predicated. This
argument is identified with the index of the subject [3]. The semantic

contribution [6] of the non-verbal (predicative) complement — i.e. of the
locative adverbial | 2] — is integrated in (the RELS list of) the content.

The semantic contribution of the assembling operator in possessive
predication (Figure 6) introduces a key relation of possession|5] (supplying
an event variable [4]) whose first argument is identified with the index of the
non-verbal (predicative) complement 2| — the possessor — and its second
argument with the index of the subject | 3] - the possessed entity.
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CONT

localisation—cop

CAT| VAL
COMPS

SUBJ <[INDEX ]>

non—verbaI-
INDEX

INDEX [4]
KEY [5]

localize-rel

RELS EVENT[4]
ARG1[3]
ARG2[2]

Figure 4: Localisational predication

CONT

existential —predicator

SUBJ <[INDEX ]>

non-verbal

CAT| VAL INDEX

comps ( |CONT
RELS [6] <l

INDEX
KEY [5]

exist

RELS EVENT[4]| ) @ [g]
ARG1[3]

Figure 5: Existential predication
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possessivity —predicator

SUBJ <[|NDEx ]>

CAT| VAL
COMPS

INDEX [4]
KEY [5]

non-verbal
INDEX

>

possess—rel
EVENT
ARG1
ARG2

CONT
RELS

Figure 6: Possessive predication

As a result, two principally different instances of non-verbal predication can
be distinguished. Morphologically signalled predicative categories are heads
selecting the contingent copula as a specifier (cf. Section 3). Otherwise, the
copula is the head (cf. Section 4) — when it is overt, this trivially results in a
headed phrase; if there is no overt copula the result is a special type of non-
headed phrase.

3. Copular “be” as inflectional marker

In a reasonably large number of languages it is in fact the case that the
absence of an overt copula stands in a paradigmatic opposition to the
presence of non-present tense copula forms within a particular construction.

So, in Russian, the present tense copula is ungrammatical in combination
with the predicative short adjectives (2a), but is required to encode tense in
past and future tense constructions (2b). While verbs are inherent predicators
with non-verbal categories this is a derived property. Russian short adjectives
are exclusively used as predicates. As the contrast in (2c) illustrates, their
attributive use is ungrammatical.

(2)a. Otec (*est)  gord rezul'tatami.
father.NOM proud.PRD-ADJ.SG.M results.INST.PL
Father is proud of the results.
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b. Otec byl | budet gord rezul'tatami.
father.NOM was | will-be proud.PRD-ADJ.SG.M results.INST.PL
Father was | will be proud of the results.

c. gordyj otec | *gord otec
proud.NOM sG.M  father.NOM | proud.PRD-ADJ.SG.M  father.NOM
a proud father

The two clauses in (2a-b) are apparently functionally equivalent — differing
only in temporal features, it seems correct to propose an analysis under which
the predication relations will be the same across both clauses. Given that the
role of the copula here is solely functional, we take it that these cases are
suggestive of a lexical approach to such tense-related paradigmatic
alternation. Being morphologically signalled, the combinatorial potential of
Russian short adjectives is derived lexically as a diathesis alternation in the
sense of (Avgustinova 2001a, b), which is illustrated in (Figure 7).

prd—drv

RESULT prd—adjective
DEPS < [3]infl—cop | >

adjective
SOURCE | MOD [1]
DEPS

Figure 7: Russian predicative adjective derivation

The initial element |1 on the DEPS list of the resulting predicative adjective is
identified with the MoD value of the source adjective. This encodes the
linguistic generalisation that the subject of a predicatively used adjective
corresponds to the nominal category modified by this adjective when it is
used attributively. The observed systematicity justified the assumption in
(Avgustinova and Uszkoreit 2003) that the predicative short adjective itself is
heading the construction and its VALENCE includes, in addition to SUBJ(ECT)
and COM(PLEMENT)S, the attribute SP(ECIFIE)R of the type infl(ectional)-
cop(ula). The latter is introduced as a new dependent[3]of the predicative
adjective. Finally, the dependents list[2] of the source adjective is appended
to the DEPS value of the predicative adjective. Note that the value of the ARG-
ST feature is not mentioned in the constraint because nothing changes on this
level. In accord with the Argument Realisation constraint of (Bouma, et al.
2001), the valence of a predicative adjective is then organised as in (Figure 8).
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prd—adjective
DEPS < [3infl—cop | >
suBJ (1))

VALENCE | SPR ([3])
COMPS

Figure 8: Combinatorial potential of Russian predicative adjectives

In HPSG terms, Russian constructions with an overt inflectional copula are
headed phrases which can be built as instances of the type head-all-valence-
phrase (Figure 9). The head daughter is of type prd-adjective, as derived
lexically in (Figure 7). So, the copula is taken as an optional specifier (i.e.
dependent) of the adjectival predicate.

head-all-val-ph
TENSE/[5]
MOOD [6]
SUBJ()
VALENCE [SPR ()
COMPS ()

prd-adjective
suBJ (1))

SPEC [4]
VAL | SPR TENSE|[5]
MOOD [6]

COMPS

HD-DTR

NH-DTRS ([T, 21| [3])

Figure 9: Construction headed by the predicative adjective

Alternatively, for a language like Russian, a language-specific constraint on
type clause has to ensure a default present-tense indicative-mood
interpretation in the copula-less variant whenever the specifier valence is not
discharged, i.e. the VAL|SPR value is a non-empty list (Figure 10).
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TENSE present
clause = | MOOD indicative
VALISPR  ([2])

Figure 10: ‘Copula-less’ constraint
4. The syntactic structure: silent vs. overt assembling operator

With prototypical adjectives, nominals or adverbials in predicative use no
morphological signalling of the predicative status is available. A
constructional analysis inspired by the silent-copula-phrase approach of (Sag
and Wasow 1999) is more adequate than yet another lexical derivation with
no observable formal manifestation. A construction with a silent assembling
operator is obtained as headless construction in (Figure 11).

silent—copula—ph

TENSE present
MOOD indicative

HEAD assembllr]g—operator
FORM fin
CAT
SUBJ()
VAL SPR()
COMPS()
non-verbal
—HD-— Al
NON-HD-DTRS EXT-ARG [A]

Figure 11: Headless construction

The corresponding construction headed by an overt assembling operator is
illustrated in (Figure 12). Intuitively, as soon as a given non-predicative
category occurs in the predicate, it acquires the property of subcategorising
for a subject (broadly understood as the topic of the predication). Introducing
an external argument for non-verbal categories to be identified with the
subject (Figure 13a) models the intuition of opening a slot when these
categories are used predicatively.
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head-all-val-ph

TENSE([1]
MOOD

suBJ() ]

COMPS ()

CAT
VAL

assembling—operator

TENSE
MOOD

| suB! ([A])
COMPS ([BJ)

HD-DTR

non-verbal

NON-HD-DTRS ( [A],
EXT-ARG [A]

Figure 12: Headed construction

HEAD non-verbal
EXT-ARG

HEAD | MOD
suBJ ([1])

EXT-ARG EXT-ARG

HEAD nominal }

(@) (b) (©)

Figure 13: Generalised external argument

With adjectival and adverbial categories, which are specified for the head
feature MOD, the external argument is the modified category (Figure 13b).
With nominal categories, however, the external argument has to be explicitly
introduced (Figure 13c).

5. Conclusions and outlook

A well-known challenge to any grammatical description is posed by
predicative constructions in which there is no overt copular verb interpretable
as a syntactic head. Empty categories used to be designed for one or several
types of copula. The HPSG formalisation sketched in this contribution allows
for encoding the significant distinctions as well as for capturing the linguistic
generalisations without postulating any empty categories.
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The lexical derivation of Russian predicative adjectives systematically differs
from the constructional treatment of non-verbal predicates with no
morphological signalling of predicative status. In the latter case, the
contingent copular item not only marks verbal inflection but functions as an
assembling operator putting together two categories that are prototypically
non-verbal. Intuitively, as soon as a given non-predicative category occurs in
the predicate, it acquires the property of subcategorising for a subject
(broadly understood as the topic of the predication).

Related future research has to concentrate on drawing more connections to
other Slavic languages, inasmuch as the approach presented here allows
linguistically adequate modelling of minimal differences between related
languages. From a more general perspective, it is crucial to consider other
languages with non-verbal predicative constructions, e.g., Hebrew. And
finally, further development of the “generalised external argument” approach
within the theoretical model of HPSG is called for.
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Abstract

This paper proposes a new approach to the prosody-syntkaoe in
HPSG. Previous approaches to prosody in HPSG (Klein, 208{:Adbdol-
hosseini, 2003) represent prosodic information by corsitig metrical con-
stituent structure in the tradition of (Selkirk, 1980; Libean and Prince,
1977). One drawback of this approach is that it does not aftova di-
rect representation of purely metrical constraints, wlaich relegated to an
unformalized performance component. By contrast, soa&lied only’ ap-
proaches (Prince, 1983; Selkirk, 1984; Delais-Roussa@ie)) use a single
data structure, metrical grid, to encode prosodic constraints resulting from
syntax and constraints of a rhythmic nature.

We first review relevant data from French showing that prasodn-
stituency is much less constrained by syntactic struchae is predicted by
existing approaches. In all but very short utterances, ndéferent prosodic
groupings are possible for a given sentence with a detetmintormation
structure, and rhythmic factors determine a preferencerorg on the pos-
sible groupings. We then present an HPSG implementatioheofrtetrical
grid, and propose minimal syntactic constraints on redggtkominence, leav-
ing room for noncategorical rythmic constraints to chooseveen alterna-
tives. We finish by discussing the interaction of the metrggéd with the
rest of the prosodic grammar.

1 Rhythmic and syntactic constraints in metrical phonol-
ogy

Within the autosegmental-metrical approach to prosodykii®e 1984), it is as-
sumed that prosodic information associated with an uteerasmsegregated in two
distinct representations: a stress pattern and a tonalggrofimposed of a nuclear
contour and a series of autonomous pitch accents.

Current approaches to the prosody-syntax-pragmaticdangeattempt to clar-
ify what prosodic features depend on which dimension. Fenéh, Beyssade
et al. (2004) observe that the stress pattern reflects haimtactic constituent
structure, but is unconstrained by pragmatics. The diesbgitatus of an utterance
determines the choice of a nuclear contour, while the inétional focus-ground
partition determines where the contour anchors. The spattern influences the
contour only inasmuch as tonal elements must anchor orsettesyllables. Fi-
nally, the occurrence of autonomous pitch accents is d@tedrby contrast.

In the present section we will only discuss stress pattenng,concentrate on
assertive utterances with an all-focus information stmeceind no prosodic indica-
tion of contrast.

Following Vallduvi and Vilkuna (1998) we insist that thdénmation-structural notion of focus
(or ‘rheme’) is strictly distinct from the notion of focussaiated with alternative semantics (‘con-
trastive focus’ or ‘contrast’). In the remainder of this pagve only use ‘focus’ in the information-
packaging sense.
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Metrical grids are used as a representation of prosodic ipeme. These are
usually represented by aligning columns of stars with bjdlauclei; a higher col-
umn represents a more prominent syllable, as in (1). Thikigdicates a maximal
prosodic prominence (level 4) on the final syllalji&], with secondary promi-
nence of level 3 ofiswa] and of level 2 orine] and[fsek]. All other syllables are
nonprominent.

* %

*
* * *

Xk ok Kk k ko kx ok ok x %Xk X

(1) lofier do fedswa a telefone atd kuzE
le frere de francoisa téléphoné& ton cousin
‘Francois’s brother phoned your cousin.

*

1.1 Syntactic constraints

The most important constraint on the syntax-prosody iaterfin French is the
Right Culmination Constraingtated in (2).

(2) Inany syntactic phrase, the rightmost syllable has makprominence.

The workings of the constraint are illustrated by the grid(iy assuming
the constituent structure outlined in (3), the final sykelz€] has maximal promi-
nence because it is the rightmost syllable of the whole seateandwa] is locally
prominent in the subject NP. There are other prominentlsigia but these are not
the effect of (2). (4) illustrates a grid disallowed by (Detsyllable[fsek] of the
head noun of the subject can not be maximally prominent withé NP, because
it is not on the right edge of that phrase.

(3) [[le [frere [de Francois]]] [a télephoné [a [tomesin]]]]
*
* *
* * * *
X %k % % k% kk % kk ¥ % %

(4) *Isfuep do fedswa a telefone a t5 kuzg

It is important to note that, contrary to what is generallguased in the liter-
ature (see Delais-Roussarie, 1996; Rossi, 1999, amongshthiee grammar does
not constrain the relative prominence of the subject NP &edhead verb. All
other things being equal, the subject NP may be more or lessipent than the
verb (see Dell, 1984), giving rise to alternative metricedrpinence patterns in
cases such as (5).

(5) Pierre conduit prudemment. ‘Pierre drives safely.’
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X
X X% k% % %

a. pjeskddyipsydam

¥
*
*
%

a
*
* *
X % k% % %

b. pjeskddyipsydama
*

*

X X
X X% % X k% x

C. pjeskddyipsydamd

A further constraint that must be taken into account is tleeisp status ofean-
ers (Zwicky, 1982; Klein, 2000). Leaners are independent wdinds$ are prosod-
ically deficient?. In French this has two effects. First, a leaner may not vecei
initial stress, which is found as an option for short phras@bresults in creating a
bipolar stress pattern (Di Cristo, 1999). This is shown leydbntrast between the
nonleaner determinegertains‘some’ in (6) and the leaner determiniesin (7).3
Second, a leaner can receive final stress if and only if it imgdtfinal, as shown
by the contrast between the two occurrences of the leanbregtfis’ in (8) and

9).

(6) certains amis ‘some friends’
*

* % % %
a. sert€zami
*

* *

* % k%

b. sert€zami

2L eaners differ from clitics in not being subject to the sarimellof sandhi phenomena; clitics, but
not leaners, are assumed to form a prosodic word with their. lfwench leaners include the definite
and indefinite articles, monosyllabic prepositions such ‘as’ and de ‘of’, and monolyllabic forms
of auxiliaries and of the copula. Note that we avoid the issfuerench pronominal clitics (FPCs),
whose prosodic status is somewhat problematic: sthcie is well established that the peculiar
morphophonological idiosyncrasies associated with FRE®ast accounted for by treating them
as (quasi-inflectional) affixes rather than syntactic atcansl? presents a detailed morphological
analysis accounting for these properties. On the other,fasttbws that FPCs obey specific prosodic
constraints setting them apart from other affixes. We leheeiitegration of these two lines of
research for future work.

3Remember that we limit ourselves to all-focus, contraséfutterances; thus the fact that a
contrastive accent desis possible in (7) does not affect our generalization.
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*
* *
* k% k% %

C. sertE€zami
(7) les chocolats ‘the chocolate bits’

*
X % % %
a. lefokola
*
X %
X % % %
b. lefokola
*
* *
X ¥ k%
c. *lefokola
(8) Il estaParis. ‘He is in Paris.
*
XKk ok X
a. iletapaii
*
* *
R
b. *iletapasi
(9) C’esta Paris gu'il est. ‘It's in Paris that he is.’
*
X %
RIS
a. setapasikile
*
X% %k X k%

b. *setapakikile

There are also some noncategorical syntactic constramtsetrical grids,
which have sometimes been confused for hard constraintsin§tance, all other
things being equal, prominence on heads is favored overipssmoe on nonheads.
This explains why (10b) is slightly more natural than (10&jowever this con-
straint is not strict, and prominence on nonheads will odtiiris the only way
of satisfying right culmination, e.g. if the final constitteof a phrase is a non-
head (11).

(10) un jeune ami de Marie ‘a young friend of Marie’s’
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*
* *
¥ % % % % % %

a. €zcenamidomasi

X
X X
X X X

X % k% %k %
b. €3cenamidomasi

(11) Un homme charmant est la.
‘A charming man is here.
*
X %
X k% kk X

a. €nomjfasmdela
*

% %

* * %

X % % kk ok

b. €nomfasmdcela
*

* *

k k% kk ok

c. *€Enomfasmdela

1.2 Rhythmic constraints

Some metrical configurations are strongly disfavored, itlespspecting syntactic
constraints on meter. For instance (12a) is a very unlikely. grhis is an effect

of a rhyhtmic constrainbo-clash which bars sequences of stressed syllables. This
constraint however is not categorical, and is clearly vamdn cases where a stress
clash is the only way to satisfy a categorical constrainis i@the case e.g. when a
VP following a phrasal subject is monosyllabic, as in (1B YP has to have max-
imal prominence, and the final syllable in the subject mudbbally prominent,
giving rise to a configuration violatingo-clash.

(12) le président serbe ‘the Serbian president’
*
* %
Xk % % X

a. ?7Popueziddsesb
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*
* *
¥ % % k %

b. lopseziddsesb

(13) Paul et Marie dorment. ‘Paul and Marie sleep.’
*

* %
* * %
% ok % %

a. polemakidosm
*
X ok X
RN I

b. *polemakidosm

All other rhythmic constraints are likewise of a gradual /andhoncategorical
nature. Long sequences of unstressed syllables are disthvall the more so if
the speech rate is low. Thus for instance (14a) is virtualipassible at a normal
speech rate. We take this to be the effect of a constrarapse whose exact
formulation is complex. Furthermore, all other things lgeagual, rhythmically
regular patterns are favored; this is why (14b) is better ¢héc). The workings
of this eurhythmy constraint are best seen by looking at sentences with the sam
syntactic structure but with a different metric makeup. Tree sentences in (15)
have the exact same structure, but the length of the subfeei of the VP differs
from one case to the other. Accordingly, we find differenfgmed metrical grids,
because of the urge to realize a regular rhyhtm, which capeabet in the same
way.

(14) Javais été découragé dans ma carriere de pgiatries grandes personnes.
‘I had been discouraged from being a painter by the grown-ups
*
Xk Xk Kk kK X
a. ?33avezetedekuraze...
*
* *
% ok Kk k k ok ok %
b. 3avezetedekuraze...
*
X % *
Xk Kk k k ok ok X
C. 7zavezetedekuraze...

(15) a. Jean-Christophe voit ses amis.
‘Jean-Christophe is meeting his friends.
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*

X *
* X % *
LI S X % X% %

3dkeistofvwasezami

b. Pierre écoute ces balivernes.

‘Pierre listens to this nonsense.’
* *

X %k kX
B ELE
pjesekutsebal ivern

¢. Jean-Christophe regardait la télévision.
‘Jean-Christophe was watching TV.

X
* X X
X LI X X X

¥ % %k k kkokk kX
3dkeistofsagasdelatelevizj3

To sum up, the construction of the metrical grid in Frencifiuenced by at
least three types of constraints:

e Categorical syntactic constraints, such as the right adiion constraint on
phrases or the nonprominence constraint on nonfinal leaners

e Noncategorical syntactic constraints, such as the affofityeads for promi-
nence.

e Noncategorical rhythmic constraints, such as tieeclash, no-lapse and
eurhythmy constraints.

2 A previous HPSG approach to prosody

The approach to prosodic prominence defended here belonte ttradition of
grid-only approaches, and contrasts with approaches in the tradifiometrical
constituent structureKlein (2000) provides an HPSG version of a metrical con-
stituent structure approach, which we discuss Aexate that the following criti-
cisms are really of a methodological nature: Klein's workdsussed on English,
and does not take into account prosodic phenomena belowditelevel, whereas

“Haji-Abdolhosseini (2003) improves on Klein (2000) by tagiinto account the influence of
information structure on prosodic representation. WHile is definitely something that must be
done at some point (see section 4 for some proposals), e issrthogonal to the ones we discuss
here, and Haji-Abdolhosseini's approach suffers from taes drawbacks as Klein's, as far as all-
focus, contrast-free utterances are concerned.
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lo fyey do ﬂsa swa a te le fone a tH ku zE

Figure 1: The metrical tree corresponding to (1)

this work is focussed on French and crucially involves phnesaa that affect word-
internal stress assignment. Thus we can only speculatehasitan approach such
as Klein’s would apply to the data we are interested in.

Metrical trees represent prosodic prominence by congtigict tree structure
with nodes labelled either w (‘weak’) or s (‘strong’). Leavef the tree normally
correspond to syllables. Each local tree contains at most one strong node; the
maximally prominent syllable within a tree is the syllabtnoected to the root by
a uninterrupted sequence of strong nodes. Figure 1 cordapussible metrical
tree for (1).

The prosody-syntax interface is usually specified as a typadalgorithm for
building metrical trees from surface constituent struesuisee e.g. Liberman and
Prince, 1977; Selkirk, 1980). By contrast, Klein's HPSGragh uses relational
constraints to build up metrical trees compositionally graawith syntactic con-
stituent structure. However, Klein’s approach inheritssinaf the drawbacks of
previous metrical tree approaches, which we review herielsap

2.1 Lack of underspecification

As other metrical tree approaches, Klein's proposal dodésdeal satisfactorily
with the underspecified nature of the syntax-prosody iaterf As we emphasized
in section 1, the existence of alternative prosodic promgeepatterns for a sin-
gle sentence (with a given information structure, etc.)h&s tule rather than the
exception. A natural way to account for this is to design argrar providing
underspecified descriptions of proposdic representatitsvever, whereas it is
quite easy to write underspecified descriptions of metmgals, underspecified
descriptions of metrical trees tend to be cumbersome. Lifustrate with a con-
crete example. Sentences ending with an NP containing a ®PBetaa prosodic
prominence on the N, just as if the PP had been outside the 6. (1

5In a language with lexical stress such as English, one magli§imiepresentations by taking
leaves to correspond to whole words, since prosodic prammevithin the word is determined by
the lexicon rather than by interface constraints. This wdo’for French however, where maximal
prominence may fall on the initial or final syllable of a worejp@nding on the syntactic and prosodic
context.
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3|s v|y \m \m 3'3 v|y IL zld flﬁ dlla vv|va z!n
| |

le za fadla vwa zin

Figure 2: Alternate metrical trees for (16)

(16) Jaivu les enfants de la voisine.
‘| saw the neighbour’s children.’

*

* *

X Kk ok k X k%

a. 3evylezdfdadlavwazin
*

* * *

X k% x % % kX

b. zevylezdfddlavwazin

The two corresponding metrical trees are shown in figure 2eNd#s it is trivial
to describe the relationship between these two trees isfoamational terms, it is
not that trivial to provide an underspecified descriptiorregponding to that family
of trees. Accordingly, Klein's strategy is not to use ungexdfied descriptions of
metrical trees, but to embed the underspecification in thieitlen of the relational
constraints relating fully specified descriptions of sgtitatrees to fully specified
descriptions of metrical trees. While there is no empirablem as such with
this general strategy, the result is a grammar that is ngtteasanipulate, because
prosodic constraints are embedded in the definition of tia¢ioa rather than stated
directly. We hope that the alternative strategy of usingeusecified descriptions
of metrical grids will make for a more manageable grammagmtprosodic con-
straints contributed by different parts of the grammar carstated in a modular
way.

2.2 Rhythmic constraints

A first difficulty with Klein’s approach is that rhythmic commaints cannot be mod-
elled directly: the output of the grammar is a completelycjgrd metrical tree,
which must be turned into a more concrete prosodic repratentby a perfor-
mance model. Since the performance model is not describsdchas(see Atterer
and Klein, 2002, for some hints of what Klein has in mind),sitriot possible
to evaluate the proposal as such; all one can say is that 'Kleindel outputs
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a single metrical tree in cases where empirically more thamosodic promi-

nence pattern is possible. Even assuming that an adequdtenpence model

will provide all licit prosodic realizations from a singleet, there are two con-
ceptual drawbacks to such an approach. First, it assumesribaof the realiza-

tions is the normal, ‘canonical’ one generated by the gramarad that alterna-

tives arise as deviations from that canonical realizatiat;there is no empirical

evidence favoring one realization over the others. Secthisl particular use of

the competence-performance distinction seems to be mardisfinction between

underlying structure and surface structure than betweamignar and processing:
Klein’s metrical trees are abstract phonological repreg&ms which are not nec-
essarily homomorphic to surface prosodic properties. Surclapproach seems
to go against the spirit of surface-orientation usuallyuassd in HPSG: it seems
preferable to state all constraints on prosody on the saomerete data structure,
and to avoid abstract phonological representations juseas/oid abstract syntac-
tic ones.

2.3 No motivation for prosodic phrases

A classical argument against grid-only approaches to pliogarominence is that
prosodic constituents are independently needed, singesthrge to define the do-
main of some segmental phenomena, such as sandhi phenofithtaigh Klein
does not address this issue, it is clear that his metricattsires could be used to
such an effect, while metrical grids do not contain enoudbrination stemming
from syntactic structure to do so.

However, the very hypothesis that there is a correspondagetvecen prosodic
phrasing and sandhi phenomena is disconfirmed by recerrobsearried out on
the three clear sandhi phenomena that obtain in Frenclobligatory liaison a
word-final consonant is obligatorily realized before a vbiet never before a
consonant (17a). loptional liaison a word-final consonant is optionally realized
before a vowel but never before a consonant (17bgrichanementa word-final
consonant is syllabified at the beginning of the next wora)17

(A7) a. les enfantgilezdfal/*[ledfd]
‘the children’
b. lls sont arrivés[ilsdtasive]/[ilsSakive]
‘They have arrived.’

c. chaque enfant:fa.kd.fd]
‘each child’

Recent research shows that the obligatory liaison occussiordeterminer-
N’ sequences, a context that can be characterized only inctigrterms (Bonami
et al., 2004F Post (2000) shows that the phonological phrase as usudilyede

8Assuming that pronominal clitics are affixes (Miller and S2897). Note that even if pronom-
inal clitics were analyzed as words, there is no non-circwtay of characterizing obligatory liaison
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is not the domain of optional liaison, contra e.g. Selkir@&@&). Finally, Fougeron
and Delais-Roussarie (2004) shows that prosodic constgugich as the phono-
logical phrase or the accentual phrase are the domain dfemdiaison nor en-
chainement.

We thus conclude that at least in the case of French there évidence that
reference to prosodic phrase boundaries is necessaryractiidize segmental phe-
nomena, and thus no independent evidence for the need &wgicdree structures.

3 Modelling the metrical grid

3.1 Constructing the grid

We model metrical grids as lists 0blumnswhere each column is a nonempty list
of objects of typestar. Thus the official representation for the grid in (18a) is()L.8
The grid is a part of the phonological representation of a,stm a par with the
list of segments (19). The relation between segmental septations and metrical
grids is mediated by two constraints. First, at the level ofdg, grid columns are
aligned with vowels in the segment list (there are no sytlabihsonants in French).
Second, the grid of a phrase is the concatenation of the tietgybrids. Thus in a
complete utterance we find exactly one grid column for eatihislg nucleus.

(18) Paul est venu. ‘Paul came.
*

X %
Xk %
a. polevny

b. < (star,star),(star),(star,star,star) >

(19) phon_{SEG list(segment ]

GRID list(nelist(star))

SEG

Aalign([, 2]
GRID gn(w2)

(20) a. word — [PHON [

b. alig n((vowel—) , <>)<—> align(@, 3)

C. align((cons—> )<—> align([,[2))
d. align(elist elist)

contexts as a prosodically natural class.

"Note that we assume th&b]-deletion is modelled by having underspecified represiemist
of segment lists, rather than abstract segments which mayagrnot surface in actual phonetic
realization. Thus ‘mutes’ get a column in the grid when and only when they are actualyized.
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(21) phrase- [GRID eam@}

{GRID } {GRID }

3.2 Categorical constraints

Since there is no lexical stress in French, the grammar duoielsave much to say
on the grid of words. Note that contrary to the received vistress on the final
syllable is not obligatory: in short phrases the final sy#abf a non-final word
can be unstressed, giving rise to a bipolar pattern (seemgar(tc), (12b)). The
only definite lexical constraint is that word-initial onkesis syllable of polysyllabic
words cannot be prominent (Plénat, 1994).

(22) Anémone viendra. ‘Anémone will come.’
*

* *
¥ % x % X%

a. anemonvjEdsa

*

* *

* * *
X x % % %

b. *anemonvj€da

word
(23) |seG (vowel,..)) —>[GRID ((star),.. .)}
GRID (list(star),list(star),. . .)

Next we turn to the issue déaners Remember that we want leaners to al-
ways be nonprominent except when they are phrase-final .(8F®nccount for
this behaviour, we follow Klein in assuming thalhonobjects are typed for their
prosodic properties (24). The constraint in (25) checksdhaonfinal leaners are

nonprominent.

(24) a. phon— Inr v full
b. phrase—>[PHON full}

(25) phrase—

GRID list((star))

pTRs | list [pH l'nr “ O list([PH full]) | @ (sign
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Finally we need to implement right culmination. This can bee&lquite simply
by inspecting the grid of phrases and checking that the talstrmn is the highest
one.

(26) phrase—><[GR|D e <>}Asup(, ))

(27) a. sup(,<>)<—>( > 2 A sup(, ))
b. sup(list(star), elist)

(28) a. (I2)>EE)« B>
b. nelist(star) > elist

The set of constraints so far is sufficient to exclude all g@asimarked as un-
grammatical in the preceding pages—(4), (7¢), (8c), (2¢), (13a), (22b)—and
to license all grammatical examples. The effect of the caims is best seen by
looking at possible grids for a rather complex example. FEdlis the syntactic tree
for the sentence in (29). (30) sums up the set of constraimesed by the gram-
mar on the grid of (29). The only syllables which get a defipiteminence value
are those corresponding to leaners and word-initial vowlkich are constrained
to be nonprominent. The effects of the right culminationstoaint is represented
by the relative height of boxes dominating vowels or seqasid vowels. Since all
phrases but the subject NP are right-branching, all we kisavat the final sylla-
ble [zin] must have maximal prominence, and that the final syllablb@&tubject
[s5] must be locally prominent. Thuygin] is strictly more prominent thdis3],
which is strictly more prominent than all syllables precedjs3]. The syllables
between[s3] and[zin] must be less prominent thdmin], but are unconstrained
with respect tds3]. This is represented by the three dashed boxes of equaltheigh
which indicate that the corresponding syllables may hayepaominence strictly
included in those boxes.

(29) Les garcons ont vu les charmants enfants de la voisine.
‘The boys saw the neighbour’s charming children.

r

1
|
|
|
|
|
|
|

ri
| : 1
| | 1
| | 1
| 1 1
| I : ':
| | I II
| | I II
| | |

[——-—-

X X X *x X

- —_———_——————a -

(30) leg ass 5?3v ylef asmdzdfddalavw azin

(31) is a sample of grids disallowed by the grammar: (31laj@ha®minent word-
initial vowel, (31b) has a prominent non-phrase final leaaed (31c) does not
respect final prominence.
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*
* * * *
¥ k% k% k% %k % ¥ % % X%k % %

(31) a. *Hegassdtivylefasmdzdfddslavwazin
*
X % * * *
X % % K kk kK kk Kk Kk X
b. *legagsdrivylefasmazafddslavwazin
*
S * *
X % % k kkk k ok ok kX kX

c. *legapsd7tivylefasmadzafddslavwazin

One design feature of our model is that we do not state aleschutstraints
on prominence: the grammar only attributes nonprominea@®ine syllables or
constrains the relative prominence of two syllables, bokiter states an absolute
value for a prominent syllable. The motivation of this cleis that it allows for a
simpler construction of the grid: since we never have to détl absolute values,
we can state relative prominence constraints locally oh pacase and leave most
of the grid underspecified. However a consequence is thathuh#er of grids
licensed for each sentence is unbounded. Even if we limgadues to grids with a
maximal prominence of 3 (that is, the flattest grids compatitith the constraits
in (30)), the grammar licenses 32 distinct grids for (29).r ek of space we
cannot discuss them all explicitly here. However (32) gaespresentative sample
of the types of grids licensed by the grammar.

*

X % X % *

X %k k Kk X K Kok kx Kk
(32) a. legapsd?tivylefasmazdfddslavwazin

*

* *

X %k k Kk X K Kok k% K X
b. legass5?ivylefasmadzdfddslavwazin

*

X % % % X *

X % ok ok kk x % Kok kkx % %

c. legassd?ivylefasmazdfddslavwazin
*

* % * % * %

¥ kK X Kk Kk ok kk Kk k X

d. legass37tivylefasmdzdfddslavwazin
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Figure 3: Syntactic constituent structure of (29)

*
* * * *
¥ % % % )k %k % * % %k X% % Xx %

e. legassd?ivylefasmadzdfddslavwazin

3.3 Noncategorical constraints

Among the grids in (32), only (32a) is completely satisfagta(32b) is strongly
disfavored because of the very long sequence of nonprotrsg#ables. (32¢) and
(32d) both contain a sequence of stressed syllables. ¥if&dk) is not very good
because the nonheatiarmantis stressed whereas the adjacent haafdntsis an
equally good candidate for prominence.

The encoding of the metrical grid we propose has the advamtiailowing for
an easy formulation of the constraints which are at play.h&sean example, we
provide a definition ofo-clash. Intuitively, we want to count as clashing any grid
which contains either a monotonous rise in prosodic prontdaeor a plateau of
adjacent prominent syllables (monotonous descents doouwit @s clashing; see
e.g. (14a)). Thus we can define-clash as the property of a grid which contains
neither monotonous rises nor plateaus.

(33) a. no-clash({d,2,B4)))+> (ﬁrising((,,>)A
ﬁplateau(<,>)Ano-cIash(<,—>))
b. no-clash((1,2)))«+> —plateau((d,2]))
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c. no-clash({}))
(34) rising(MEE))« (2> DAR > B)

(35) plateau((D2) - (@>2) v @ > D) v (@ =(stan) )

What is not easy is to account for the noncategorical stetaaain constraints
in an HPSG setting. A previous attempt at on optimality-th&o treatment (De-
lais-Roussarie, 1996) has shown that gradual constraiteations and gang vio-
lations of constraints are at play, which clearly call fortackastic model. The
construction of such a model will have to await future work.

4 The metrical grid within the prosodic grammar

In this section we outline how the account of French strest®eipes can be inte-
grated in a grammar producing tonal profiles. According tg€Bade et al. (2004),
the following constraints must be taken into accatint:

(36) a. Thenuclear contourrealized by an utterance is a sequence of tones
whose choice is determined by the dialogical status of therarice.
For instance, the contol* L* L% signals that the speaker does
not expect to be forced to revise their commitments by theesdge’s
reaction (Marandin, 2004).

b. The elements of the contour are realized on prosodicatynment
syllables.

c. Each contour contains a distinguished pitch accent waiadhors on
the prominent syllable of the (information) focus.

d. Other tones in the contour anchor relative to the postitinat pitch
accent.

The effect of these constraints is illustrated in (37-3&7h is an all-focus
utterance; thus the most prominent syllable is the last die L* tone anchors
there. TheL% must realize orall prominent syllables following the end of the
focussed phrase. Here it does not realize at all, since th@@more room on the
right. TheH* anchors oroneprominent syllable on the left, if there is one; oth-
erwise it anchors on the first syllable. Hdfeek] is the only available prominent
syllable.

(37) a. Qu'est-ce quis'est passé ?
‘What happened?’

8For lack of space we avoid discussion of contrast.
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H
*

¥ x x %

¥ *I

b. m3fsesevny
Mon frére est venu.
‘My brother came.’

(38b) has narrow focus on the subject NP. Thusltheone falls on the final
syllable of the NPL% falls on the only following prominent syllable; amtt falls
on the first syllable.

(38) a. Quiestvenu?

‘Who came?’
L
L *

* *
X X% X%

H
*
b. m3fgesevny

To implement such an analysis in an HPSG grammar, we takentadya of
the fact that metrical grids have been modeled as lists whommbers play no
role in the analysis. Thus we can use the typing of list memtezencode tonal
information. We assume three subtypestair, corresponding to a high tonb)( a

low tone (), or the absence of a tonal specificatiof.{ Only prominent syllables
may carry a toné?

(39) a. star

to{\u

PN
h |

b. Sigl’]—)[GRID list(2-list(tone)) O Iist(list(u))}

We assume with De Kuthy (2002) that focus is encoded by &dikted feature
taking as value the list of semantic contribution of focans. Focal signs are
identifiable as signs whose semantic contribution coirscigligh the single element
on theirFocuslist. For the purposes of contour anchoring, we need to kesh t
of the syllable ending the focal sign. We thus assume stetcarries a binary
featureers (End of Focal Sign). The constraints in (40) ensure that thxane

syllable per focus will begFs+], and that it will correspond to the most prominent
syllable of the focal signs.

®As is usual with autosegmental tonal representationsptia profile is a properly phonological
representation, which will be interpreted phoneticaly reaific ways. Stating that a syllable is

unspecified for tone just means that phonetics will inteaf@bn appropriate pitch for that syllable
depending on the neighbouring tones.

192.list(c) is shorthand for a list of at least two elements of type
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FOCUS
(40) a. sign—|GRID list(list([EFs—]))O
list(list([EFS—+]))
wherelength(1) = length(2))

b |FOCUS (@)
" |coNT

list(list(star))®
(list([EFS+]))

Contours can then be seen as types of utterances. For laplag# sve cannot
discuss in detail the grammar of contours; however we camassvith Marandin
(2004) that contours relate types of dialogue gameboarispGrg, to appear)
to tonal realizations. (41) outlines what the grammar mteteson the effect of
one particular contoud* L* L% , in the case of a single-focus utterance. (41a)
anchors the low pitch accent at the end of the focal sign, aedks that the grid
up to the end of the focal sign contains exactly one tone, aiigh accent, falling
on a prominent syllable if possible; and that each promisgltéble after the focal
sign carries a low boundary tone.

[utterance
FOCUS (sign)

*[%]0
(41) a hrive — GRID @<2-Iist<ll D>€B
EFS+

CXT|DGB “no revision expected”

wherepitch-accent (h,[1l) andbnd-tone(l, [2])
b. i pitch-accent(,(<>> @Iist(<u>)>

i. pitch-accent(,(z-list()> O Iist(list(u))))
jii. pitch-accent(tone elist)
c. bnd-tone(,list(z-list()) O |ist(<u>))

5 Conclusion

This paper proposes a new approach to prosodic repressstatiHPSG with two
important design properties: first, prosodic represematare impoverished struc-
tures encoding only minimal information directly usefulpioonetic interpretation.
Second, the grammar makes heavy use of underspecificattbie gtescription of
prosodic representations. As a result, it is quite easypocgeh prosody in a mod-
ular way, where syntactic, lexical, pragmatic, rhythmits. ,econditions provide
independent constraints that are monotonically addedetovkrall description.
While this paper shows how such an approach can be sucgeafylied to

the basic prosodic profile of French, two aspects of the aislgre in need of

57



more work: first, we have shown that many rhythmic and symacinstraints are
of a noncategorical and/or gradual nature, and are thusasyt ® state within
a classical HPSG grammar. Second, while we have shown howebeription

of intonation contours can be integrated with the currepragch on a particular
case, it remains to be seen how a general HPSG grammar ofucensoto be

written.
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Abstract

Languages often require negation to be redlized in a prominent
position. A well known example is Italian, which seemsto require a
pre-verbal redlization of negation. Some other languages require
negation to be in a prominent position but do not require it to be
pre-verbal. An example is Swedish. Working within Lexica
Functional Grammar (LFG), Sells (2000) proposes that Swedish
requires a negative element which is not inside VP and that Italian
has the same constraint. Similar facts are found in the VSO
language Welsh. However, Sells's approach cannot be applied to
Welsh. Bordley and Jones (2005) develop a selectional approach to
Welsh, in which certain verbs require a negative complement. This
works well for Welsh but cannot be applied to Swedish or Italian. A
similar approach to al three languages is possible within the
linearization-based version of Head-driven Phrase Structure
Grammar (HPSG) developed by Kathol (2000). It seems, then, that
alinear approach is preferable to both a structural and a selectional
approach.

1. Introduction

Languages often require negation to be realized in a prominent position.”
This was noted by Jespersen, who observed that there is a *natural tendency,
... for the sake of clearness, to place the negative first, or at any rate as soon
aspossible’ (1917: 5). This tendency is seen in Italian, where a pre-verba n-
word appears without any other marking of negation but a post-verba n-
word requires the negative particle non before the verb. The following, in
which the negative elements are in bold, illustrate:

() a Nessunotelefona a Gianni.
noone telephonesto Gianni
‘No one calls Gianni.’
b. *Gianni telefona a nessuno.
Gianni telephones to no one
‘Gianni does not call anyone.’

T Some of the ideas in this paper were included in atalk at the 12th Welsh Syntax
Seminar in Gregynog, Mid-Wales, in July 2005, and in ancther, at Université Paris 7
in October 2005. | have benefited from discussion with Henriette de Swart. | am also
grateful to Kersti Borjars for help with the Swedish data and to Bob Morris Jones for
help with the Welsh. Any bad bits are my responsibility.
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c. Gianninon telefona a nessuno.
Gianni NEG telephonesto no one
‘Gianni does not call anyone.’

Such data suggest that Italian requires some pre-verbal marking of negation.
Other languages require negation to be quite early in the sentence but do not
require it to be pre-verbal. It is common within generative syntax to propose
that phenomena that appear to involve linear order really involve something
else. However, as Culicover and Jackendoff (2005) point out, there is a
reason for favouring approaches involving linear order. They remark that:

Given the epistemological priority of linear order — it is immediately
available to the learner in away that structure is not —it seemsto us that
the natural approach would be to see how much explanatory mileage
one could get out of linear order. (Culicover and Jackendoff 2005: 52)

In this paper, | will argue that this phenomenon should indeed be analyzed in
terms of linear order and will show how this can be done within the
linearization-based version of Head-driven Phrase Structure Grammar
(HPSG) developed by Kathol (2000).

The paper is organized as follows. In section 2, | consider the simple
linear approach to the Italian data outlined in De Swart (forthcoming). In
section 3, | ook at the rather different Swedish data and outline the structural
approach developed in Sells (2000). Next, in section 4, | show that Sells's
approach cannot be applied to the very similar data in Welsh. | then outline
the selectional approach of Bordey and Jones (2005) and show that this
cannot be applied to either the Italian or the Swedish data. In section 5, |
show how the negation facts of all three languages can be accommodated
within linearization-based HPSG. Finally, in section 6, | conclude the paper.

2. Italian
A simple linear approach to the Italian data is proposed in De Swart
(forthcoming). Working within Optimality Theory, De Swart proposes that

the facts are the result of what she calls the Negfirst principle, which simply
requires negation to be pre-verbal.

(2) Nedfirst
Negation is pre-verbal.

This seems to account for the data in (1) and also allows examples with a
preposed negative complement, such as (3).
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(3 A nessunoho parlato.
to nobody have spoken
‘I haven’'t talked to anybody.’

It also accounts for the fact that non is required with a post-verbal subject.
The following illustrate:

(49 a *Ha telefonato nessuno.
has telephoned nobody
‘Nobody has phoned.’
b. Non ha telefonato nessuno.
NEG has tel ephoned nobody
‘Nobody has phoned.’

(49) is acceptable as an interrogative, meaning ‘ Has anyone phoned? , but is
ungrammatical as a negative declarative.

This approach is quite plausible for Italian. It is also easy to
accommodate a language in which negation is not required to be early in the
sentence. One can simply assume that Negfirst is alow ranked constraint in
such a language. However, it cannot accommodate certain other languages,
which reguire negation to appear quite early but do not require it to be pre-
verbal.

3. Swedish

One language that is relevant here is Swedish, discussed by Sells (2000).
Here, while (5a-5c¢) are fine, (5d) and (5€) are ungrammatical.

(5) a Jaghar integett boken till henne.
| havenot giventhebook to her
‘I have not given the book to her.’
b. Ingen sig mig.
No one saw me
‘No one saw me.’
c. Jagsdg ingen.
| saw noone
‘I saw no one.’
d *Jaghar sett ingen.
| have seen noone
‘I haven't seen anybody.’
e. *Jag pratade med ingen.
| spoke with noone
‘I didn’t speak to anyone.’

63



Grammatical counterparts of (5d) and (5€) have inte ‘not’ and a negative
polarity item:

(6) a Jaghar intesett nagon.
I have not seen anyone
‘I haven't seen anybody.’
b. Jag pratade inte med nagon..
| spoke not with anyone
‘I didn’t speak to anyone.’

One way to describe the facts is to say that negation must be early in the
sentence. In (5a—=) it is early enough, but in (5d) and (5e) it isn't.

Working within Lexical Functional Grammar (LFG), Sells develops a
structural approach to the facts. He makes the following assumptions:

(7) a Swedish sentences may contain a VP. Thefinite verb is outside
VPin amain clause. Other verbs areinside VP.1
b. Pronominal objects are outside VP when the associated verb is
outside VP.
c. Negative objects are outside VP.
d. Other objectsareinside VP.

In support of these assumptions, Sells draws attention to examples like the
following:

(8) Jag kysste henneinte.
| kissedher not
‘I didn’t kiss her.’

Here, both the verb kysste and the pronoun henne precede the negative
particle inte. Sells assumes that inte marks the left edge of VP. Given this
assumption, such examples suggest that both the verb and the pronoun are
outside VP. Contrasting with (8) are examples like the following:

(9) Jag sdg inte Sven.
| sawnot Sven

‘1 did not see Sven.’

This provides evidence that non-pronominal objects are inside VP. Sells also
highlights examples like (10).

1 sdis assumes that subjects are in SpeclP and that the verb isin | when it follows
the subject. He assumes that the verb is in C when it precedes the subject and that
any preceding phraseisin SpecCP. A related but somewhat simpler view of Swedish
clause structureis proposed in Bérjars, Engdahl and Andréasson (2003).
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(10) Hon hade inga biljetter kopt.
he had no tickets bought
‘He hadn’t bought any tickets.’

Here the negative object precedes the associated non-finite verb, which
suggeststhat it is outside VP. Contrasting with (10) are examples like (11).

(11) Hon hade kopt  nagrabiljetter.
he had bought some tickets
‘He had bought some tickets.’

This provides evidence that non-negative objects are inside VP.

The assumptionsin (7) allow a simple structural account of the Swedish
data. Given these assumptions, the examples in (5) have the following
structures:

(12) a.  [ipJag har inte [vp gett boken till henne]]
[i» Ingen ség mig]

[1p Jag ség ingen]

[ip Jag har [ve sett ingen]]

[ip Jag pratade [ve med ingen]]

Paoo

Sells proposes that the facts are the consequence of the following constraint:

(13) A negative clause requires a negative expression which is not inside
VP.

He also suggests that the same constraint is operative in Italian.

Sells's analysis seems to work quite well. However, it requires an
analogue of verb-movement to allow a verb to appear outside the associated
VP. This is something that has not generally been assumed within HPSG.
Hence, it is natural to look for an alternative approach. A relevant fact is that
quite similar data are found in another language, where a structural account is
not plausible. Thisis Welsh, which | discussin the next section.

4. Welsh

Welsh differs from Swedish in a variety of ways. However, in the area of
negation it is rather similar. Consider the following examples:
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(14) a=  Dwiddimwedi rhoi’'r Ilyfr iddi hi.
am | NEG PERF give the book t0.3SGF she
‘I have not given the book to her.’
b. Welodd neb fi.
saw.3SG no one |
‘No one saw me.’
c. Weish ineb.
saw.1SG | no one
‘I saw no one.’
d.  *Dwiwedi gweldneb.
am | PERF see nobody
‘I haven't seen anybody.’
e.  %Soniish i wrth neb.
mentioned | to  no one
‘| didn’t talk to anyone.’

These examples show that Welsh is a VSO language and also that it has a
rather different perfect construction. Otherwise, they are quite like those in
(5). The only significant difference is that (14e) is acceptable for some
speakers (as indicated by ‘%'). The grammatical counterpart of (14d) is
(15a), and a counterpart of (14€) which is grammatical for al speakers is
(15b).

(15) aa Dwiddimwedi gweldneb.
am | NEG PERF see  nobody
‘I haven't seen anybody.’
b. Soniish i ddim wrth neb.
mentioned | NEGto  noone
‘| didn’t talk to anyone.’

These examples show that Welsh, unlike Swedish but like Itdian, is a
language which alows multiple redizations of negation. However, the
similarities between Welsh and Swedish negation are quite striking, and it is
natural to try to extend Sells's structural approach to Welsh. | will show,
however, that thisis not possible.

Almost al transformational work has assumed that Welsh VSO clauses
contain a VP, from which the verb is extracted by verb movement. Roberts
(2005: 8) remarks that ‘the genera consensus of work on Welsh' is ‘that
VSO clauses involve an operation which moves the verb out of VP to the left
over the subject’, and this is indeed the consensus of transformational work.2
It is in fact generaly assumed that both the verb and the subject originate
within VP and that both are moved out of VP with the verb moving further
than the subject to give the VSO order. Within one transformational

2 A similar anal ysisis proposed within LFG in Bresnan (2001: 127-131).
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approach, that of Rouveret (1994), the examples in (14) would have the
following structures:

(16) &  [age DW; [pi; [ve t t ddim wedi rhoi *r llyfr iddi hi]]]
[agre Welodd; [+p neb; [ve t; t; fi]]]

[agre WElish; [1p i [ve tj ti neb]]]

[age DW; [1pij [ve t ti wedi gweld neb]]]

[AgrP Soni Oddi [Tp Sionedj [\/p tj ti am neb]]]

Paoo

Here, the finite verb is in Agr and the subject in Spec TP. Somewhat more
complex structures are proposed in Roberts (2005). An important property of
these structures is that the object in (16b) and (16c), and the PP complement
in (16e) are within VP. If a VP is assumed, it is fairly clear that it should
include both objects and PP complements. Welsh does not have the kind of
data that supports the idea that certain objects are outside VP in Swedish.

In Swedish, the fact that pronominal objects sometimes precede the
negative particle inte suggests that they may be outside VP. In Welsh, the
object of a finite verb cannot co-occur with the negative particle ddim. A
simple transitive sentence is negated by what Borsley and Jones (2005:
chapter 5.3.2) call a pseudo-quantifier, giving (18) instead of (17).

(17) *Welish iddimy bachgen.
saw.1SG | NEG the boy
‘| didn’t see the boy.’
(18) Welish  imo ’'r bachgen.
saw.1SG | NEG the boy
‘| didn’t see the boy.’

It follows that we cannot ask whether the object of a finite verb precedes or
follows ddim. However, the object of a finite verb may co-occur with the
adverbs byth and erioed, which mean ‘never’ and appear to occupy the same
post-subject position as ddim when they are the sole marker of negation. In
this situation, non-pronominal and pronominal objects come second, as the
following show:

(19) a Wda i byth Emyr eto.
will-see. 1SG | never Emyr again
‘I will never see Emyr again.’
b. *Weda i Emyr byth eto.
will-see. 1SG | Emyr never again

3 Byth is used in imperfective contexts and erioed in perfective contexts.
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(20) a

(21) a

(22) a

Welish i erioed Emyr eto.
saw.1SG | never Emyr again
‘| never saw Emyr again.’
*Welish i Emyr erioed eto.
saw.1SG | Emyr never again
Wela i byth fo eto.
will-see.1SG | never he again
‘I will never see him again.’
*Wela i fo byth eto.
will-see.1SG | he never again
Welish i erioed fo eto.
saw.1SG | never heagain
‘I never saw the men again.’
*Welish ifoerioed eto.
saw.1SG | he never again

A negative object may precede or follow byth and erioed:

(23) a

(24) a

Wwela i byth neb  eto.
will-see.1SG | never no one again
‘I will never see anyone again.’
Wela ineb byth eto.
will-see.1SG | no one never again
Welish ierioed neb  eto.
saw.1SG | never no oneagain

‘I never saw anyone again.’
Welish ineb erioed eto.
saw.1SG | no onenever again

In this situation, however, the adverbs are not the sole marker of negation and
do not have to be in the post-subject position. They can aso appear in the
sentence-final adverbial position. This is shown by examples with a negative
subject or ddim.

(25) a

(26) a

Fydd neb yny cae byth.
will-be no onein the field ever

‘No onewill ever beinthefield.
Fuoddneb yny cae erioed.
was nooneinthefield ever

‘No onewas ever in thefield.’

Fydd Gwynddimyny cae byth.
will-be Gwyn NEG inthefield ever
‘Gwyn will never beinthefield.’
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b. Fuodd Gwynddimyny cae erioed.
was Gwyn NEG inthefield ever
‘Gwyn was never in the field.’

Thus, examples like (23b) and (24b) do not show that negative objects may
appear earlier than other objects.

Similarly, in Welsh sentences with an auxiliary and a non-finite verb,
the object follows the verb. The following illustrate for non-pronominal
objects:

(27) & Naeth Emrysweld Emyr.
did.3SG Emryssee Emyr
‘Emrys saw Emyr.’
b. *Naeth EmrysEmyr weld.
did.3SG Emrys Emyr see

With a pronominal object the non-finite verb is preceded by a clitic but the
object follows the verb and may not precede:

(28) & Naeth Emrysei weld o.
did.3SG Emrys 3SGM see he
‘Emrys saw him.’
b. *Naeth Emryso weld.
did.3SG Emrys he see

With a negative object, the verb must be preceded by ddim or some other
negative element. The object may not precede the verb. ((29a) is rather like
(15a).)

(29) & Naeth Emrysddim gweld neb.
did.3SG EmrysNEG see  noone
‘Emrysdidn’t see anyone.’

b. *Naeth Emrys neb weld.
did.3SG Emrys no one see

Thus, while it is quite plausible to suppose that certain objects appear outside
VP in Swedish, there seems to be no evidence that any objects are outside VP
in Welsh.

There aso seems to be no evidence that PP complements are outside
VP. A PP complement always follows the negative particle ddim.

(30) a  Soniish i ddim wrth Megan.

mentioned | NEG to Megan
‘I didn’t talk about Megan.’
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b. *Soniish i wrth Megan ddim.
mentioned | to  Megan NEG
‘I didn’t talk about Megan.’

It also follows a non-finite verb.

(31) a Neshisbn wrth Megan.
did | mentionto Megan

‘I didn’t talk to Megan.’

b. *Neshi wrth Megan son.

did 1to Megantak

‘I didn’t talk to Megan.’

Thus, if Welsh VSO clauses contain a VP, Sells's structural approach cannot
be extended to Welsh.

Although a VP analysis of Welsh VSO clauses has been generally
accepted within transformational work, Borsley (2006) shows that the
arguments for such analyses are quite weak. For example, one argument
highlights the fact that non-finite clauses such as the bracketed materia in
(32), show subject-verb order and presumably contain aVP.

(32) Mae Sionyn disgwyl [i Emrysddarllen llyfr].
is Sién PROG expect to Emrysread book
‘Sién expects Emrysto read a book.’

This would provide evidence that finite verbs contain a VP if one assumed
that al forms of a lexeme must be associated with the same structure.
However, it seems that no one assumes this. It has been generally accepted
since the 1970s that passive verbs differ from the related active verbs in
taking an optional PP, containing an NP with the semantic role which is
assigned to the subject of the active.

If Welsh VSO clauses do not in fact involve a VP, then verb and its
subject and complements are al daughters of S. This might lead one to
propose a variant of Sells's approach which requires a negative constituent
which is a daughter of S. (14a-14c) will have a negative constituent which is
a daughter of S, whereas (14d) will have a negative constituent inside an
aspectual phrase. (14€) will have a negative constituent which is a daughter
of Sif the PP complement counts as a negative constituent but will not if it
does not. However, if complements are daughters of S, so will post-
complement adverbs be. These do not give a well-formed negative sentence,
as (19b) and (20b), repeated herein (33), show:

33y a *Wda i Emyr byth eto.

will-see.1SG | Emyr never again
‘I will never see Emyr again.’
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b. *Welish i Emyr erioed eto.
saw.1SG | Emyr never again
‘I never saw Emyr again.’

Thus, whether or not Welsh VSO clauses contain a VP, it seems that Sells's
structural approach is untenable.

Bordey and Jones (2005: chapters 3 and 9) develop what might be
called a selectional approach to the Welsh data. They propose that Welsh has
aclass of weak negative verbs, which normally look like positive verbs, asin
(34), but sometimes have a distinctive form, asin (35).

(349) a Fydd Gwynyng Nghymru.
will-be Gwynin Wales
‘Gwynisin Wales.’

b. Fydd Gwynddim yngNghymru.
will-be Gwyn NEG in Wales
‘Gwynisnot in Wales.’

(35 a  Mae Gwynyng Nghymru.
is Gwynin Wales
‘Gwynisin Wales.’

b. Dydy Gwyn ddim yng Nghymru.
is  GwynNEG in Wales
‘Gwynisnotin Wales.’

They propose that such verbs are subject to the following constraint:

(36) Negative Dependent Constraint
A weak negative verb must have a hegative complement.

Following Borsley (1989b), they assume that post-verbal subjects are
complements, and they argue (2005: chapter 5) that the same is true of post-
subject adverbs. They assume that a constituent is negative if it has a
negative head and that for some speakers but not others a PP is negative if its
head has a negative complement.

This approach provides a straightforward account of the data in (14).
(148)-(14c) al contain a negative complement. In (14d), the complement
wedi gweld neb contains a negative element, but it is not negative itself
because the negative element is not the head. In (14€) the complement wrth
neb contains a negative element which is not the head. However, it is
negative for some speakers but not others.

This approach works well for the Welsh data. However, it is obviously
not possible to apply it to the Italian data because neither post-verbal
complements nor post-verba subjects produce a well-formed negative
sentence. Nor can it be applied to Swedish. Unlike Welsh, Swedish has a
double-object construction. As the following show, a negative second object
only gives awell-formed negative sentence if the first object is pronominal.
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(37) a  Jaglanade dig inga pengar.
| lent youno money
‘I didn’'t lend you any money.’
b. *Jaglanade Sven inga pengar.
| lent Svenno money
‘| didn’t lend Sven any money.’

For Sells, the first object in (37a) is pronominal and can be outside VP.
Hence, the second object can also be outside VP. In contrast, the first object
in (37b) is non-pronominal and must be inside VP. Hence, the second object
must be inside VP. Obviously, examples like (37b) show that not all negative
complements give a well-formed negative sentence in Swedish. Thus,
Bordley and Jones's approach cannot be applied to Swedish.

We have now considered three approaches to negative prominence: De
Swart’s simple linear approach, Sells's structural approach, and Bordey and
Jones's selectional approach, and three languages, Italian, Swedish and
Welsh. The following table shows which approaches can accommodate
which languages:

De Swart Sells (2000) Borsley and Jones
(forthcoming) (2005)
Italian yes yes no
Swedish no yes no
Welsh no no yes

Table 1: Approaches to negative prominence

None of the three approaches can accommodate the negative realization facts
in al three languages. It is natural, then, to look for a rather different
approach.

5. Linearization-based HPSG approach

I will now show that a more sophisticated linear approach can be developed
within the linearization-based version of HPSG developed in Kathol (2000),
which can accommodate all three languages.

For linearization-based HPSG, constituents have an order domain, to
which ordering constraints apply. The domain elements of a constituent may
be ‘compacted’ to form a single element in the order domain of the mother or
they may just become elements in the mother’s order domain, in which case
the mother has more domain elements than daughters. Most importantly in
the present context, order domains and especially clausal order domains are
divided into topological fields. Kathol shows how a variety of facts about
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German clause structure can be accounted for by constraints on order
domains. | will show how the negation facts of al three languages can be
attributed to such constraints.

Kathol (2000: chapter 9) discusses Swedish clause structure and
proposes the following system of topological fields:

first Initial constituents

second | Finite verbsin main clauses

third Constituents which follow the finite verb in a
main clause but precede non-finite verbs and
finite verbs in subordinate clauses

fourth | Non-finite verbs and finite verbs in subordinate
clauses

fifth Constituents which follow the finite verb in a
subordinate clause

Table 2: Swedish topological fields

Assuming these fields and assuming that constituents which can give a well-
formed negative sentence are [NEG +], the examples in (5) will have the
following clausal order domains:

38

DOM <

(39) | DOM <

(40) | DOM <

(41) | DOM <

third

[ first } {second}
. , .| NEG +
| <jag>||<har>

<inte>

[ first _
second | | third
NEG+ |, ,

_ <s&g>
| <ingen > 0

first second | [ fourth
<jag>||<har>||<sett>
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}

>

fifth
< boken til henne >

}



first second fifth
(42) | DOM <| . , , ) >
<jag>||< pratade> | | < medingen >

(38) and (40) have a [NEG +] element in third, and (39) has a [NEG +]
element in first. In (41) a [NEG +] element is in fifth. (42) has no [NEG +]
element. The ungrammaticality of (43) suggests that med ingen is not [NEG
+].

(43) *Med ingen pratade jag.
with no one spoke |
‘| didn’t speak to anyone.’

Notice that this contrasts with Italian, where (3) suggests that PPs like this
are [NEG +], and Welsh, where (14€) suggests that similar PPs are [NEG +]
for some speakers. The grammatical counterparts of (5d) and (5e), (6a) and
(6b) have the following clausal order domains:

I third
first second " fourth fifth
(44) | DOM < , I NEG+ |, , >

< > || < har > _ <sett > | | < ndgon >
Jag <inte> X

[ hird
firg [second]| fifth
(45) | DOM < , | NEG + |, >

) < med négon >
<inte> «

Both have a[NEG +] element in third.
We should also consider the examples in (37). These will have the
following clausal order domains:

! . third
first second third
(46) | DOM <| . , . , ) .| NEG + >
<jag>||<lanade> | | <dig> .
<ingapengar >
) ) fifth
first second fifth
(47) |DOM <| | , . , .| NEG + >
<jag>||<lanade> | | < Sven> _
<ingapengar >
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In (46) the first object isin third and therefore the negative second object can
aso be in third. In (47) the first object is in fifth and therefore the negative
second object must also bein fifth.

Given these order domains, there is a simple generalization about
Swedish negation. A negative clause has a negative element in the first or
second field. Thus, we need the following constraint:

_ first v third
(48) negative-clause —» | DOM <., >
NEG +

We can turn now to Welsh. Asfar as| am aware, topological fields have
not been applied to Welsh clause structure. However, Bordey and Kathol
(2000) propose the following topological fields for the related Celtic
language, Breton, and they seem appropriate for Welsh as well.

first Pre-verbal constituents

second | Verbs

third Subjects, post-subjects adverbs, complements
fourth Adverbial constituents

Table 3: Welsh topological fields

Assuming these fields, we can propose the following schematic clausal order
domains for the examplesin (14):

(49)

) third )
second | | third third
DOM < o I NEG+ |, ) ) >
<dw> || <i> , < wedi rhoi r'llyfriddi hi >
<ddim>

third o

second third .
' | <fi>

<N > -

(50) | DOM <
< welodd >

third

second third
(51) | DOM < Jd . |,INEG+ |>
<fydd> || <i>
< neb >
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2 < dw >

[ second

(53) | DOM <

[ second
DOM < }, {

third
<i>

i

third

third

< wedi gweldneb> >}

| < soniish >

<i>

}{third} (NEG+)  |>

< wrth neb >

[NEG +] is bracketed in the domain element of wrth neb because some
speakers but not others will have this feature specification. (49)—51) and, for
some speakers, (53) have a [NEG +] element in third. (52) has no [NEG +]
element because neb is not the head of the complement wedi gweld neb. The
examplesin (15) will have the following clausal order domains:

i third .
second | | third third
(54) | DOM < 0 . |\|NEG+ | _
<dw> || <i> _ < wedi gweld neb >
<ddim> -
) third third
second third
(55) | DOM < ishs [ <is I NEG+ || (NEG+) >
<soniish>| | <i>
<ddim> | | <wrthneb >

Both have a [NEG +] element in third. The grammatical examples in (19)—
(22) dso have a negative element in third. (19a), for example, has the
following clausal order domain:

third
second third third fourth
(56) | DOM < d . LINEG+ |, , >
<wea>||<i> <Emyr> || <eto>
< byth >

It is clear, then, that a negative element in third gives a well-formed negative
sentence. However, thisis not the only possibility.

Bordey and Jones (2005: chapter 3) show that Welsh also has certain
strong negative verbs, which produce a well-formed negative sentence on
their own. One type is a verb in a subordinate clause preceded by the particle
na (nad before avowel).4 (57) illustrates.

4 Welsh also has negative subordinate clauses which are just like negative main
clauses. Thus, (i) is possible instead of (57).
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(57) Wn i[na fydd Sioned yn gweithio heno].
know.PRES.1SG | NEG be.FUT.3SG Sioned PROG work  tonight
‘I know that Sioned will not be working tonight.’

Another is a specia negative verb used in imperatives, illustrated in (58).°
(58) Paid/ Peidiwcha myndi Aberystwyth.

NEG.SG NEG.PL withgo to Aberystwyth

‘Don’t go to Aberystwyth’

The subordinate clause in (57) and the imperative in (58) will have the
following clausal order domains:®

_ o third third
' i
(59) |DOM <|NEG+ || | N R
< nafydd > <Sioned > | | < yngweithio heno >
_ seoond third
(60) | DOM < | NEG + { ! | }
< paidipeidiwch > | L~ & Myndi Aberystwyt >

Both domains have a negative element in second. Thus, this is a second
possihility.

(i) Wn i fydd Sioned ddimyn  gweithio heno.
know.PRES.1SG | be.FUT.3SG Sioned NEG PROG work  tonight
‘I know that Sioned will not be working tonight.’

S This is a defective verb, which has just the imperative forms in (58) and a non-
finite form peidio used to negate a non-finite clause. The latter is illustrated in (i),
where it appears as beidio due to aregular mutation process.

(i) MaeSiényn disgwyl [i Emrysbeidioa darllen Ilyfr]
is Sibn PROG expect toEmrysNEG withread book
*Si6n expects Emrys not to read a book.’

6In Bordey and Jones (2005) only semantically negative dependents are marked
[NEG +]. However, there is no good reason why negative heads should not also be
marked in this way. A clause with a [NEG +] head must not be [NEG +] itself
because it does not make a superordinate clause negative. This is no problem if
heads and their mothers are only identical by default as in Ginzburg and Sag (2000).
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What about negative elements in first? This is what we have in (61),
which will have the clausal order domain in (62).

(61) *Neb welish 1.
no one saw-1SG |
‘It was no onethat | saw.’

first

second third
(62) | DOM <| NEG + |, S Nk IS
<wedish>||<i>
< neb>

It seems, then, that a negative element in first does not give a well-formed
negative sentence.

What about fourth? The ungrammatical examplesin (19)—22) show that
a negative element in fourth does not give a well-formed negative sentence.
(19b) will have the following clausal order domains:

fourth
second third | | third fourth
(63) | DOM < , , | NEG+ |, >

ea i Emyr
<wela>||<1> | |<Emyr> <byth>

It seems, then, that a Welsh negative clause requires a negative element
in either the second or the third field, and hence that the following constraint
IS necessary:

second v third
(64) negative-clause — {DOM <{ v }>}

NEG +

Finally, we can consider Italian. Here, it seems reasonable to assume the
following very simple set of topological fields (cf. Przepidrkowski 1999):

first Pre-verbal constituents
second Verbs
third Post-verbal constituents

Table 4: Italian topological fields

Given these assumptions, (1a) and (1b) will have the following clausal order
domains:
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first

second third
(65) | DOM <| NEG + { M ' }

< telephona> | | < aGianni >
< nessuno >

third

first second
(66) | DOM < o, .| NEG + >
< Gianni > | | < telephona >

<ahnhessuno >

What of (1¢)? For Kim (2000: chapter 4.3), non is aclitic-auxiliary and hence
atype of verb. For Abeillé and Godard (2003) it is a lexical adjunct to the
verb. Either way it will be in second. Given Kim's analysis, (1c) will have
something like the following order domain:’

] second ] third
first third
(67) | DOM < . |,INEG+ |, .| NEG + >
< Gianni > < telephona >
on > < anessuno >

Assuming these order domains, Italian requires a negative element in either
the second or the third field, and hence the following constraint:

) first v second
(68) negative-clause — | DOM <., >
NEG +

It seems, then, that while a number of non-linear approaches cannot
accommodate the negative realization facts in al three languages, there is no
problem for alinear approach assuming topological fields.

6. Concluding remarks

In this paper, | have looked at the ways in which three languages, Italian,
Swedish, and Welsh, require negation to be realized in a prominent position.
| have shown that a linear approach employing topological fields can provide
an account of the facts in all three languages, unlike the ssmple linear
approach of De Swart (forthcoming), the structural approach of Sells (2000)
and the selectional approach of Borsley and Jones (2005). It looks, then, as if

7 There are other possible analyses here. Telefona and a nessuno might form asingle
member of the third field. Alternatively, telefona might be a second member of
second.
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we have phenomena here which not only appear to involve linear order but
really do involve linear order.
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Abstract

In this paper, we present an analysis of noun phrases with elided nouns
that dispenses with the positing of empty categories and preserves the NP
structure assumed for NPs with overt nouns, modulo the absence of the head
noun. On a par with traceless analyses of long distance dependencies, this is
proposed as a further step towards a more lean theory of grammar, without
phonetically null items.

1 Introduction

Elliptical NPs get structured around missing head nouns, as illustrated in the fol-
lowing examples from English (Lobeck (1995)):

(1) a. Although John’s friends were late to the rally, [ Mary’s - ] arrived on time.

b. Because [ her two - | were sick, Melissa didn’t take the children to swim-
ming lessons that week.

c. We tasted many wines, and I thought that [ some - ] were extremely dry.

This is a widespread type of construction that occurs in many languages other
than English, as exemplified below with data from German (Netter (1996)) and
Spanish (Ticio (2005)):

(2) a. das rote Auto und [ das blaue - |
the red car and the blue
the red car and the blue one

b. la casa azuly [la - verde]
the house blue and the green
the blue house and the green one

The following is a list of typical properties of NP ellipsis that have been re-
ported in the literature.

As noun ellipsis is to be viewed as a phenomenon different from null argu-
ments, at least one specifier, one complement or one modifier is present in the
elliptical NP.

In some languages, like German, ellipsis cannot be NP initial (Netter (1996)):

(3) a. Alte Ménner mit Hut haben [ junge - mit Miitze ] getroffen.
old men  with hat have young with cap met
Old men in hats met young ones in caps.

TWe would like to thank Valia Kordoni for reviewing a previous version of this paper and Berthold
Crysmann and Stefan Miiller for some German data and comments. Any mistakes are entirely ours.
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b. * Alte Minner mit Hut haben [ - mit Miitze | getroffen.

In some languages, some determiners, like the English definite articles, cannot
alone form an NP (English example from Lobeck (1995)), while others are allowed
to (1c):!

(4) * A single protester attended the rally because [ the - ] apparently felt it was
important.

In languages like Portuguese and Spanish, with pre- and post-head adjectives,
pre-head ones (which are intensional) cannot appear in this construction (Spanish
example in (5b) from Ticio (2005)), although postnominal adjectives (intensional
or not) can (Portuguese example in (5a)):

(5) a. a terroristareale [a -imaginada ]
the terrorist real and the imagined
the real terrorist and the imagined one

b. * Ayer vi ala verdadera terroristay a[la supuesta-].
yesterday I saw the true terrorist and  the alleged
intended: Yesterday I saw the real terrorist and the alleged one.

In addition, the elliptical NP relies on an antecedent to be interpreted, from
which it inherits gender as well as subcategorization and count/mass properties
(Netter (1996) and Masullo (1999)),

(6) a. die starke Konzentration auf die Wirtschaft
the strong concentration on the economy
und [ die weniger grosse - auf den Umweltschutz ]
and the less large  onthe environment

the strong concentration on the economy and the less large on the
environment

b. * Juan visité a sus tios y Pedrovisité a[la -suya].
Juan visited his uncles/aunts.Masc and Pedro visited  the his.FEM
intended: Juan visited his aunt and uncle and Pedro visited his (aunt).

but not necessarily number:
(7) Juan visité a sus tios y Pedro visité a[l- suyo].

Juan visited his uncles/aunts.mMaAsc and Pedro visited the - his.Masc.sG
Juan visited his aunt and uncle and Pedro visited his (uncle).

"We are assuming, like much of the literature on noun ellipsis, that if an item can appear in an NP
which is restrictively modified, it is not a pronoun but a determiner, since restrictive modifiers attach
to N (see Section 4.4).
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In English, an overt element (one) is used instead of a null noun in certain
contexts (one anaphora).

Finally, NP ellipsis should not be confused with missing-N generics (e.g. the
desperately poor),” which tend to be limited to descriptions of people and do not
resort to an antecedent to be interpreted.

2 Previous Accounts

Many previous analyses of NP ellipsis, either in the HPSG framework (e.g. Net-
ter (1996), Nerbonne and Mullen (2000)) or under other theoretical persuasions
(e.g. Lobeck (1995), Ticio (2005)), assume an empty category approach where the
missing noun is assumed to be an actual, though phonetically null, lexical item.

In line with a view of grammar free of reified empty categories, alternatives
to this approach have been advanced as well. One of such alternatives was put
forward in (Winhart, 1997) and consists in analyzing adjectives in elliptical NPs
as the result of a nominalization lexical rule. A major problem for this account,
pointed out in (Netter, 1996), is that it cannot derive an elliptical NP where the
adjective has modifiers or specifiers of degree, as in (8).

(8) die ziemlich alten Minner und [ die [ besonders jungen ] - ]
the quite  old men and the particularly young
the quite old men and the particularly young ones

A similar analysis, based on explaining away the data via some category change
of the elements occurring in elliptical NPs, might be envisaged for determiners:
when items from these categories appear in elliptical NPs, they could be taken
as pronouns, either as a result of some lexical rule, or even as homonymous items
included in the lexicon from the start. Such an approach has also found appropriate
appreciation and criticisms in (Nerbonne and Mullen, 2000), the main argument
against it being the possibility of restrictive modification (see Section 4.4).

Another line of research has been to propose the underspecification of adjec-
tives and other NP elements so that they can function as nouns as well. A crucial
problem here concerns how the semantics of the NP is composed given that deter-
miners and nouns, for instance, make different contributions to its semantic con-
tent. This is the approach explored in (Beavers, 2003) for nouns and determiners.
That work is limited in its range because it only covers elliptical NPs with a single
determiner.

Another option to be explored for an analysis that does not resort to empty cat-
egories is to use a unary syntactic rule, which can operate in tandem with the usual
specifier-head or adjunct-head schemata. This possibility is appreciated in (Netter,
1996), to be dismissed as being theoretically uninteresting. Taking into account,

2We will call missing-N generics to what is referred to in the literature as people deletion (Pullum
(1975)) or null-N generics (Nerbonne and Mullen (2000)), because that expression is more neutral
than the latter with respect to the status of transformations or empty categories.
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however, how the use of unary schemata has been enhanced since then,? this is
clearly an option worth considering, and it is the approach that will be explored in
the next Sections.

Two computational HPSGs for German (Miiller and Kasper (2000) and Miiller
(1996)) indeed use unary syntactic rules that apply to noun modifiers and produce
a noun-headed projection.

The analysis proposed in the following Sections presents a unified treatment
of noun adjuncts and determiners in noun ellipsis constructions, merging the latter
accounts with the account of Beavers (2003).

3 Functors and NP structure

Before entering into the details of the proposed analysis for elliptical NPs, it is
useful to briefly sketch the NP organization assumed by our analysis.

Our account of ellipsis builds upon the work of Allegranza (1998a), Allegranza
(1998b), Van Eynde (2003a) and Van Eynde (2003b), who propose the simplifica-
tion resulting from replacing the specific constructs used to handle specifiers and
adjuncts by a more general one for functors.* Following this work, the specifier vs.
adjuncts distinction becomes useless by letting all functors select their head via a
single feature (its designation has not been uniform: here we use SELECT) and by
using another feature (here MARKING) to, somewhat redundantly in the presence
of valence features, directly describe saturation. This eliminates the features MOD,
SPEC and SPR and turns out to require fewer syntactic schemata.

A head-functor schema then comes into play, which, as outlined in Figure 1,
identifies the element in the functor’s SELECT feature with the head daughter. While
the mother node’s valence and head features are shared with the head element,
as expected, its MARKING value is contributed by the functor, via functor’s MARK
value.’

A type hierarchy for the possible values that features MARKING and MARK can
take are then used to enforce the subtleties of the NP internal syntactic structure.
For the sake of illustration, a type hierarchy for MARKING values is presented in
Figure 2, and the following paragraphs describe the necessary constraints where
they are employed to model a very simplified NP structure assumed in the remain-
ing Sections.®

3Ginzburg and Sag (2001) make heavy use of them, also in the analyses of constructions related
to ellipsis, like sluicing, and Sag (2000) employs a syntactic rule to handle VP ellipsis that in some
cases may be unary.

*This is in line with similar proposals in transformational grammar, including the influential
Kayne (1994), which assumes perhaps the more far reaching motto that “specifiers are an instance of
adjunction”.

SDespite the name of MARKING we are using for this feature, functors are not to be confused with
the markers of Pollard and Sag (1994).

®This hierarchy will be used for all languages under consideration. Inevitably, if one wants to
cover phenomena that are not treated in this paper, there will be language-related differences. To
give an example, in Portuguese, possessives co-occur with articles: 0 articie t€UPossessive CATTONoun
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-head-functor-phr

HEAD
SS|LOC|CAT | VAL

MARKING

HEAD
HEAD-DTR|SS [4] | LOC|CAT
VAL
MARK
FUNCTOR-DTR|SS|LOC|CAT|HEAD
SELECT

Figure 1: Outline of head-functor schema

marking
saturated/ }et-marking
det-marking num—mark{ htm—marking
n—marking/ \rel—marking

Figure 2: Type hierarchy of marking

With this setup, items that select for NPs constrain them to have a MARKING
with value saturated (instead of requiring their SPR feature to be empty). For in-
stance, an item with an NP complement (and no other complement) will say:

HEAD noun
SYNSEMLOCAL|CAT|VALCOMPS< LOCAL|CAT | VAL|COMPS () >
MARKING saturated

Nouns come in the lexicon with [ MARKING n-marking ]. Therefore, they need
to combine with a functor with a MARK value unifiable with saturated in order for
the resulting constituent to be able to occur in NP contexts.

Determiners select a constituent with a value of MARKING incompatible with
the value of their MARK feature, so that they do not iterate:

determiner
SYNSEM|LOCAL|CAT|HEAD | SELECT|LOCAL|CAT|MARKING  no-det-marking
MARK det-marking

Numerals are similar but less peripheral:

(your car). They cannot however be treated as adjectives, because they cannot iterate and are more
peripheral (they precede numerals). So a more elaborated type hierarchy for marking is required. To
the best of our knowledge, no attempts have been made yet to establish hierarchies for marking that
can be assumed as universal. The one we present does not bear that claim either.
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numeral
SYNSEM|LOCAL|CAT|HEAD | SELECT|LOCAL|CAT/MARKING  no-num-marking
MARK num-marking

APs and PPs select for a constituent with [ MARKING n-marking ]| and produce
a node with the same level of saturation:

adjective \ preposition
SYNSEM|LOCAL|CAT|HEAD | SELECT|LOCAL|CAT|MARKING n-marking
MARK n-marking

As a consequence, they are allowed to recur and, when following the noun, to
be interspersed (i.e. both Noun-AP-PP and Noun-PP-AP sequences are grammati-
cal in languages that allow postnominal adjectives).’

Relative clauses should be allowed to iterate, but they are more peripheral than
APs and PPs inside an NP:

SELECT|LOCAL|CAT|MARKING  no-num-marking
SYNSEM|LOCAL|CAT|HEAD )
MARK rel-marking

Appropriate nesting is thus enforced with the help of MARKING values: for
instance, determiners are more peripheral than numerals.

Marking values do not constrain relative word order between the daughters of
head-functor phrases, which must be enforced separately.®

The use of a unary schema can also be assumed to produce bare NPs when
appropriate. Instead of discharging the SPR feature of nouns, that rule takes as
daughter a noun-headed constituent with [ MARKING no-det-marking | and produces
a node with [ MARKING det-marking ].

3.1 Example

An example parse for the NP these two cars is presented in Figure 3.

"If a language has both prenominal and postnominal adjectives, or prenominal adjectives and
postnominal PPs, potentially spurious attachment ambiguities will be produced for a sequence
AP-Noun-PP/AP: [ AP [ Noun PP/AP ] ] and [ [ AP Noun ] PP/AP ]. It is straightforward to
complicate the type hierarchy of marking to control this, too. If one wants to keep the struc-
ture [ AP [ Noun PP/AP ] ] and rule out [ [ AP Noun ] PP/AP ], the type n-marking can
be split into two subtypes pre-n-marking and post-n-marking, and prenominal adjectives can be
specified to have the constraint [ MARK pre-n-marking ] and select for nominal projections with
[ MARKING n-marking ], with prepositions and postnominal adjectives selecting for sister nodes with
[ MARKING post-n-marking ] and bearing an identical value for their MARK attribute. Nouns would
then come in the lexicon with [ MARKING post-n-marking 1. We will ignore this complication in the
remainder of this text.

8For instance, by having two subtypes of the functor-head schema with different precedence
relations between head and functor and controlling rule application by some dedicated feature in
functors.
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HEAD noun
SS|LOC|CAT )
MARKING det-marking

SS3]... .
SELECT MARKING num-marking

|
estes
these

MARK HEAD
SS..HEAD

MARK HEAD
SS..HEAD SS[5]... .
SELECT MARKING  n-marking
dois carros
two cars

Figure 3: Parse tree for estes/these dois/two carros/cars.

4 Analysis

In the approach sketched in the previous Section, both for specifiers and adjuncts,
the information about their head can be found in a single place (the SELECT feature),
and the same holds for the information on the nature of the constituents they yield
when they are attached to their head (under the MARK feature). This account of NPs
in general brings two important advantages: (1) specifiers and modifiers receive a
uniform treatment; (2) since all the syntactic properties of the constituent resulting
from the attachment of a functor with its head are present in the functor, they will
be known if the head is missing. Therefore, a single schema for noun ellipsis can
be implemented for both specifiers and adjuncts ensuring syntactic structures that
replicate the ones obtained when the nominal head is not missing.

Against this background, elliptical NPs without complements can be easily
accounted for with the help of a syntactic schema n-ellipsis-functor, which is a
straightforward unary version of the schema in Figure 1 for NPs but without the
HEAD-DTR. Some properties of this schema are:

e the MARKING value of the mother node is given by its functor’s MARK value;

e the SYNSEM of the mother node is partly shared with the SYNSEM of the
functor’s SELECT value: it is shared at least for the features HEAD and VAL.’
As for the remainder features, note that, on the one hand, the SYNSEM|LOCAL)|

These are the same features that are shared between the mother and the head-daughter in a head-
functor phrase, and functors must be able to fully specify the level of saturation of the head they
attach to.
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n-ellipsis-functor
HEAD noun

SS|LOC|CAT | VAL
MARKING

HEAD
FUNCTOR-DTR|SS|LOC|CAT|HEAD

SELECT|LOC|CAT
VA

MARK

Figure 4: Outline of the noun ellipsis schema.

CONT|RELS of the mother node must be the union of the functor’s RELS with a
multi-set of relations corresponding to the denotation of the missing noun; on
the other hand, the MARKING values (i.e. the MARKING feature of the mother
node and the MARKING feature of the synsem in the SELECT attribute of the
functor) may be incompatible and should not be shared at all;

e the HEAD of the mother is constrained to be a noun (functors not selecting
nouns via the SELECT feature will thus not be part of an elliptical NP), and
its COMPS should be inherited from the antecedent.

Hence, given an elliptical NP, this schema will directly apply to the functor with
the most specific marking type. The other functors will be combined as expected,
following the usual schemata in place also for non elliptical NPs.

Figure 4 depicts the syntactic constraints associated with the noun ellipsis
schema. The semantic properties of this construction are discussed in Section 4.3.

4.1 Example

We present the parse tree for the NP estes dois/ these two in Figure 5. The numeral
dois/two feeds the n-ellipsis-functor rule and yields a node with [ HEAD noun | and
[ MARKING num-marking ]. The determiner attaches as expected, via some head-
final version of the head-functor schema in Figure 1, giving rise to a node with
[ MARKING det-marking ], a full (saturated) NP. The resulting structure is completely
parallel to the one of an NP like estes dois carros (these two cars), except for the
missing N node and the branch connecting it (Figure 3).

The NP estes/these will also be generated (with estes/these feeding the ellip-
sis rule and producing a projection headed by a noun with a saturated MARKING
value, i.e. an NP), but then the numeral cannot attach for the very reasons that pre-
vent numerals from modifying full NPs: conflicting values of MARKING and other
constraints that also block numerals from attaching to the right of constituents in
Portuguese and English.

In general, NPs with elided nouns are derived by an application of the ellipsis
rule to the most embedded constituent as defined by the marking hierarchy. The
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HEAD noun
SS|LOC|CAT | VAL
MARKING det-marking

SELECT HEAD noun
SS|LOC|CAT|HEAD
MARK SS [4] LOC|CAT | VAL
| MARKING num-marking

estes |
these
HEAD
SELECT...
SS|LOC|CAT|HEAD VAL
MARK [3]
|.
dois
two

Figure 5: Parse tree for the NP [ estes/these dois/two - ].

other functors that are present combine as expected. In (9) we show the structures
produced by the present analysis for some of the English ((9a) and (9b)), Spanish
(9¢) and German (9d) examples in Section 1:

(9) a. [detfmarking [D Some] ]
b. [det—marking [D her] [num—marking [Num tWO] ] ]
C. [det—marking [D la] [n—marking [A Verde] ] ]

d. [detfmarking [nfmarking [A junge] [nfmarking [PP mit Mﬁtze} } ] ]

4.2 Antecedent Resolution

The relation between an NP with an elided noun and its antecedent has been re-
ported in the literature to have properties in common with the kind of binding ruled
by Principle B (Hankamer and Sag (1976), Lobeck (1995) among others; the fol-
lowing examples are theirs). In fact, the antecedent can be given pragmatically, as
in (10a), or be in a different sentence (10b).

(10) a. Ata food vendor’s: I'll take [ two - |.

b. - John caught a big fish.
- Yes, but [ Mary’s - ] was bigger.
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The way to determine the antecedent may thus be dependent on how anaphoric
binding is analyzed in general and will not be discussed here. But it is worth noting
that, whereas in binding there is an anaphoric relation between NPs, here there is
a semantic dependency relation between predicators (sentence (3a) illustrates this
point clearly). We will continue using the expression one anaphora in this text
though.

4.3 Semantics

Bearing in mind the considerations in the previous paragraphs, we illustrate the
composition of semantics for these phrases, ignoring for now the way the an-
tecedent is to be recovered. Minimal Recursion Semantics (Copestake et al. (2005))
is used to this end.!'® Figure 6 shows the semantic constraints on n-ellipsis-functor,
and its main properties are the following:

e the SYNSEM|LOCAL|CONT|RELS of the mother node is the union of the func-
tor’s RELS with a multi-set with a nominal object in it (a noun-ellipsis rela-
tion);

e since no handle constraints should be associated with the missing noun, the
HCONS feature of the mother node is simply the HCONS of the daughter;

e the INDEX of a nominal projection is the INDEX of the head noun, which
is structure-shared with the ARGO of the noun’s relation in the lexical entry
for the noun. In the absence of this lexical unit, this unification must be
performed here, by directly identifying the INDEX of the mother node with
the ARGO of the noun-ellipsis relation;

e the functor must be allowed to see the LTOP and the INDEX of the node it
selects because they can be arguments of the relation or relations the functor
contributes to the semantics. Since a noun would equate its LTOP with the
LBL feature of its relation and its INDEX with the ARGO feature there, these
are unified with the LTOP and INDEX under the SELECT attribute of the functor;

e to simplify our presentation, we ignore Kasper’s problem (Copestake et al.
(2005)) in this analysis and (1) unify the LTOP of the mother node with the
LTOP of the daughter, and (2) assume in what follows that, in the lexicon,
intersective modifiers identify their LTOP with the LTOP of what they select.
It should be clear that the present proposal is compatible with any of the two
known solutions to that problem (i.e. multiplying syntactic rules or multiply-
ing the features used for the composition of semantics; see the cited paper).

%For conciseness reasons, we omit feature HOOK in our presentation.
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n-ellipsis-functor

LTOP
INDEX

noun-ellipsis_rel

SS|LOC|CONT
RELS U< |LBL
ARGO
HCONS
LTOP
CAT|HEAD|SELECT|LOC|CONT
INDEX
FUNCTOR-DTR|SS|LOC LTOP

CONT |RELS
HCONS

Figure 6: Semantic constraints of the noun ellipsis schema.

4.3.1 Example

We present an example parse for the NP some - in Varna, decorated with LTOP and
INDEX features, in Figure 7. In that figure, it is assumed that features SS|LOC|CAT)|
HEAD|SELECT|LOC|CONT|LTOP and SS|LOC|CONT|LTOP are unified in the lexical entry
for the preposition. The resulting MRS is presented in Figure 8.

4.4 Structural Parallelism

Maintaining structural parallelism between NPs with expressed nouns and NPs
with missing nouns has several advantages. For instance, if we assume that rela-
tive clauses attach lower than determiners in expressed noun NPs, as we have been,
in the present analysis an NP like some that arrived will get the parallel structure
[ [some p] [ [ that arrived rc] 5] np]. This can be important for semantic rea-
sons, since restrictive relative clauses contribute relations in the restrictor of the
quantifier of the NP they are in.

An alternative analysis where some would be, say, a pronoun and restrictive
modifiers must attach higher would introduce asymmetries in the way semantics is
built. For example, in the analysis of Beavers (2003), a unary syntactic rule is put
in place for noun ellipsis that takes a determiner as input, and noun-headed projec-
tions are considered complements of determiners (the DP hypothesis is followed).
This analysis has obvious problems attaching a relative clause (or a numeral as in
these three, etc.) to an unexpressed complement of a determiner and will thus be
forced to have these elements attached to full DPs when no noun is present. In
the analysis presented here, determiners, with [ MARK det-marking ], produce full
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LTOP
SS|LOC|CONT
INDEX

LTOP LTOP
SS|LOC|CONT SS|LOC|CONT
INDEX INDEX
| |
some
LTOP
CAT|HEAD|SELECT|LOC|CONT
SS|LOC INDEX
CONT|LTOP [3]
o
in Varna
Figure 7: Parse for the example NP some - in Varna.
[Lrop [Tl A 1
INDEX [z6] x
some_rel .
o in_rel
LBL noun-ellipsis_rel
LBL h10
ARGO ,|LBL  [Rr10JA ,
ARG
RSTR  [h9]h| | ARGO
ARG2 [zll]x
BODY [h8]h
RELS - -
proper_rel 1 rel
named_re
LBL  [n13]A
LBL  [ri6lh
ARGO | ARGO -
R [211]
RSTR [R15]h v
CARG Varna
BODY [h14]h
qeq qeq
HCONS <HARG , | HARG >
LARG [r10]| |LARG

Figure 8: MRS for the NP some - in Varna.
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NPs when they undergo the ellipsis rule, but if a relative clause is present, it is this
element that feeds n-ellipsis-functor and the determiner attaches higher.

To put it more explicitly, a restrictive relative clause will behave like the PP in
Figure 7, identifying its LTOP with the LTOP of the constituent it selects. In an anal-
ysis where determiners of elided nouns are treated as pronouns, a relative clause
would have to attach to a full NP. In that case, the LTOP of its sister would have a
different value, as can be seen in that Figure, and extra features would be required
to fix the problem. Allowing for NPs like [ these two - ] and simultaneously block-
ing numerals from attaching to the right of NPs headed by overt nouns would be
even more cumbersome.

4.5 Complements of Null Nouns

The coMmPs feature of the node produced by the n-ellipsis-functor rule should be
the same as the COMPS feature of the antecedent noun: in languages where noun
modifiers can intervene between the noun and its complements, head-complement
schemata can apply higher, for instance to derive Portuguese examples like: !!

(11) o filho mais velhodo Ruie o [g[~n-maisnovo][da Ana]]
the son most old of the Rui and the most young of the Ana
Rui’s eldest son and Ana’s youngest one

However, since the deepest constituents of elliptical NPs with complements
might not be functors (i.e. might be the complements themselves), a further unary
schema, n-ellipsis-comp is required. For example, we want to assign to the NP o da
Ana the structure presented in (12), but the most embedded PP is not a functor.

(12) o filhodo Ruie [npo0 [g-[ppda Ana]]]
the son of the Rui and the of the Ana
Rui’s son and Ana’s

This second schema simply turns a PP that can be a noun complement into a
nominal projection. The remaining functors, if present, will attach upwards as ex-
pected. This schema should of course ensure that the complement PP is compatible
with the selectional properties inherited from the antecedent of the elliptical NP.

Some of its key properties are common to the n-ellipsis-functor schema above.
The resulting constituent:

e has a HEAD of type noun and a MARKING of type n-marking;

e since the antecedent can have more than one complement, its COMPS value
is the tail of the COMPS value of the antecedent of the elliptical NP;

"This is why in n-ellipsis-functor the VAL of the mother node is shared with the VAL in the functor’s
SELECT feature: functors that must attach only after the complements are projected — e.g. all ad-
nominals in English and relative clauses in Portuguese — can specify that they attach to a projection
with empty COMPS, with the desired effect that they are blocked from appearing in contexts like (11).
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n-ellipsis-comp
HEAD noun
CAT VAL|COMPS ()
MARKING n-marking
LTOP
INDEX
SS|LOC
noun-ellipsis2_rel
CONT LBL
RELS U
ARGO
ARG1
HCONS
[HEAD reposition |
CAT prep
VAL|COMPS ()
NON-HD-DTRS <SSLOC [INDEX >
CONT |RELS
HCONS

Figure 9: Additional noun ellipsis schema for PPs as noun complements.

e its RELS and HCONS values are also mainly contributed by the daughter, with
the semantics of the missing noun added;

e the LTOP and INDEX features of the mother node correspond to the features
LBL and ARGO of the added relation, as in nouns.

A few technical issues arise if the antecedent is not available: (1) it is not
possible to constrain the value of the COMPS in the mother node appropriately;
(2) it is not possible to know the arity of the relation for the missing noun; and
(3) it is not possible to know how the arguments of that relation are instantiated
(e.g. the second argument of the nominal relation is given by the INDEX feature of
the daughter node if it is a PP headed by a non-predicational preposition, but by
its LTOP feature if it is a CP). In general, selectional properties of the missing noun
are not known but they are required to constrain the daughter appropriately. The
antecedent is thus crucial to resolve these values. Figure 9 depicts this schema,
limited only to PP complements of nouns selecting for a single complement. If the
antecedent cannot be known, additional schemata may be necessary for other kinds
of complements.

Note that this second schema may not be required for every language. Lobeck
(1995) points out that in English, elliptical NPs cannot contain noun complements.

95



Therefore, in some languages n-ellipsis-functor may suffice to account for all data
concerning noun ellipsis.'?

4.6 Co-Occurrence Restrictions

In order to control many co-occurrence restrictions in elliptical NPs, the Left Pe-
riphery (Empty) (LP(E)) attribute is used in some analyses (Nerbonne and Mullen
(2000), Netter (1996)).'* Such an approach is compatible with the present proposal
and can be kept in use for the same purpose.

In (Nerbonne and Mullen, 2000), null nouns have the value null for their LP
feature, the anaphoric one shows the value one and all other lexical items are con-
strained to be [ LP full ], a value that is percolated from the leftmost daughter in
phrases. In the following paragraphs we show how this behavior can be mimicked
when one uses unary rules instead of the null noun.

In order to make use of LP in this approach, each ellipsis rule can be split into
two rules: one that corresponds to the case where the missing noun precedes the
functor or complement, the other corresponding to the inverse situation. Note that
not all combinations will be necessary for every language, as in languages with
fixed head-complement word order only one n-ellipsis-comp rule will be needed.
Head-initial ellipsis rules must then be specified to be [ LP empty ], the others
structure-share the LP feature in the mother node with the LP attribute of the functor
daughter (which will be full). Control on which functors feed each ellipsis rule can
be done in the same way as control on linear precedence between a functor and an
expressed head.'

An additional constraint must be added to n-ellipsis-functor rules — their func-
tor daughter selects an element with [ LP empty ], because the LP(E) analyses rely
on functors being able to see the LP value of what they select, and we want to mimic
the effect of them attaching to a null constituent:

{FUNCTOR-DTR|SS |LOC|CAT|HEAD|SELECT|LP empty}

The LP constraints on lexical items and remaining phrases are as in the original
proposals.

Sections 4.6.1, 4.6.2, 4.6.3 and 4.6.4 make use of the LP machinery to tackle
the co-occurrence restrictions of elided nouns enumerated in Section 1.

4.6.1 NP Initial Ellipsis

In some languages, like German, where NP initial ellipsis is ruled out (ex. (3)), LP
has been used to prevent PPs from being NP initial. That analysis can be used here.
Bare-NPs can be produced via a unary syntactic rule that adds quantifier semantics

12 Additionally, the COMPS of the mother node in n-ellipsis-functor may have to be constrained to
be empty in these languages. In English, it is actually not required, since nominal functors select
synsems with empty COMPS anyway, and n-ellipsis-functor is sensitive to this information (Figure 4).

In Nerbonne and Mullen (2000) LP takes the values empty, full or one. We will also use these.

“We are assuming a setup like the one described in footnote 8.
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and produces a node with [ MARKING det-marking ]. In these languages the bare-NP
rule must also constrain its daughter to be [ LP full ].

4.6.2 One Anaphora vs. Missing Nouns

The LP feature used in (Nerbonne and Mullen, 2000) to account for the specific
distribution of NPs with one and NPs with a missing head noun in English are
compatible with the present proposal, and will keep ensuring the same results in
this respect. '

4.6.3 Definite Articles

In some languages, like English or Portuguese, some specifiers like the definite
article cannot alone form an elliptical NP (ex. (4)).

The LP feature has been used also to promote this blocking effect. Again, this
analysis can also be incorporated here: the definite articles can select an element
with [ LP —empty ]. More on this will be said in Section 5.

4.6.4 Prenominal Adjectives of Romance Languages

In some languages, like Spanish or Portuguese, predominantly with post-head ad-
jectives, pre-head ones cannot feed the ellipsis rules (ex. (5)).

The LP analysis can be extended to accommodate these data straightforwardly.
All that is needed is that these adjectives select a constituent that is [ LP —empry ].'©

It should be noted that it is not possible to test how local this blocking effect
is, i.e. whether these adjectives are really sensitive to edge constraints or to the
absence of the head noun, since the only material that can intervene between a
prenominal adjective and the noun is another prenominal adjective.

5 Problems with the LP Analysis

However successful it may be for most of the issues tackled above, the Left Periph-
ery analysis of Nerbonne and Mullen (2000) makes wrong predictions regarding
the distribution of the English and the Portuguese definite articles. Below, we iden-
tify two problems that seem to be manifestations of the same underlying issue. But
note that this is orthogonal to whether null categories are used or not.

The first problem is related to the fact that Portuguese simultaneously (1) lacks
one anaphora, (2) does not allow definite articles to make up NPs alone, but (3) al-
lows them to co-occur with postnominal material in elliptical NPs.

5For instance, with the setup presented above, it can be maintained that the English “many”
selects a constituent with [ LP —one ] and “none” selects one with [ LP empry ]. See Nerbonne and
Mullen (2000) for several examples.

SRecall that n-ellipsis-functor rules constrain its functor daughter to select an element with

[ LP empty ].
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Whereas the constraint presented in Section 4.6.3 is appropriate for English, it
may not be for other languages: although NPs that consist of a single article are
blocked because of that constraint, other NPs are wrongly so as well. Consider the
Portuguese example:

(13) Os homens de chapéu encontraram [np 0s [ - de boné | ].
the men  of hat met the  of cap
The men in hats met the ones in caps.

The constituent selected by the determiner (labeled N in the example) actually
has the property [ LP empty ] under all analyses using the LP feature, because PPs
attach to the right of nouns. The same also happens in all NPs where a definite
article immediately precedes a postnominal functor (be it a PP, an AP or a relative
clause) or a nominal complement. The LP analysis thus wrongly rejects these NPs.

Note that the distribution of the Portuguese definite article is independent of
whether the noun is realized or not, because of NPs like [ os dois (carros) ]
([ the two (cars) ]), and it is also independent of edge features, since the article
can attach to [ LP full ] constituents and to [ LP empty ] ones.

The second problem arising from the usage of edge features concerns the En-
glish article: we cannot simultaneously accept an NP like the one in caps and block
an example like:!”

(14) * A single protester attended the rally because [ the one ] apparently felt it
was important.

If we consider these two problems together and use the empty categories metaphor
for ease of exposition, it seems that the definite article in these languages must at-
tach to a constituent which contains more material than just the null noun or the
anaphoric one. In the case of English (but not of Portuguese) the sister of the article
is also required to be [ LP — empty ], as presented in Section 4.6.3.

It is not clear what sets the two constructions just spotted above apart from
the rest. We think that it is not a phonological or semantic issue. It cannot be a
phonological question, because there is nothing special with the item one compared
to nouns in this respect, and in fact the English NP the one is attested when the item
one is not the anaphoric one.

In turn, if it were a semantic effect, it would be a surprise that some languages
may allow it. If one accepts that the form der in example (15) is in fact an article
and not a demonstrative, German is one such language.

(15) Wir haben einen Film gesehen aber [ der - | war langweilig.
we have a movie watched but the  was boring
We watched a movie but it was boring.

'If the English definite article attaches to a constituent that is [ LP — empty ], then the one is
accepted; if its sister is constrained to be [ LP full ], then the one in caps is rejected.
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It is thus possible that this constraint is a purely formal requirement. We abstain
however from defending the trivial technical solution of distinguishing these two
constructions from the rest via some feature that shows one value in one group and
an incompatible one in the other, given its stipulative nature.

6 Related Issues and Open Questions

The analysis of noun ellipsis presented here can be extended also to related con-
structions. For instance, partitive constructions of the form some of them can be
analyzed as elliptical and accounted for in a similar and direct fashion.

The present analysis also straightforwardly covers the syntax of missing-N
generics (e.g. the poor). Their semantics, however, should be different from the
semantics of elliptical NPs, since they do not have an antecedent, typically denote
humans and carry kind readings.

In this connection, it is worth noting that the difference between the two con-
structions (NP ellipsis and missing-N generics) also involves lexical idiosyncrasies.
For example, the Portuguese NP in (16a) is ambiguous between the noun ellipsis
and the missing-N generic reading, as its two English correlates indicate. The
English correlate with one anaphora corresponds to the ellipsis reading, and the
English correlate with a missing noun corresponds to the missing-N generic read-
ing.

(16) a. [os pobres - ]
the poor
the poor (missing-N generic reading)
the poor ones  (noun ellipsis reading)

b. [os dois - ]
the two
the two  (noun ellipsis reading)

The NP in (16b) lacks the missing-N generic reading, and, accordingly, only
has one English correlate. But in this case, English surprisingly uses the missing
noun strategy, although one would expect noun ellipsis readings to correspond to
one anaphora here, too. Future research may use such considerations to shed light
on the distribution of one (only used in the languages that have them when there
could otherwise be ambiguity between the two constructions?), which is accounted
for by the LP analyses in a completely stipulative way.

Another issue that is left open is the status of personal pronouns. The point
here is whether personal pronouns are fully saturated NPs or rather determiners
occurring in NPs missing the noun. Phrases like the English you two or we students
might suggest the latter answer, but personal pronouns fail to systematically show
the ability to be restrictively modified.
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7 Conclusion

In this paper, we outlined an analysis of noun ellipsis that builds on the selectional
information lexically available in functors of nouns and permits dispensing with
the positing of extra phonetically null nominal items in the lexicon.

In line with traceless analyses of long distance dependencies, the account pre-
sented here is proposed as a further step towards a more lean theory of grammar,
without the reification of missing elements as actual empty categories.
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Abstract

Several analysis of Coordination of Unlikes have been psedavithin
the HPSG framework. In some of these approaches the possibibina-
tions of ‘unlike categories’ are encoded in the grammarlevdither accounts
resort to an independently motivated ellipsis analysighis paper we pro-
vide further arguments in favor of the latter. However, sgoneblematic
cases of Coordination of Unlikes in certain S-adjoiningstouctions are left
unaccounted for. We propose a general analysis of thesgoivagd con-
structions, and in doing so, the problematic coordinat@ses are predicted
without the need for further assumptions.

1 Introduction

The data in (1) illustrate the phenomenon usually refercedst Coordination of
Unlikes, in which constituents of different categories apparently conjoined:

(1) a. Fred became wealthy and a Republican. [AP &NP]
b. Sue is healthy and in good shape. [AP & PP]
c. That was a rude remark and in very bad taste. [NP & PP]

There are several avenues of research for capturing thieopienon in HPSG.
A brief overview of previous proposals is giveng#, as well as several arguments
in favor of ellipsis approaches. §8 we discuss problematic cases of coordination
of unlikes occurring in dangling phrases, which behave psigmt exceptions to
Wasow's Generalization (Pullum and Zwicky, 1986). We show4 that a proper
treatment of these constructions suffices to obtain thel@muditic coordination
data as a prediction. Finall§5 provides concluding remarks about the paper.

2 Background

HPSG analysis of Coordination of Unlikes like the one in Balland Sag (1994)
are essentially based in the GPSG analysis proposed in $hg E985), in which

the coordination rule is allowed to underspecify the cate@d the mother node.
This account ran into at least two problems. On the one hamlil inot rule out

cases like the one below, due to Jacobson (1987):

(2) *Pat grew and remained wealthy and a Republican.

TMy thanks to Christiane Fellbaum, lvan Sag, Palmira Marrafel Sara Mendes for their com-
ments and suggestions about earlier drafts. Thanks aldwettiPSG06 conference audience, in
particular to Stefan Muller. None of the above necessailglorse or reject the current proposal,
nor share any responsibility for any errors or shortcominifjsis research was supported by grant
SFRH/BD/13880/2003 attributed by Fundacao para a Giémea Tecnologia.
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The issue here is that one of the conjoined arguments (icdsisa Republicapis
not compatible with the selectional requirements of onénefdonjoined functors
(i.e. grew). In general, each conjoined argument must must be contgatiith
each functor, a constraint which is often referred to as WasGeneralization.

A secondary issue is that the above proposal clashed witldélaethat HPSG
descriptions are totally sort-resolved. Several thegaktlternatives have been put
forth since then. For instance, Levy and Pollard (2002) pseio explicitly encode
the possible part-of-speech combinations in a differend kaf type lattice that is
usually assumed in HPSG. However, this and related accauats as Daniels
(2002), entail a combinatorial explosion of types (Levy &wullard 2001, 225),
and require special-purpose lattice operations in ordeope with cases like (2).

A different strategy is pursued in Sag (2002). Here, the-smolvedness re-
quirement for HPSG descriptions is abandoned, and &is-a-supertype-of con-
straint is introduced in the formalism with the purpose opasing unification
bounds. This is illustrated in the (simplified) lexical gnteen below in (3a):

(3) a.[pHON ( became b. pos
SUBJ <[HEAD nour]> nominal verbal
SYN HEAD [, nominak[il NS TN
COM noun adj prep verb
COMPS()

The verb to becoméselects a subject NP and a complement of (at least) type
nominalwhich is a supertype afiounandadj(ective) according to the hierarchy

in (3b). In turn, the coordination rule in Sag (2002) statest the category of the
mother node must be the upper bound over the category addigeach conjunct.
Thus, a conjunction [AP & NP] is assigned the categooyninal which is now
compatible with the valence requirements imposed by thie: ver

(4) [HEAD [anominal [0] < [T}, [0 <[2]]

[HEAD [Tladj]  [HEAD [2nour|

This allows the verb to take as complements APs, NPs, or notigns of AP and
NP categories, such aBat becamgwealthy and a Republicdn

Verbs like to grow on the other hand, specify focpmps(AP)] and are there-
fore unable to take complements which are of a type more gktiemad]. Thus,
phrases like [AP & NP], which are of typgominal are not valid complements of
‘grow because the constraiint < [2Znounis violated:[0] cannot be unified witlad;
becauseadj £ noun The use of type-underspecification keeps the number ofsnode
in the hierarchy much lower than in Levy and Pollard (2002i, las Sag (2002)
notes, each different kind of unlike category coordinastiti entails stipulating a
new supertype in thpart-of-speecthierarchy.
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A second potential problem concerns the formal status of fHeconstraint.
Although its behavior is intuitive, it is not clear how muatrihal machinery must
be added in order to maintain the monotonicity of constragsolution in HPSG.

A more recent analysis is proposed in Yatabe (2004), in witieftategory of a
coordination phrase is list-valued. As illustrated belows), a head featureRGs
is used to list the head values found in the local daughters:

(5) | PHON ( wealthy and, a, republican)

CONJ and

ARGS (adj, noun

Arecursive relatiorz(«) is introduced in the verbal lexical entries with the purpose
of traversing thearGs list and ensuring that each conjunct is compatible with the
verbal subcategorization specificatiamsFor instance, in a verb liked become

the HEAD value of the complement must satisfy the constrajnbun V ady).

Notice that none of the above accounts offers any insight lop eertain cate-
gories can be conjoined. The combinatorial possibilitiesdirectly stipulated in
the grammar: in one case these are encoded in the type higrard in the other
case these are listed in lexical entries. Ideally, the thebould predict which are
the eligible categories for Coordination of Unlikes in aegidanguage. Also, the
above analyzes introduce considerable complexity in thengrar, in type hierar-
chies and/or in special constraints that propagate nagloin the descriptions.

Crysmann (2003) and Beavers and Sag (2004) propose a moesafeap-
proach in which Coordination of Unlikes is the consequerfcandindependently
motivated ellipsis operation, responsible for capturimguinent Cluster Coordi-

nation (henceforth ACC; often also referred to as ConjamcReduction or Left-
periphery Ellipsis). Consider the ACC examples seen below.

SYN {HEAD

(6) a. John gave a book to Mary, and a record to Sue.
b. John gave Mary a book, and to Peter a record.
| gave Mary a coloring book, and new roller skates to heesis
| sent a postcard to your brother on Monday and to yourrsistduesday.
That boy and girl are really no different from each other.

® Q0

The cases in (6a—d) can be obtained via a standard VP cotedimale in which
the verb is elided in the non-initial conjunct (e.gale Mary a bookand [gave to
Peter a record). The example in (6e) is also interesting because of théastin
and semantic behavior of the subject NP. The pronoun museagith the nominal
structure it attaches to (e.those/ *that boys are similgy, and the VP triggers a
reciprocal reading which is only felicitous with a plurabgect. The pattern in (6e)
can be accounted for straightforwardly if one takes theexilip be a standard NP
coordination structure in which the pronoun is elidettiaf boy and [that girl].

For perspicuity, we present a (simplified) coordinationstauction in Figure
1 (based in Yatabe (2001), Crysmann (2003) and Beavers an(28e4)) that al-
lows for left-peripheral ellipsis. This construction resdobom(AIN) lists, which
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are used for linearization purposes in HPSG (seem Kath6lQ@fr instance). El-
lipsis is obtained because each daughter domain is spléveralbom lists, but
some lists are absent from the mother node (in this casesfiiaedripheral lisfa):

chj-cx—

DOM [Alp[Bip[Clp[B2]
MOTHER | SYN

CRD —
DTRS <

Figure 1: (Simplified) Coordination Construction

SYN

poM [Cl(([enj]) ) BlalbBale—1ist >
CRD +

DOM @neflist
SYN '

Identity restrictions must hold between the two (possibitypty) (4] and[47] lists,
although proposals differ about the required identity ¢ooas (cf. §2.1).
So-called long-distance ACC is also consistent with apsili operation:

(7) Asimov gave a talk about natural selection on Monday, @mout general
relativity on Thursday.

This is a case of long-distance ACC because the PP[about} B complement of
the verb. Rather, it is attached to the relational ntlk If this PP were a comple-
ment of the verb then one would expect it to be extractablés piediction is not
borne out: That talk, | think Asimov gaveabout relativity on Thursdayor *This
talk was easy to give about relativity on MondayConfront with That talk (about
relativity), | think Asimov gave on Thursdagnd ‘This talk (about relativity) was
easy to give Note that (7) must be interpreted as referring to two défe talks,
and similarly, that (6d) must be interpreted as involving telifferent postcards.
These facts are also obtained as a prediction of a phonalogilipsis analysis.
For example, in one of the readings for (8), a single posteasladdressed to two
people, while in the other reading, two distinct postcarésessent.

(8) I sent a postcard to your brother and to your sister.

The first reading can be obtained with a standard PP coomimparse, while the
second can be obtained by a VP coordination parse with eliohe non-initial
verb: ‘[sent a postcard to your brothpand [sentapesteard to your sistgr (see
Crysmann (2003) and Beavers and Sag (2004) for more discissi

As Crysmann (2003) and Beavers and Sag (2004) note, a catistriike the
one in Figure 1 is able to capture ACC phenomena as well asdbedihation of
Unlikes data in (1). In this unifying analysis, both phenoméoil down to con-
stituent coordination in which the left periphery of noritied conjuncts is elided
(e.g. [[is a Republicahand[is proud of if] v p).

There are alternative analysis of ACC within HPSG which dbresort to el-
lipsis. In§2.1 we briefly discuss these accounts and point out some pfafsems.
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2.1 On the shortcomings of base-generation

In a base-generation analysis of ACC and Coordination ofkds] the two phe-
nomena are unrelated and require different mechanismsisptyg introduced for
that purpose. To our knowledge the first such account in HP&&put forth in
Cho (1996), and more recently a similar proposal is put fortfiouret (2006). In a
nutshell, HPSG’s constituency features are redesigndmbs@CC (and in the case
of Cho (1996), other non-constituent coordination phenuares well) are based-
generated. The coordination schema is allowed to form texmdard constituents,
which the verb can take as arguments as informally depicémivb

(9) John gave [ [a book to Mary] [and [a record to Sue]] ].

Here, the stringa book to Maryyields a special kind of non-headed cluster con-
stituent which may now be conjoined with other constituen®ho (1996) thus
revises the Sucategorization Principle so that Wasow'ss@dization is enforced
in ACC: each element in the cluster is required to be comieatilith the subcat-
egorization frame of the head. If this constraint is not eeduthen one would
obtain cases like Fom gave a bike to Mia and a book Mamgnd *Tom became
tired and in Italy At this point we encounter an empirical problem. Similady
what occurs in Gapping, ACC does not require that the misseniyis phonetically
identical to the overt verb. Consider English and Germaaried clauses:

(10) a. Was the message easy to find, and the instructiongeasgiow?
b.*Was the instructions easy to follow?
c.*Were the message easy to find, and the instructions edsijda?
d.*Was the instructions easy to follow, and the message tea@yd?

(11) Ist die Ente im Ofen ungind die Flaschen im Kiihlschrank?
‘is the duck in oven and are the bottles in fridge’

Onthe surface, the result is that the realized verbal headagnly with the closest
NP. The problem for a base-generation analysis arises bedaas must select
a singular NP argument, and yet it would have to somehow redhat the initial
conjoined cluster contains such an NP:

(12) VP

VcompsNpsg xpjy  [NP XP]

[NPsg XP] [NPpl XP]

Base-generated ACC is therefore hard-pressed to accayiO@) while at the
same time reject (10b—d). On the other hand, no fundamenaplications arise
in an ellipsis analysis of (10a). The stringére is simply omitted from the second
conjunct. More examples are provided in (13).

(23) a. On the ground floor there is a marble block since eame Jand three
wooden pillars since late September.
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b. There were many available parking spaces when Tom filsidcale, but
just one handicap space when he arrived.
c. Why is the TV on full volume, and all the doors left wide oflen

In the remainder of this paper we will focus on coordinatidrunlikes, but see
Chaves and Sag (2006) for an ellipsis account of these ared AGC phenomena.
Mouret (2006) also argues that patterns like (14) are proatie for ellipsis.
The claim is that the agreement pattern is incompatible afitlellipsis analysis,
and that the sentence involves a ‘single complex event’. W\ead agree with the
latter assessment, on lack of empirical grounds. The oabkrvacts are that the
sentence involves two events/situations (one in which adoes from a bush and
another event in which a fox comes from a field), and the pseithe adverb
‘simultaneously- in this particular case — asserts that these overlap ia.tim

(14) Alors surgissent simultanément d’'un  buisson unedjieh d'un
then come simultaneously from-abush a doe andfrom-a

champ un renard.
field a fox

The existence of two propositions is correctly predictedabyellipsis account,
whereas it has to be stipulated in base-generation via gyt of the semantic
content of predicates. For instance, in (7) one would haveofiy-out the verb
predicate as well as the NRtalk, and ensure that variable binding is done properly.
It is not clear exactly how this copying out should work, givibat the order of
conjoined clusters need not be parallel, as observed in)(6b,

This brings us to the matter of the semantic analysis of aegurglusters,
which necessarily requires extending the formalism witlty w®mplex machinery
specifically designed for this purpose. Cho (1996, 55) axghat HPSG should
be extended with a something like a lambda calculus backlmnehis idea is not
made precise. Mixing the two formalisms, HPSG’s and lamladeutus, is theo-
retically undesirable because lambda calculus is alreafficiently expressive to
encode entire HPSG grammars (see Copestake et al. (200Lytfuer arguments
against the use of lambda terms in HPSG grammars). Againjipsigapproach
offers a more parsimonious account since the construcfi@@mantic represen-
tations can, for a large part, be done as usual: variablargrd stated lexically,
and the semantics of a mother node is defined as the congatenbthe semantic
contribution of the local daughters, as for instance in Gtadee et al. (2006).

However, the agreement pattern in (14) raises severaliqnsestMost of the
speakers we consulted from other Romance languages lil@|tRortuguese, and
Spanish, consider examples like (14) to be degraded, gthtully comprehensi-
ble. A minority of speakers did find it acceptable. Exampteshich the adverb is
not present are generally harder to process. Cf. the faligwiortuguese example:

(15) Entrou/ ?*entraram um homemno carro,e uma mulher no i. tax
entered, enteregy a man inthecar anda woman in-the taxi
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Moreover, our Italian and Portuguese informants also gdiyesgree that the ex-
amples below — with number and gender agreement mismatadresggrammatical.

[talian:

(16) Sono arrivate due amiche veneredi ed
are arriveq; em tWOoy; fep, friends, ren,, Friday and
€ arrivato un amico lunedi.
is arrived g ;masc ON&gmase friend,; ,,q.sc Monday.
‘Two female friends arrived Friday, and one male friendwadi Monday’

Portuguese:

(17) Chegou um pacote na terca-feira ehegaram duas cartas na sexta.
arrived,;, one package on Tuesday and arriyedwo letters on Friday

‘One package arrived on Tuesday and two letters arrivedairid

(18) Foram encontradas duas das raparigas ontem a tarde
were found; te,n, tWo,, e, OF-the, fer, girls yesterday in afternoon
e o encontrado um dos rapazes hoje de manha.

and was foung), ;,qsc ON& g masc Of-they 1mqsc DOYs  today in morning.

‘Two of the girls were found yesterday in the afternoon, and of the boys
was found this morning’

It is implausible that (16) and (18) result from a single vagreeing with both
NPs because the expected agreement woulglural mascrather tharplural fem
(regardless of the presence of an adverb Igimultaneousky:

(19) Foram editados /*editadas uma brochura e um livro.
were editeg, ,,qs / €dited, fem @er, brochure.,, and a,,, book,,.s

The data in (16) — (18) are similar to (10a), and likewisedwllfrom an ellipsis
account. In our view, agreement mismatches like (14) areébgdained as cases
of ACC which are subject to processing interference, recdd by the presence
of the adverb simultarement (cf. Beavers and Sag (2004, 63—-65)). There is a lot
more to say about this kind of effects in more experimentsdaech, in particular,
in understanding better the differences and similarittesigreement processing
strategies that French and other Romance languages erititése constructions.
Neither Cho (1996) nor Mouret (2006) can account for ingtanaf ACC of
unlike categories, as seen in (6b,c). In the case of Cho (Z®)6this is due to the
proposed Subcategorization Principle, which explicitiies out these cases. This
can in principle be corrected at the cost of introducinga=il-hoc machinery in
the account. Despite claims of the contrary, Mouret (20@G6)not account for
cases like (6b,c) either. For example, in Mouret (2006) divation is able to
conjoin two non-standard constituents [lyRIP,,] and [NB,; PP[to]] as in (6c).

109



It is assumed that the<” constraint somehow operates recursively between con-
juncts, and as a result, that it underspecifies the conflideatures of the parallel
categories. Thus the result of the constraifis< [NP,, NP,], [0 < [NP,; PP[to]]
introduced by the coordination rule is a constituent witdenspecified head infor-
mation: [[NP XP]. On the other hand, a verb likgive requires NP and PPJto]
complements. This fact is encoded in the lexical entry byiégiag, for instance,
[comPs (NP, PP[to]].

Here is where the proposal breaks down. There seems to beyntovetate
the subcategorization constraints of the verb such sottlsat@mpatible with both
[NP,, NPy, [NP,; PP[to]], or [PP[to] NR, ] clusters, without overgeneration.
This is because of the abov&*bounding constraints, introduced oVefNP XP].
No descriptionmore specifidhan [NP XP] can unify with this cluster. This is
illustrated in Figure 2f1] cannot unify witho] because PP[tof NP,.

VP

T

lcomps<{XARG (NP,PP[to])D] @[XARG <NP’XP>} o= FARG <NP‘99’NPSQ>}’ }
[0] < |XARG (NP,;,PP[to)

)

[xARe <NPSg,NPSg>} [xARe (NP, PP[to])}
Figure 2: VP gave[Mary a coloring book, and new roller skates to her siter

This problem still arises if the verb subcategorizes foofips (PP[to], NP]
or [comPs (NP, NP[to)] instead. More generally, this issue is raised for any other
verb that allows alternations with complements of différestegories. Using un-
derspecification on either or both arguments will allow gesreration (e.g. ¥
gave[Mary a book and a bike Tojp;pyp)’). Note that the problem is created
by argument cluster formation and not by th& tonstraint: Sag (2002) correctly
rules out cases likeTom grew happy and a Republicly resorting to this very
technique, as discussed§®. The verb grew specifies for comps (AP)], but the
type[onominalof the complementiiappy and a Republicacannot unify with the
typeadj in the complements list because of the constiairt noun

There are other problems raised by base-generated ACCn$tance, noth-
ing is said in these accounts about Binding Theory. With gt clusters, the
members of the verbalRG-sT no longer directly correspond to the subcatego-
rized arguments. For instance, a verb may subcategorizedomplement cluster
like [NP NP], which can be composed of two conjuncts [[NP Negjr{j [NP NP]]
]. The latter can exhibit very distinct binding relationsdahus one can no longer
state binding principles ovey\RG-ST members.
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It is important to point out that neither base-generatiopreaches nor ellipsis
approaches are free of multiple analysis. However, thenaegt is that all things
being equal, there is a preference for constituent cootidmaver ellipsis. Partic-
ularly, if ellipsis is seen as a simplification strategy agopby speakers. Thus, in
certain contexts and with certain constructions, multgadéutions capture actual
ambiguities as in (8). That is, as long as the underlying dioation structure is
well-formed. The sentence in (20a), for instance, is faligsly interpreted as S
coordination, in which case different letters were discede The case is similar
in (20b), taken from Beavers and Sag (2004).

(20) a. Several letters were discovered by me in 1982, andybyife in 1993.
b. Three men died in Baghdad on Tuesday, and in Tikrit on Knidght.

The full range of elliptical analysis may therefore be graatinally available, but
restricted by contextual, processing, and discourseebstsategies.

In sum, the existing base-generation accounts of ACC anddiwiion of
Unlikes raise more problems than the ones they claim to s&lipsis provides a
more promising and parsimonious research avenue for theseomena.

3 Unlike dangling modifiers

Most of the focus on coordination of unlikes phenomena has lom arguments.
There are however some problematic cases concerningrc8radjoining phrases.
Consider the sentences given in (21):

(21) a. Wealthy and a Republican, Fred quickly rose in théipal arena.

b. Alone and without money, John found himself unable to geba

c. A successful business woman and in the position to takeyetaf her
life, Madam C. J. Walker went on to become a millionaire.

d. Awoman, rich, and in the lucky position of owing a castleg4lid not
let such an opportunity slip through her fingers.

e. Hungry and feeling rotten to the core, the soldiers patheid gear and
broke camp before dawn.

f. Descended from Mexicans, and being an impressionableg/ouwan, |
naturally settled into the traditional beer with a twist @fbhsco sauce.

The adjunct is prosodically independent, and typicallgheanlike conjunct is
also prosodically contrasted. Ellipsis can in principle@amt for the data in (21)
by eliding the right-periphery, e.g. [A8]s & [NP & S] s. However, there are cases
which cannot be reduced to S coordination. This is eitheabse the underlying
conjuncts are either ungrammatical. or because the S cati@h counterpart has
different truth-conditions. In the examples below, theisture [[[cnj Adj] [cnj
PP]] S] cannot be reduced todrjj [Adj S]] [cnj [PP S]] I

(22) a. Neither tired nor in a hurry, | decided to walk and séneebus fare.
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b. Both tired and in a foul mood, Bob packed his gear and hekideth.
(23) a.*Neither tired, | decided to walk and save the bus faein a hurry, |
decided to walk and save the bus fare.
b.*Both tired, Bob packed his gear and headed North, and oulrhood,
Bob packed his gear and headed North.

Here the problem stems from syntax. The correlative coatdis ‘both ... and .].
and ‘[neither ...nor .}, cannot be clause initial (Sag et al., 1985, pp. 138, ft. 12)
The cases in (24) on the other hand, are problematic on ¢tarbitional grounds,
because the adverb is interpreted as modifying the unlikguoots, not the clause:

(24) a. Simultaneously [shocked and in awe], Fred couldeliele his eyes.
b. Probably [injured and on the verge of exhaustion], onéhefdeer was
unable to squeeze through the iron fence.

The remainder of this paper proceeds as follows. We will ickansin more
detail the properties of this kind of construction, settagide coordination for a
moment. In the end, by virtue of our account of dangling medifi the above
coordination data fall out as a consequence, without fustpulations.

4 An analysis

Dangling modifiers are always composed of predicative @s;eand these usually
receive a subject-oriented interpretation:

(25) a. *Exhausted, the river started pulling John away ftoenmargin.
b. *Pregnant with twins, Tom helped Mary into the deliverpmo
c. *An 1949 Oldsmobile, Mary painted her car.

The ‘topic’ position of the adjunct cannot be attributed xtraction of an embed-
ded modifier for several reasons. Tihesiturealizations can be either ungrammati-
cal or truth-conditionally different (often@ausal/ justificationimport is attributed
to the S-adjoining phrase):

(26) Tired, Tom decided to go home# Tom decided to go home tired.

(27) a. Atrained nurse, she was to become vice-presidehiedRoyal College.
b. *She was to become vice-president of the Royal Collegaiagd nurse.

Moreover, the relevant target seems to be the semanticcsubldje the inverted
clause below, the dangling modifier phrase preferentialtgdts the NPthe roof-
less ruins of a stone houseather than the structurally closer N#eé river.

(28) a. Silentand gray in the moonlit evening, a few yardsyaveyond the river
stood the roofless ruins of a stone house.
b. # Too fast for them to navigate, a few yards away beyonditiee stood
the roofless ruins of a stone house.

Still, the targeted NP can be embedded if the subject of thebr@ause is a
non-referential pronoun, as seen in (29).
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(29) a. Bored out of his mind, it seemed to John that an entekvihhad gone by.
b. Exhausted from the heavy load, it never occurred to Bobheahould
have camped while there was some light left.

Another property of these adjuncts is that individual-lgwe=dicates (i.e. de-
noting intrinsic, non-transient properties) exhibit adency to avoid this position:

(30) a. Exhausted, he decided to sit down under a tree.
b. Furious, Tom left the room and returned to the hotel.
c. Sick with the flu, Ann was out of school for two weeks.

(31) a. *Spanish, Maria was already familiarized with sorfighe dancing steps.
b. *Homosexual, Fred was not enlisted in the Marines.
c. *Blonde, Mia had to dye her hair black for the role.
d. *Vegetarian, Ann always cooked dishes that we hated.

If the individual level predicate is embedded in a copuldipigte structure, then
the oddness vanishes as illustrated in (32).

(32) a. Being Spanish, Maria was already familiarized whth dancing steps.
b. Being homosexual, Fred was not enlisted in the Marines.

There are cross-linguistic idiosyncrasies regardingviddal-level and stage-
level predicates, but the distinction is widespread. Fstaince, in Spanish, Por-
tuguese, Italian, and Old French the copula \stgve (Latin for ‘to stand’) is only
compatible with stage level adjectives, while the copadae(Latin for ‘essence’)
is only compatible with individual level adjectives. Acdangly, only the former
usually occur with a null copula, as illustrated in (33) fréfartuguese:

(33) a. (Estando) cansada,a Anavoltou paraa cama.
(Beingsqre) tired  the Anareturned to  the bed.
‘Feeling tired, Ana went back to bed’

b. *(Sendo) europeia, a Anapode regressar para casa
Being.ss. European the Ana could return  to  home.
‘Being European, Ana could return home’

Note that although the presence of #ssecopula is, in these constructions, oblig-
atory with individual level adjectives, it is optional indttase of predicative NP
complements. However, predicative NPs are usually alsgatibie withstare
Superlative forms are known to allow individual level pieaties to become
stage-level. As expected, these elements can occur in tigdigig construction:

(34) Blonder than ever, the 49-year-old performer maderangtig stage entrance.

1The copula does make some form of semantic/aspectual lootion. For instance, two copulas
can co-occur with semantic contragtim is shy < ‘Kim is being shyand ‘Kim is a fool ¢ ‘Kim
is being a fodl The main verb is interpreted as stage level while the rmkgéeb is interpreted as
individual level (= NP acts as if intrinsically XB. Conversely, two copulas cannot co-occur in the
case of stage level complements, because the interpretdi®is intrinsically acting as if XPis
nonsensical:Kim is (*being) tired and ‘Kim is (*being) in a good modd
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All this evidence suggests that the adjuncts in (30) mayhmava null copula. In
fact, some informants spontaneously reported perceiviogpalla verb in these
data to the likeness of the examples in (32).

Note that the same optional copula pattern arises in alesoartstructions:

(35) a. (With) Tom (being) too drunk to drive, | called my pat®to pick us up.
b. (With) Sue (being) injured, we were unable to carry on tlag.p
c. (With) the truck (being) finally loaded, they said goodlay®l drove off.

(36) a. With Tom *(being) racist, we were unable to partitgoia the play.
b. With trade *(being) domestic, we end up being dragged dumestic
Mardukan politics (...)
c. With my friends *(being) European, we could travel withaay Visas.
d. With Mother Nature *(being) kind, | am proud to say | manégay
natural features without any surgeries.

Similarly, predicative NPs and PPs can also occur withcaitthpula:

(37) a. With Tom out of town, Beth hastily exited New Albanyddied to Ohio.
b. With Bush a born-again Christian, the public already hserese of where
he would stand on those issues.

In the HPSG analysis of absolutes in Riehemann and Bend@8),1i®is made the
standard assumption that these structures consist ofaaléteém with’ followed
by a small clause of the form ‘[NP + predicative XP]'. To acnbitor the optional
preposition two phrasal constructions are put forth: ongbtain a S-adjoining PP
and a second construction for obtaining S-adjoiniith-less PPs from a predica-
tive small clause.

However, we believe that the elements after the prepos#tierbetter viewed
as forming a gerund phrase rather than a small clause. Ore dfedemarks of
gerunds is the possibility of having a subject in accusaiivgenitive case:

(38) a. With [us (being) located in Dublin], we can colledt@ndidate applica-
tions into one location.
b. With [him (being) injured], the team was eliminated fromthp Europe
and the State Cup.
c. With [your handling and Mogs’], I'm quickly beginning t@s the bene-
fits of the final color change, rather than the finish I've used.
d. With [Sandy’s (being) stoned all the time], we’ll nevett gaecord deal.

2There are other well-known cases first noted in Bolinger {}9hich may also involve copulas.
Here, stage level adjectives can be realized post-nomimaiEnglish (e.g. All rivers navigable are
being controlled and ‘Every penny available was put into the projgcfThe main differences are
that the missing copula would have to be in finite form, and gradicative NPs are disallowed:
‘A man *(who is) a Republican is also a God-fearing pefsdwothing prevents our account from
allowing empty finite copula VPs to occur as reduced relatigase constructions.
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In our view, some of the phenomena discussed in RiehemanBeander (1999)
involving idioms in absolutes require a different explaoaf

The remainder of this paper provides an account of optioopllas in these
two constructions, and so doing, also captures the Codrdmaf Unlikes data.

4.1 A phrasal construction account

The fact that certain participle VPs attach to clauses, hatthe copula is op-
tional in some cases is captured by the interplay of two rdisthon-branching
constructions. The construction in (39a) allows parteiglPs to becoercedinto
subject-oriented clause adjoining constructions (hemtefreferred to as ‘Vp’).
The construction in (39b) allows certain predicative XPbdaoercedinto VPs.

(39) a.dangling-prp-cx— b. silent-copula-cx—
HD [ VFORMprp verbal
MTR [ SYN| MOD Sy;,,[X-ARG [2]] MTR | SYN HD oLl +
suBJ() suBJ (@)
phrase _phrase q
HD | VFORM prp
DTRS PRED+
SYN |MOD none
SUBJ (XPr) DTRS N HD |NULL —
i | INDL —
SsuBJ (1))

The construction in (39a) allows a present participig) VP to become a Vp. The
latter adjoins to S, does not require a subject argumenthasthe subject referent
bound to the subject of S. Following Sag and Pollard (199#)athers, the feature
X-ARG is used to single out the subject referent of the matrix eaaad assume
that a Vp adjoins to a matrix clause via a standadd-modifierconstruction.

The construction in (39b), on the other hand, obtains s{ler@sent-participle
or gerund) copula VPs from predicative stage-level XPs.hdf tategory of the
mother node in (39b) is resolved as a participle, then it ema the construction
in (39a) to obtain silent copula dangling participles. Thliews the grammar to
capture cases likdtying to be polite, Peter asked if he should I€aard ‘(Being)
an expert on blepharoplasty, Sue grasped the problem rigat/a’*

3Basically, certain idioms only occur imith absolutes, and not inith-less absolutes, e.gP&ace
talks old hat, it's hard to get a sense of the situative conjecture that oddness arises from process-
ing interference caused by the lack of clues as to what isahstituency relation one should attribute
to a sequence of NPs. The data improve once more informatjmesent, e.g. if the copula is realized
Peace talks being old hat, it's hard to get a sense of the S@ingor if the preposition is realized, thus
making clearer which construction is at stake. This is atswistent with the considerable degree of
judgment variation which Riehemann and Bender (1999) emeodor these cases.

“In regard to cases like (29) above, we assume without fudiseussion constraint requiring that
the value ofx-ARG of verbs with an expletivé subject is structure-shared with the valuexeARG
of the S complement. Future work must be dedicated to a maadetbdiscussion about this matter.
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If the category of the mother in (39b) is resolved as a gerthreh it may be taken
as a nominal complement olvith’. This is made possible by following Malouf
(2000) in assuming that gerunds are a mixed category thahgelto both verbal
and nominal parts-of-speech:

head

nominal verbal

noun gerund verb

Figure 3: Gerunds as mixed categories in the part-of-spgg@ehhierarchy

The feature YFORM vforn is assumed to be appropriate for the tymebal Ac-
cordingly,gerundonly allows for the specification/fFORM ger].

Note that two new features are introduced in (39b). The fegtwLL bool
is adopted in order to prevent the silent copula from ocogrfieely in other con-
structions. A second featuranpL bool], identifies individual/stage level predi-
cates. Adjectives likecalm or ‘sick can occur with both kinds of copulas and
therefore remain underspecified fiorDL. This is also the case for nouns, since
they are generally compatible with battareandessecopulas. Prepositions usally
pattern withstarecopulas and thus will be specified asL —].

The gerund resolution of (39b) yields a constituent which ssiitable comple-
ment for a preposition. All we need to capture the two kindalzgolute construc-
tions under discussion are two other grammar constructions

(40) a.with-less-absol-cx- b. with-absol-cx—

HEAD prep HEAD prep
MOD Sy, MOD Sy,
MTR|SYN fin MTR|SYN fin
suBJ () suBJ ()
comps() COMPS()
HD gerund]| HD gerund
DTRS< SYN|SUBJ () > DTRS<PNR@, SYN|SUBJ () >
comPS() COMPS()

The construction in (40a) accounts feith-less absolutes, and (40b) (adapted from
Bender (2002)) is responsible faith absolutes. Of course, absolutes phrases with
silent copulas are possible because the construction im) (8%able to produce
‘INULL+] gerunds. To account for the causative interpretaticat tisually arises
in both dangling participle and absolute constructionscar simply introduce a
supertype construction ovelangling-prp-cx with-less-absol-cxandwith-absol-
cxwhich introduces this kind of semantic import (see secti2 for instance).
Notice that nothing prevents silent copula Vps from beingjaimed. This
means that a standard coordination rule is able to obtairfaiyearent) cases of
Coordination of Unlikes in (21) and (22) for free, as consditt coordination:
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(41) [[NeitherVp] [nor Vp] ]ve [I decided to walk and save the bus fase]
The analysis of a mixed case of [AP & VP] is illustrated in mdegail in (42):

(42) More optimistic and beginning to understand the probleve decided to
reorganize the code into something more logical and mamdgea

S

[OVp s
{MOD } [X-ARG }

/\
[OVp [0Vp
VP'prp VP'prp

{NULL+} {NULL-}

APy
[PRED—i—

INDL —

TheVP-to-Vpconstruction in (39a) is underspecified in regardito.L, given that
dangling participles make no commitment about the phonetidization of the
copula. Nothing else needs to be added about coordinatianlises in dangling
modifiers. These cases all follow from the account just psedo

But a problem arises when scaling this fragment to othetaeleonstructions:
for each new case one must introduce several more pairs sfraction types. For
instance, two more construction types are needed for temhpbsolutes. These
are headed by an adverb and their arguments are participles:

(43) a. (When) opening the front door, the clock struck ngtihi
b. *When Tom (being) tired, we went back home.

Stump (1985, 330f.) notes other absolutes headed by differerds, such as:

John was hit by a car. (‘while”)
(44) Crossing the stregf, John entered the bank. (‘after’)
John entered a different country. (‘by’)

In order to account for the syntactic (and semantic) praggedf these absolutes the
grammar ends up enumerating a series of phrasal constraiqidus one lexical
for obtaining NuLL—" gerunds, such as Malouf (2000, 66)). Below we explore
and alternative account which resortderical constructions. The Coordination of
Unlikes phenomena are obtained as a prediction in a siméay aut more cross-
cutting generalizations are possible, so that the samésesa obtained in a more
systematic way. In fact, our results are similar to the figdim Muller (2004),

in which a phrasal account of certain German word order pimemna is argued to
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miss basic regularities that an empty copula analysis oegptraightforwardly.

4.2 A lexical construction account

The usage of empty categories in HPSG is not without contsgveSome recent
proposals which resort to such elements for various pugase Netter (1998),
Meurers (2000), Bender (2002), Borsley (2004), and M{(g804) among oth-
ers. As Riehemann and Bender (1999) note “In general, tsemecertain formal
equivalence between null elements and construction$. However, approaches
based on null elements and those based on constructiondfeioiithe kinds of
generalizations they can capture elegantly”.

A lexical account of optional heads in dangling and absatotestructions boils
down to 3 core (post-inflectional) lexical constructionsda@ngling-participlecon-
struction accounts for dangling participles in generalabsoluteconstruction for
absolutes in general, andhall-copulaconstruction for obtaining silent copulas. In
other words, the fragment scales straightforwardly withibe need for extra kinds
of constructions, unlike the phrasal analysis. We still@dbe part-of-speech hi-
erarchy given in Figure 384.1, as well as the account of gerundive constructions
proposed in Malouf (2000). Consider the hierarchy givemeh Figure 4.

pi-cx

clause-mod-pi-cx null-copula-pi-cx

absolute-pi-cx  dangling-part-pi-cx
Figure 4: Post-inflectional Lexical Construction Hierarch

Only lexical items of typeabsol(ute)-lex(ical)-h(ea)dre suitable daughters
for the absolute lexical construction in (45a). More spealfy, absol-lex-hdis
a supertype of a prepositional markerith’ (which lexically selects for yFORM
ger] phrases), as well as oivheriwhile' (selecting WFORM prp] phrases), and so
on (these and other idiosyncrasies can also be capturedawitblti-inheritance
hierarchy). According to (45a), the head of an absolute i®oally realized:

(45) a.absolute-pi-cx— b. dangling-part-pi-cx—
& |PHON (@) PHON(I] 1
SYN HD |VFORMPIp
MTR
absol-lex-h SYN|suBJ()
DTRS< PHON ([1) > MOD | X-ARG [1]
L SYN i PHON[]
DTRS< NHD\VFORMprp >
suBJ(NPy)
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c. null-copula-pi-cx—

PHON ()

VFORM
MTR HEAD
SYN NULL +

VAL

[‘copul-Ixm

VFORM [2]
HEAD
NULL —

VAL <[ [INDL — ]>
COMPS( |SYN|HD

PRED+

It is left to the null copula rule in (45c) to yield silent (i.gNULL+]) partici-
ple/gerunds heads (subcategorizing for stage-level gaide complements) which
can in turn either feed into the absolute or the participlestctions. Accordingly,
the participle construction in (45b) applies regardlesthefvalue ofNULL.

Even though dangling participles and absolutes are vefgrdiit construc-
tions, they also share many properties which are can bensgitally captured by
a more general construction type in the hierarchy:

(46) clause-mod-pi-cx->

SYN

MTR COMPS[3]

MOD  S¢;,[INDEX [2]
VAL [ fzn[ ]

SEM[4]

HEAD | PRED+
VAL |COMPS[3]

)

DTR{
SEM[]| INDEX

CX-SEM/< >

Basically, both dangling participle and absolute constons yield lexical heads
with the ability to project subjectless S-adjoining phsgseithout changes to the
COMPS subcategorization frame, and receive a default causalngaa relation
to the matrix clause. Although this account differs only madl ways from the
phrasal account, we end up with a much more general and pargios analysis,
consisting of a general construction type per S-adjoinimgstruction.

Moreover, the coordination phenomena are also obtainedpasovistituent
coordination. Consider the tree depicted in Figure 5, feradkample (42) above.

causegel
ARG1
ARG2
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(0]

[0vp 1S
[MoD [1]] [X-ARG [2]]

T

[0Vp [OVp
/\ /\
Vp° AP Vp° VP

| |
V[NULL+} V[NULL—]
|
V[NULL -]

Figure 5: Tree for (apparent) unlike dangling modifier pegg[AP & VP] S]

The coordination of unlikes phenomena in dangling phrasethas a consequence
of an independent analysis of optional copulas in S-adjgimionstructions.

4.2.1 A brief note about linearization

The usual assumption in domain-based HPSG linearizateorigs is that adjunct
phrases are fully compacted, and allowed to interleave tiéhstructures they ad-
join to. Moreover, non-embedded clauses are only parti@iypacted (e.g. Kathol
(2000)). By adopting this linearization constraints, thegent account obtains sev-
eral orderings for both dangling participle and absolutestwctions. As expected,
the possible modifier phrase realizations are semantiaatiyprosodically similar.

(47) a. [Alone and without money], [John] [returned] [to family in Alabama].
b. [John], [alone and without money], [returned] [to his fgnm Alabama].
c. [John] [returned], [alone and without money], [to his fanm Alabama].
d. [John] [returned] [to his family in Alabama], [alone anitivout money].

(48) a. [With him badly injured], [the team] [was] [elimiret from the cup].
b. [The team], [with him badly injured], [was] [eliminatetbin the cup].
c. [The team] [was], [with him badly injured], [eliminatecbin the cup].
d. [The team] [was] [eliminated from the cup], [with him bgdihjured].

5 Conclusion

This paper proposes a unified analysis of both dangling gali constructions
and absolute constructions. As a consequence of our acquobiematic ‘coor-

dination of unlikes’ phenomena that occur in these strastare obtained without
further assumptions. A constructional analysis is puthfoand two variants are
compared: a lexical and a phrasal approach. Aesthetic angutational consid-
erations aside, the lexical account emerges as the morenpaieus given that it
allows for a more systematic treatment requiring fewer thical constructs.
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Abstract

The morphosyntactic status of Polish past tense agreement markers has
been a matter of considerable debate in recent years (Spencer, 1991; Borsley
and Rivero, 1994; Borsley, 1999; Bski, 2000; Kugt, 2000; Kut and
Tseng, 2005). Past tense agreement is expressed by a set of bound forms
that either attach to the past participle, or else “float off” to a host further to
the left. Despite this relative freedom of attachment, it is often noted in the
literature (e.g., Borsley, 1999; Képand Tseng, 2005) that the combination
of verbal host and agreement marker forms a word-like unit.

In this paper | will argue that these agreement markers are best analysed
as affixes uniformly introduced on the verb whose inflectional features they
realise. Building on the linearisation-based theory of morphology-syntax in-
teraction proposed in Crysmann (2003), syntactic mobility of morpholog-
ically introduced material will be captured by mapping phonological con-
tributions to multiple lexically introduced domain objects. It will be shown
that this is sufficient to capture the relevant data, and connect the placement
of floating “affixes” to the general treatment of Polish word order (&up
2000).

1 Data

1.1 Polish past tense agreement

Past tense in Polish is marked using a combination of a participial etilimgthe
verb, inflected for number and gender, plus a person/number agreement marker that
realises subject-verb agreement in first and second pef@m(-(e¥,smy,5cie.

Singular Plural
masc fem neut masc fem/neut
1 widzia-te-m widzia-t-a-m — widzie-I-emy widzia-t-ysmy
2 widzia-tes widzia-t-as — widzie-l-i5scie  widzia-t-yscie
3 widzia- widzia-t-a widzia-t-o  widzie-l-i widzia-t-y

Table 1: Past tense paradigm

What is special about the agreement marker is that it may either attach directly
right-adjacent to the verbal participle, or else float off to the left.

TThe research reported in this paper has been carried out as part of the project COLLATE? at
DFKI, funded by the German Federal Ministry of Science, Research, and Technology (BMBF). | am
gratefully indepted to Jesse Tseng, to the three anonymous reviewers for HPSG 2006, and, of course,
to the audience at the Varna conference for invaluable comments on the ideas presented here. Any
remaining errors or shortcomings are mine.
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1) (ty) widziat-es te kiazke
yousee -2sGthisbook
‘you saw this book’

(2) Ty -§ widziatte kiazke
you-2sGsee thisbook
‘you saw this book’

The floating past tense agreement markers may attach to a wide range of prever-
bal hosts, including nouns, pronouns, adverbs, adjectives, conjunctions (Spencer,
1991).

(3) Daleko-m poszia.
far -1scwent

‘I went a long way.’

(4) Wdomu-scieto zrobili?
at home-2pL thatmade

However, realisation in absolute clause-initial position is barred, a property
shared with syntactic clitics in Polish (e.g., pronominal clitics, sees&up000),
which is standardly interpreted as an instance of Tobler-Mussafia Law.

(5) * s widziat te kigke

In postverbal position, past tense agreement markers display a good deal of
interaction with lexical phonological rules, namely, assignment of primary lexical
stress, word final vowel raising, and yer vocalisation. However, in preverbal posi-
tion, none of these interactions can be observed$Ria 2000).

Yer vocalisation is a systematic vowel/zero alternation in Polish, argued by
Booij and Rubach (1987) to be a cyclic lexical phonological rule. Within the do-
main of the word, an underlying “yer” is realised as [€], if followed by another
yer, or else deleted. Booij and Rubach (1987) relate the vowel/zero alternation ob-
servable with the past tense agreement markers to this well-attested rule. Since
the domain of application is the word, it follows that vowel/zero alternation at the
juncture between the past tense agreement marker and the verbal host suggests that
these forms combine in the lexicon.

(6) robit — robite-m — robita-m

Another morphophonological rule that points in the same direction is raising of

to 6 (=[u]) in word final syllables before voiced consonants (Booij and Rubach,
1987). Since attachment of past tense agreement apparently blocks the application
of raising, Dogil (1987) concludes that these markers must already be attached
when this lexical phonological rule applies.

(7) Ja-m mogt. — Ja mogtem.
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Finally, lexical stress in Polish regularly falls on the penultimate syllable of
the prosodic word. If a singular past tense agreement marker is attached to the
participle, lexical stress assignment to the penult takes the extra syllable resulting
from yer vocalisation into accountdit — robitem ). For plural markers, there is
some variation amongst speakers: stress placement is either on the antepenult or
the penultimate syllable, including the agreement markeril{reb robilismy —
robilismy).

If we turn to preverbal realisation of said markers, we find that none of the
above morphophonological effects can occur at the juncture between the floating
agreement marker and its phonological hosti#a, 2000): neither yer vocalisa-
tion, nor stress shift can be observed.

(8) Yer vocalisatiof
palc-a‘finger.GEN  palc-a=m5
palec‘fingerAcc’  *palece=mé

Likewise, raising applies, as if the agreement marker were not there.

(9) Raising
krowy ‘cowsNOM/ACC’  *krow=5cie‘cows.GEN=2PL'
kréw ‘cOWS.GEN' ?krow=5cie‘cows.GEN=2PL’

Failure to undergo an expected and otherwise fairly regular morphophonologi-
cal alternation constitutes evidence that, pre-verbally, these markers do not mor-
phophonologically integrate with their host. The only phonological restrictions
(“phonological friendliness”) that do seem to hold between the floating agreement
marker and its preverbal host concern the host's final segmental material, in par-
ticular sonority of final segments and complexity of the coda. In contrast t&Kup
and Tseng (2005), who regard this as a morphophonological idiosyncraskiBa
(2000) argues that the phonological selectivity can be explained in entirely prosodic
terms, drawing on the sonority hierarchy. He argues further that the availability of
phonologically less marked alternative attachment sites accounts for the low ac-
ceptability observable with suboptimal hosts. If we also consider further that non-
local realisation of agreement is a probably a marked option by itself — although
cross-linguistically attested, it is not an option chosen by too many languages of the
world —, unacceptability of cliticisation to unfriendly hosts may well be accounted
for by having to strikes against it: one prosodic, the other morphosyntactic.

1As discussed by Kt and Tseng (2005), as well as pointed out to me by two of the reviewers,
there is a small set of hosts like, e.jpk ‘as’, juz ‘already’, chocia ‘although’ that do feature e-
epenthesis when followed by a past tense marker. Although these forms are considered archaic by
Kupst and Tseng (2005), an account of Polish past tense agreement should nevertheless be able to
provide an account of these forms: | would therefore tentatively suggest that these forms might be
analysed as modal verbs which subcategorise for an uninflected participle, akin to the conditional
and future tense auxiliarids/ andbedzie

2The vowel/zero alternation between palec and and palca suggests that palec is underlyingly
yer-final. In contrast to verbal participles, attachment of the agreement marker does not make the
stem-final yer surface as [e].
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1.2 The conditional auxiliary by

The Polish conditional markdsy displays some striking parallelism to the past
tense agreement marker: first, just like the past tense, the conditional is expressed
by a combination of the patrticipial form of a verb (inflected for number and gender)

plus the auxiliaryby, which is inflected for person and number. The form of the
person/number markers is identical to past tense markers.

Singular
masc fem neut
1 widzia-+-by-m widzia-t-a-by-m —
2 widzia-t-bys widziat-a-bys —
3 widzia-t-by widzia-t-a-by widzia-t-o-by
Plural
masc fem/neut

widzie-l-i-by-smy
widzie-I-i-by-5cie
widzie-l-i-by

widzia-t-y-bysmy
widzia-t-y-byscie
widzia-t-y-by

Table 2: Conditional paradigm

Furthermore, the forms of the conditional markgmobey conditions on place-
ment similar to those regulating the distribution of the past tense agreement marker:
Postverbally, there is almost strict adjacency to the verb, the only exception being
intervention of the particleno (Kupst, see Borsley, 1999, fn. 12)

(20) Obejrzatno bys ten film!
see NO COND.2SG thisfilm
‘You would see this film!’

(11) *Obejrzatno -5 ten film!

see NO 2sG thisfilm

Preverbally, attachment is promiscuous, again with a ban on clause-initial po-
sition.

With respect to morphophonology, however, the conditional marker does not
display any of the expected properties of affixal attachment: forrhgafe entirely
stress-neutral, regardless of their host.

(12)
(13)

robit — robit-by — *robit-by
robili — robili-by — *robili-by

Likewise, application of raising is entirely unaffected by the attachmehy.of

(14) moégt— mégtby — *mogtby
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Thus, | will follow Spencer (1991); Beski (2000) and Kugt and Tseng (2005)
in that morphophonological evidence points towards their status as syntactic clitics.
This difference in status is further corroborated by coordination data (c6&Kup
and Tseng, 2005; Beki, 2000): while wide scope over a coordination of hosts is
by-and-large impossible with past tense agreement attached to a verbal host (par-
ticiple or copula), conditional markers easily take wide scope in this position.

(15) a. Poszedt-em i  zobaczyt *(-em)
gO.PAST-1SG andseePAST.MASC -1SG

‘I went and saw.’
b. Byl -Sciei  jest *(-e&cie)
bePAST-2PL andbePRES-2PL
‘you were and you are’
(16) Wiaczyt -bym sobieradioi  postuchat (-bym) muzyKki
turn.oNPART -COND. 1SG SELF radio andlisten PART -COND.1SG music
‘I would turn on the radio and listen to the music.’

Preverbally, both markers may take wide scope @uwmnd Tseng, 2005).

Another difference between past tense agreement and conditional markers con-
cerns the degree of interaction with pronominal clitic placement. As observed by
Kupst (2000), Polish pronominal clitics either all precede or immediately follow
the verb. Forms of clitiecby are always realised to the left of the pronominal clitics,
regardless of whethday itself is realised in pre- or in postverbal position (Borsley,
1999; Witkds, 1997)

@7y a. Ty hys go widziatjutro.
YOU COND.2SG 3sGseen tomorrow
‘you would see him tomorrow’
b. ?*Ty go bys widziatjutro.
you 3SG COND.2SGseen tomorrow

(18) a. Ty widziatbys go jutro.
youseen COND.2SG 3sGtomorrow

b. ?*Ty go widziatbys jutro.
you 3sGseen COND.2SGtomorrow

Preverbal forms of the past tense agreement marker patterroyitPostverbal
forms, however, show no interaction with pronominal clitic placement (Vgitko
1997; Borsley, 1999)

(19) a. Ty -5 go widziatwczoraj.
you 2SG 3sGseen yesterday
‘you saw him yesterday’
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b. ?*Ty go -§ widziatwczoraj.
you 3sG 2sGseen yesterday

(20) a. Ty widziate-5 go weczoraj.
youseen COND.2SG 3sGYyesterday

b. Ty go widziate-s wczoraj.
you3sGseen 2sGyesterday

It seems thus that the difference in lexical status suggested by morphophonol-
ogy between postverbal past tense agreement on the one side, and the conditional
marker and preverbal past tense agreement on the other, is also reflected in terms
of syntactic visibility.

1.3 Summary

To summarise the empirical observations made above, | conclude that the status of
Polish past tense agreement presents us with an analytical paradox: while postver-
bal realisation of this marker suggests affixal status — as supported by their mor-
phophonological properties, the strict adjacency requirement, the non-interaction
with pronominal clitic placement, and the failure to take wide scope over a coor-
dination of hosts —, preverbal realisation, however, suggests syntactic clitic status
— as witnessed by promiscuous attachment and the lack of morphophonologi-
cal integration with the host. Nevertheless, pre- and postverbal realisations need
to be systematically related in order to account for the identity of formatives and
the unigue marking of a verbal inflectional category. The forms of the conditional
markerby, however, are probably best analysed as syntactic clitics, regardless of
position, since there is absolutely no evidence for morphophonological integration
with their host, the adjacency requirement is not strict, they can take wide scope
over a coordination of hosts, and they interact with pronominal clitic placement.
Still, the inflected forms of the conditional marker should be related to the past
tense agreement markers.

2 Previous analyses

Probably the first study of this set of phenomena in the framework of HPSG is
Borsley (1999). In this paper, he focusses on the similarity in syntactic distribution
between the past tense agreement marker and the conditional marker and develops
an essentially parallel analysis of these markers in terms of weak auxiliaries. In or-
der to capture the difference in syntactic mobility between preverbal and postverbal
realisation, he suggests that in preverbal position, these auxiliaries are syntacti-
cally independent signs, which take a participial syntactic complement, whereas
postverbally, these auxiliaries are regarded as part of a morphologically derived
verb-auxiliary complex. Syntactic realisation in postverbal position is ruled out by

a suitable LP constraint. Uninflected third person forms receive special attention:
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since an empty auxiliary analysis will give rise to spurious ambiguity, he suggest
instead that third person finite past tense forms are derived from the non-finite par-
ticiple by way of a unary conversion rule.

There are, however, a few problems with this account in the light of the data dis-
cussed above: first, as pointed out by Ktupnd Tseng (2005), a uniform treatment
of past and conditional cannot do full justice to the apparent differences in morpho-
logical status, as witnessed by morphophonological behaviour and the coordination
facts. Second, deriving postverbal weak auxiliaries uniformly as a syntactically
opaque daughter of a lexical compound cannot model the observable difference in
interaction with pronominal clitic placement, which suggest that postverbal con-
ditional markers must be syntactically visible, in contrast to postverbal past tense
agreement. Third, the morphological analysis put forth in Borsley (1999) is inher-
ently asymmetrical, postulating a lexical incorporation analysis for the conditional
and non-third person past tense auxiliaries on the one hand, and an analysis in terms
of zero inflection on the other. Finally, it is far from obvious how the weak auxil-
iary analysis of the past tense agreement markers can be generalised to derive other
inflected forms that draw on the same set of markers, including the conditional
marker and the present (!) tense copelst Identity of exponence across different
paradigms therefore favours an analysis of the past tense agreement marker as an
inflectional affix, realising person and number specifications.

In a recent paper, Kig and Tseng (2005) have argued for a non-uniform ac-
count of conditional auxiliaries and past tense agreement, according to which the
former are considered to be syntactic clitics, whereas the latter are analysed as mor-
phologically derived agreement affixes. The authors, however, do not assign a dif-
ference in status to preverbal and postverbal occurences of the past tense agreement
marker, but assume instead that the past tense agreement marker always attaches
to its surface host as an inflectional affix. In order to relate the non-local realisation
of the agreement marker to the verbal inflectional features they are an exponent
of, they suggest a special feature percolation mechanism using marker and trigger
features. Essentially, the locally uninflected participle launches a trigger feature,
inflection of a host for person/number agreement launches a marking feature, and
a unary clause-level schema discharges both features under unification.

Although | concur with Kugt and Tseng (2005) in regarding postverbal past
tense agreement markers as suffixes directly attached to their hosts, extending this
perspective to their preverbal counterparts raises several issues, which | will briefly
discuss: first, the feature percolation mechanism invoked by the authors does not
connect past tense agreement to any well-understood subtheory of local or non-
local phenomena in Polish or across languages. Likewise, past tense agreement
appears as an isolated agreement process unrelated to other agreement processes in
the language. Second, the syntactic similarity between preverbal past tense agree-
ment markers and conditional auxiliaries remains unaccounted for. Third, and most
importantly, Kugt and Tseng (2005) do not provide evidence that preverbal past
tense agreement markers show a similar degree of morphophonological integra-
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tion with the host as their postverbal counterparts: in contrast to postverbal agree-
ment, none of the expected lexical phonological rules may apply at the juncture
between preverbal agreement markers and their hosts, like, e.g., stress shift or yer
vocalisation. Conversely, the observable conditions on phonological friendliness
are probably best understood in prosodic termshé&a 2000). Finally, promis-
cuous attachment (Criterion A) does not seem to support an analysis in terms of
direct morphological attachment either.

3 A coanalysis approach

In the analysis which | am going to propose | will try to synthesise the insights
gained by Borsley (1999) and K&pand Tseng (2005) and assign the status of a
syntactic clitic to the conditional marker regardless of position, yet treat the past
tense agreement marker as a morphosyntactic hybrid: building on proposals by
Kathol (1995) and Crysmann (2003), | suggest that Polish past tense verbs can con-
tribute more than one domain object to linear domain structure. As a result, mor-
phological rules of exponence will uniformly introduce exponents of agreement
on the verbal host, yet the mapping of lexically introduced phonology to domain
objects will permit the “affix” phonology to float off. The analysis of preverbal
markers as syntactically visible floating affix phonology will prove to capture, in a
straightforward way the interaction with pronominal clitic placement, predict the
lack of phonological integration with prosodic hosts, and account for uniqueness of
exponence. Furthermore, this analysis not only connects the placement of floating
past tense agreement to the standard HPSG approach to Polish word ordsér, (Kup
2000), but it also relates the phenomenon at hand to the strikingly similar case of
floating subject agreement in Udi (Crysmann, 2000).

3.1 Morphology

As to their morphological status | follow K& and Tseng (2005) and assume
that the past tense markem,$,5my,5cieare best regarded as exponents of per-
son/number agreement rather than tense auxiliaries. This view is supported by a
variety of considerations: first, the forms used in the conditional are identical to
the ones used in the past, yet they do not select the participial formy. afhe

very same holds for the present tense copetd Second, an analysis as tense
auxiliaries would assign these forms the statusigh which would make the
wrong prediction concerning the interpretation of inflected forms of the present
tense copulgest which is clearly non-past. Third, zero marking of third person
also favours an affixal treatment over a compound analysis. | therefore suggest to
represent the person/number markers as an inventory of pure forms (exponents —
not morphemes).

3The paradigms generated by the realisational schemata given here are all finite paradigms. As a
consequence, we can localise the encoding of past tense with the constriafotros given in the
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pst-agr
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The forms are then selected by realisational schemata: following previous
work on type-based realisational morphology (Koenig, 1999; Riehemann, 1998;
Crysmann, 2003), | suggest to organise the realisational schemata into a two-
dimensional type hierarchy for affix and stem selection, where dimensions are con-
junctively connected.
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STEM dimension. Certainly, there is also a non-finite use ofl #foem in periphrastic tenses such
as future or conditional. This non-finite use may be licensed by a morphological schema of its own,
which, however, is not given here.
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What is crucial for our analysis is that the relative order of stem and affix not
fixed on the supertyp€().
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Under the natural assumption that the domain of application for morphophono-
logical rules is the morphological structure, presence vs. absence of morphophono-
logical effects can be simply related to the configuration found at this level: with
suffixation, yer vocalisation and stress shift will be triggered. With prefixation, the
local condition for rule application is simply not met. Likewise, raising will be
possible, if the stem is final, yet will be blocked by following affixal material.

The possibility for affixes to be positionally non-fixed is quite common cross-
linguistically: Morphologicallly conditioned positional alternation has been at-
tested for French and Italian pronominal affixes (Miller, 1992; Monachesi, 1999),
whereas morphosyntactically conditioned placement alternation of affixes has been
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observed for German separable particle verbs (Kathol, 1995), European Portuguese
pronominal affixes (Crysmann, 2003; Luis and Spencer, 2004), and Udi agreement
(Harris, 2000; Crysmann, 2003).

3.2 Morphosyntactic mapping

Having established how agreement formatives are introduced into morphological
structure, we can now proceed to the specification of the morphology-syntax in-
terface: as already mentioned above, the key to our analysis of morphologically
introduced, yet floating agreement markers is a natural extension of Linearisa-
tion HPSG (Kathol, 1995; Reape, 1994), namely the possibility for lexical signs,
just like phrasal signs, to introduce more than a single domain object, an idea that
has already been explored in the analysis fo morphosyntactic paradoxa in German
(Kathol, 1995), European Portuguese, Fox, and Udi (Crysmann, 2003, 2000).

In order to preserve lexical integrity, morphological entities are not directly ac-
cessible to syntactic manipulation. Rather, it is only the phonological contribution
of morphological entities that gets distributed over the lexically introduced domain
objects. Interaction between surface syntax and morphotactics is limited to order-
ing: as guaranteed by the homomorphism constraints below, the sequencenof
values orbom must correspond to the sequenceaN values in morphological
structure.

(24) a. const— PoM <[PH ]""’[PH }>
PH o, ¢l

-M <[PH ],...,[PH }>
PH [eo... ¢

b. word—

All we need to do now to account for the difference in syntactic transparency
between pre- and postverbal realisations of the agreement marker is to assume
that Polish past tense verbs align their stem phonology with the right-most domain
object.

DOM |iSt®<[PHEB Iist]>
(25) stem
M < PH > O list(pst-agr)

HD verb
As a result of the interaction between the morphologically variable position
of the agreement affix and stem alignment, we will obtain two different surface-
syntactic representations:

e a pre-stem position, which is syntactically transparent,
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o (3 (] )

(26) |:DOM <
e and a post-stem position, which is syntactically opaque.

PH <widzia4e’s>] >}

27) |:DOM <
A sample derivation of floating agreement will thus look as follows:

unou aH
AAomv Hd i

Ul WHO4A

aH unou  aH
A ﬁ Em@!
A*m_Nc_\sv Hd

(|l

Uiy WHO4HA
glan

vzoo A

& Aomv Woa ]

EE aH|1vo|o01|El SsS

A*m_Nc_z,v Hd

(28)

W aH|ivol1[ss

“l)

Hd

uly WHO4A
ion [@ aH |unou aH . [4] aH
d Aomv noa el A
A*m._Nc_\sV Hd

Elss

Hv woa

Hv woa
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The syntactic inseparability of the conditional auxiliary and the morphologi-
cally attached agreement markers can straightforwardly be captured by restricting
the length of the lexicabom list to 1, enforcing realisation as an inseparable suffix.

pom list@ <[PH ® Iist]>
29 stem
@9 M < PH >Qlist(pst-agr) ' {DOM<H>}

HD verb

3.3 Clitic order

The final piece in our analysis of the data at hand concerns the syntactic placement
of clitics. | assume that clitic status in Polish is probably best defined prosodically,
e.g., in terms of prosodic extrametricality, an assumption that will directly predict
the effects of Tobler-Mussafia Law (cf. Bski, 2000). In the following, | will use
the typesnonclitic andclitic as mere short-cuts to refer to domain objects whose
PHON starts with a prosodic word boundary, or not.

In order to model the restrictions on clitic placement observed above (see
Kupst, 2000 for a more in-depth study) a set of 3 LP constraints appears sufficient
to derive the basic pattern:

e \erbal clitics precede pronominal clitics

clitic clitic
(30) ﬂ[DOM <”-|:HD noun}"[HD verb..]>]

¢ Clitics either all precede or follow the verb

(31) - |:DOM < [Clitic]_” {:Enclivti: :

o [c|itic]..>]

e Postverbal clitics must be verb-adjacent

@) - [ (- [poree ] et [clmc]...>]

HD ver
Given the constraint on verb adjacency for post-verbal clitics, clustering turns
out to be a mere corollary.
Thus, the patterns of placement interaction between pronominal clitics on the
one side and the conditional and past tense agreemnet markers on the other will be
derived as follows:

e Preverbal agreement marker must precede all other clitics
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clitic 1 [clitic nonclitic

PH <s> eH <go>, PH <widzia+>>

HD verb| [HD noun| |HD verb

nonclitic

PH <ty> '

(833) |powm <

(34) < {nonclitic
* | DOM

PH <ty>

] clitic 1 [clitic nonclitic

o (o). [ (8 | o (s

HD noun| [HD verb| [HD verb

e Postverbal agreement marker may follow preverbal clitics

] clitic nonclitic

e <go>, PH <Widzia+e’s>>

HD noun| |HD verb

nonclitic
(35) |pom <[PH <ty>

e Conditionalby must always precede all other clitics

nonclitic clitic clitic nonclitic
(36) |pom <PH <ty> PH <bys>, PH <go>, PH <W|d2|a+>>
HD verb HD noun| |HD verb

clitic clitic nonclitic

(37) * |pom <[::ncl<itic>]’ PH <go>, PH <byé>, PH <widzia}>>
Y HD noun| [HD  verb HD verb

nonclitic clitic nonclitic clitic
(38) * |pom <[PH<ty>]' PH <go>, PH <Widzia+> , |PH <by's>
HD noun| |HD verb HD verb

4 Conclusion

In the present paper, | have argued that the syntax and morphology of “floating”
agreement markers in Polish can receive a unified treatment under the assumption
that they are uniformly introduced as agreement affixes on the verb. Morphologi-
cal introduction as exponents of person/number agreement naturally accounts for
the paradigm-like properties, including zero exponence and cross-paradigm par-
allelism. An analysis as morphologically introduced affixes also relates syntactic
opacity and morphophonological properties, and derives the lexical-phonological
effects (and lack thereof) by reference to the domain of application: morphological
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structure. The adoption of a lexically-controlled coanalysis approach has proven to
reconcile the affixal properties of postverbal markers with the syntactic mobility
of their preverbal counterparts, capturing uniformity of markers and uniqueness of
exponence. The specific nature of the morphology-syntax interface in terms of mul-
tiple lexically-introduced domain objects aligns the treatment of floating “affixes”
with the general approach to Polish word order (k& 2000). Finally, the account
presented here for Polish floating affixes is highly reminiscent to the analysis of
similar phenomena in Udi (Crysmann, 2000, 2003).

References

Banski, P. 2000 Morphological and Prosodic Analysis of Auxiliary Clitics in Pol-
ish and English Ph.D. thesis, Uniwersytet Warszawski, Warsaw.

Booij, Geert and Jerzy Rubach. 1987. Postcyclic vs postlexical rules in lexical
phonology.Linguistic Inquiry18:1—-44.

Borsley, Robert and M. L. Rivero. 1994. Clitic auxiliaries and incorporation in
Polish.NLLT 12:373-422.

Borsley, Robert D. 1999. Weak auxiliaries, complex verbs and inflected comple-
mentizers in Polish. In R. D. Borsley and A. Przepidrkowski, e8fayic in
Head-Driven Phrase Structure Gramma&tudies in Constraint-Based Lexical-
ism, chap. 2, pages 29-59. Stanford: CSLI Publications.

Crysmann, Berthold. 2000. On the placement and morphology of Udi subject
agreement. Paper presented at 7th International Conference on Head-driven
Phrase Structure Grammar, Berkeley.

Crysmann, Berthold. 200& onstraint-based Coanalysis. Portuguese Cliticisation
and Morphology—Syntax Interaction in HPS®lo. 15 in Saarbriicken Disser-
tations in Computational Linguistics and Language Technology. Saarbriicken:
Computational Linguistics, Saarland University and DFKI LT Lab.

Dogil, Grzegorz. 1987. Lexical phonology and floating inflection in Polish. In
W. Dressler, ed Phonologica 84pages 39—-47. Cambridge: Cambridge Univer-
sity Press.

Harris, Alice C. 2000. Where in the word is the Udi clititanguager6:593—-616.

Kathol, Andreas. 1995Linearization-Based German SyntaRh.D. thesis, Ohio
State University.

Koenig, Jean-Pierre. 1998exical Relations Stanford: CSLI publications.

Kupst, Anna. 2000. An HPSG Grammar of Polish CliticsPh.D. thesis, Polish
Academy of Sciences and Université Paris 7.

138



Kupst, Anna and Jesse Tseng. 2005. A new HPSG approach to Polish auxiliary
constructions. In S. Mdller, edThe Proceedings of the 12th International Con-
ference on Head-Driven Phrase Structure Grammar, Department of Informatics,
University of Lisbon, August 23-24, 20Qtages 253-273. Stanford: CSLI Pub-
lications.

Luis, Ana and Andrew Spencer. 2004. A paradigm function account of ‘mesocli-
sis’ in European Portuguese. In G. Booij and J. van Maarle, ¥darpook of
Morphology 2004Dordrecht: Kluwer.

Miller, Philip. 1992. Clitics and Constituents in Phrase Structure Grammaut-
standing Dissertations in Linguistics. New York: Garland.

Monachesi, Paola. 1999 Lexical Approach to Italian CliticizationCSLI Publi-
cations.

Reape, Mike. 1994. Domain union and word order variation in German. In J. Ner-
bonne, K. Netter, and C. Pollard, edSgrman in Head-Driven Phrase Structure
Grammar, no. 46 in Lecture Notes, pages 151-197. Stanford University: CSLI
Publications.

Riehemann, Susanne. 1998. Type-based derivational morphdtagyal of Com-
parative Germanic Linguistic8:49-77.

Spencer, Andrew. 199Morphological Theory. An Introduction to Word Structure
in Generative GrammarNo. 2 in Blackwell Textbooks in Linguistics. Oxford:
Blackwell.

Witkos, Jacek. 1997. Polish inflectional auxiliaries revisited. paper presented at the
30th Pozna Linguistic Meeting, Adam Mickiewicz University, PozimaPoland,
May 1-3, 1997.

139



Constraining aspectual composition

Maria Flouraki

University of Essex

Proceedings of the 13th International Conference on
Head-Driven Phrase Structure Grammar

Linguistic Modelling Laboratory,
Institute for Parallel Processing,
Bulgarian Academy of Sciences,
Sofia,
Held in Varna

Stefan Miiller (Editor)
2006
Stanford, CA: CSLI Publications

pages 140-157

Flouraki, Maria. 2006. Constraining aspectual composition. In Stefan Miiller
(ed.), Proceedings of the 13th International Conference on Head-Driven Phrase

Structure Grammar, Varna, 140-157. Stanford, CA: CSLI Publications. DOI:
10.21248/hpsg.2006.8.


http://doi.org/10.21248/hpsg.2006.8
http://creativecommons.org/licenses/by/4.0/

Abstract

In Modern Greek there is a rich aspectual system, which involves
both morphologically expressed grammatical aspect and eventuality
types, carried primarily by the meaning of the verbal predicate. Par-
ticular emphasis is paid to the interaction between grammatical aspect
and eventuality types, since it is due to this interaction that the ver-
bal predicate acquires distinct meanings. In order to explain potential
changes in the meaning of the eventualities caused by the interaction
with grammatical aspect, I propose a formal analysis within HPSG,
using Minimal Recursion Semantics (MRS) for the semantic repre-
sentations. Following the MRS architecture, I introduce a number
of relations, which represent both grammatical aspect and eventuality
types. The close interaction between grammatical aspect and eventual-
ity types triggers special meanings which traditionally can be explained
by inserting contextual information into the representations. In this
paper, I argue against such an analysis, providing an alternative which
is based on the introduction of subeventual templates formulated by
Michaelis (2003) and Pustejovsky (1995). In this context, grammati-
cal aspect combines with eventuality types and selects eventualities or
subeventualities appropriate to its selection restrictions, using infor-
mation that is already there in the denotation of the eventualities.

1 Introduction

Traditionally, aspectual composition refers to the combination of a verb with
its arguments (NPs, PPs) and how this combination affects the aspectual
denotation of the verb (Aktionsart) (Krifka, 1998; Smith, 1997; de Swart,
1998). For instance, in (2a) the eventuality walk a mile is an accomplish-
ment, which changes into a process in (2b) once the argument gets pluralised
(walk miles).

(1) a. Mary walked a mile.
b. Mary walked miles.

Another instance of aspectual composition occurs when grammatical as-
pect (perfective and imperfective) and eventuality types (accomplishment,
achievement, process, state) carried by the verb along with its arguments
combine to trigger particular meanings. This aspectual composition may
change the denotation of the eventuality type resulting to aspectual shifts
(Moens and Steedman, 1988; Jackendoff, 1990; Pustejovsky, 1995; Pulman,
1997; Krifka, 1998; de Swart, 1998; Filip, 2000; Bonami, 2001; Giannakidou,
2002; Egg, 2002; Michaelis, 2004).

"I thank my supervisor Prof. Louisa Sadler and Dr. Doug Arnold for all
their help and support. This research was supported by ESRC. Correspondence:
maria.flouraki@Qgmail.com.
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An instance of this phenomenon is found in Modern Greek (M.G.) where
there is a contrast between perfective and imperfective aspect, being overt in
the morphology of the verb. The information, grammatical aspect presents,
is affected by the eventuality type it combines with, which is implicit in the
meaning of the verb phrase.

The accomplishment eventuality write the letter in (2) denotes a situation
which starts with the beginning of the writing and reaches a culmination
with the completion of the letter. When this eventuality combines with
perfective aspect in (2a), it retains its culmination point and the meaning
does not change. When the same eventuality combines with imperfective
aspect, it gets a shifted reading (2b) i.e. process or habitual reading. In
this way it is no longer visible when the letter reaches a culmination and if
it actually does.

(2) a. O Giannise  -graps -e to gramma.
the giannis Aug -write.Perf -3sg.Past the letter
‘Giannis wrote the letter’ (basic reading)

b. O Giannise  -graf -e to gramma.
the giannis Aug -write.Imperf -3sg.Past the letter
‘Giannis was writing the letter’ (process reading)
‘Giannis used to write the letter’ (habitual reading)

The same is the case in (3), which is an instance of an achievement
eventuality combined with perfective aspect in (3a) and imperfective aspect
in (3b). As was the case with the accomplishment in (2), grammatical aspect
modifies the eventuality giving particular meanings.

(3) a. I Maria kerdis -e sta  hartia.
the maria win.Perf -3sg.Past in-the cards
‘Maria won in the game of cards’ (basic reading)

b. I Maria kerdiz -e sta  hartia.
the maria win.Imperf -3sg.Past in-the cards
‘Maria was winning in the game of cards’ (process reading)
‘Maria used to win in the game of cards’ (habitual reading)

In (4) the eventuality love Anna denotes a situation, which is not clear
when it starts and when and whether it finishes. When this eventuality
occurs with imperfective aspect in (4a), it gets the default meaning of the
eventuality, where no culmination point is denoted and no visible endpoints.
In (4b) the same eventuality combines with perfective aspect, which may
focus either on the initial stages of the eventuality in which case it acquires
an inchoative reading or simply adds both endpoints, in which case there is
a bounded reading.
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(4) a. O Giannis agapous  -e tin Anna.
the giannis love.Imperf -Past.3sg the anna
‘Giannis was loving Anna’

‘Giannis used to love Anna‘ (basic reading)

b. O Giannis agapis -e tin Anna.
the giannis love.Perf -Past.3sg the anna
‘Giannis loved Anna (and does not love her any more)’
(bounded reading)
‘Giannis fell in love with Anna’ (inchoative reading)

In the above examples grammatical aspect and eventuality types inter-
act and the meaning of the eventuality is affected by grammatical aspect.
When the perfective aspect combines with accomplishments and achieve-
ments there is no change in the denotation of the eventuality. As Smith
(1997) observes perfective aspect and accomplishments - achievements have
similar properties They all have endpoints and reach a culmination. That
is why there is no change in the eventuality denotation once combined with
perfective. The same result occurs when imperefective aspect and processes
- states combine. No aspectual shifts are observed because they have no
endpoints and hence no culmination happens.

In order to formalise and explain the interaction between grammatical
aspect and eventuality types, it is standard in the literature to assume that
there is a functor argument relation: f(a), where f is the functor and a the
argument. In the case of aspectual interactions, the relation between functor
and argument becomes more concrete and translates into (5), where there
is a functor-argument relation between grammatical aspect and eventuality

types.

(5) aspect(eventuality)

We may further instantiate the aspectual functor into the perfective func-
tor, which normally takes as argument accomplishments and achievements
(6a), as was observed in the examples above. A similar case occurs with the
imperfective functor which normally combines with processes and states in

(6D).

(6) a. perfective(accomplishment \V achievement)

b. imper fective(process V state)

Nevertheless, there are cases where the argument is not the appropri-
ate input for the functor. Instances of this can be found in (4b) where
the perfective aspect combines with a process and in (2b) and (3b), where
the imperfective functor occurs with an accomplishment or achievement re-
spectively. If the argument is not the appropriate input for the functor,
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this does not mean that the combination is not acceptable but just that
reinterpretations occur which remedy the conflict.

In the literature there is a main trend for the explanation of these type
shifts. Extralinguistic knowledge may be involved where the context plays
an important role in the resolution of the conflict and it is manifested with
the introduction of operators licensed by the context.

Jackendoff (1997) argues that “the process of composition interpolates a
‘coercing function’ G to create instead the structure F(G(X)) where X is a
suitable argument for G, and G(X) is a suitable argument for F.” This means
that in type-shifting the process of semantic composition may add meanings
absent in the syntax in order to ensure that certain functors receive suitable
arguments. This extra meaning added is referred to as enriched composition.

A similar explanation comes from de Swart (1998, 2000) who argues
that coercion is “syntactically and morphologically invisible: it is governed
by implicit contextual reinterpretation mechanisms triggered by the need to
resolve [semantic] conflicts.” (de Swart (1998):360)

In a similar way aspect shifts are treated as type coercions by Moens and
Steedman (1988); Pulman (1997); Pustejovsky (1995, 1991); Pustejovsky
and Bouillon (1995); de Swart (1998, 2000). The main idea is that the
basic aspectual class of an eventuality description may be changed under the
influence of tenses, aspectual adverbials and aspectual auxiliares. These are
functions which may coerce eventuality types so as to become appropriate
inputs for them. The reinterpretation in this case is achieved with the
introduction of operators which alter the type of the argument so as to
become appropriate for the functor. The licensing of a particular operator
depends on the context.

Hence, the general relation f(Op(a)) is used, where the operator Op
added, is given by pragmatic context. A major drawback of these approaches
is that these operators can not be appropriately constrained, so that they
occur only where and when needed. !

Different solutions have been provided, where the operators are either
constrained using a network of contigent aspectual relations (Moens and
Steedman, 1988), a qualia structure, where the possible selections are en-
listed beforehand (Pustejovsky, 1995) or underspecification in the selection
is involved, where the functor does not combine immediately with an argu-
ment but there is space in between for other items to intervene, which are
left underspecified (Egg, 2002).

The solution pursuit in this paper is different. Following Michaelis (2004)
and Pustejovsky (1995), T develop a highly constructed inventory of eventu-
ality types, which consists of eventualities as well as their subeventualities.
These interact with grammatical aspect, which adds or selects the whole or
subparts of the eventualities according to its selection restrictions. Hence,

'For a detailed discussion see Flouraki (2005).
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there is no new material added by context but the one that is already there
is appropriately constrained by grammatical aspect.

2 The analysis

2.1 Minimal Recursion Semantics

The analysis proposed uses Minimal Recursion Semantics (MRS) for the se-
mantic representations Copestake et al. (2000). MRS is a metalanguage,
which describes semantic structures within the framework of HPSG Pollard
and Sag (1994). The object language may be any semantic theory ranging
from predicate calculus to lambda-calculus and DRT. Semantic representa-
tions are shown using metavariables and relations between these metavari-
ables. In this way partial semantic representations are given which allow
underspecification to be used in such a way so as monotonic resolution of
such partial semantic representations to be achieved. MRS deals mainly with
scope ambiguities, where the key idea is that it is not necessary for a scope
ambiguity to be resolved as yet at the semantic level. This can be achieved
through underspecification.

For instance (7a), has two readings where every has wide scope in (7b)
and narrow scope in (7c).

(7)  a. Every woman loves some man.
b. VYz.woman'(x) — Jy.man'(y) A love' (z,y)
c. Jy.man'(y) AVz.woman'(z) — love (z,y)

In order to achieve underspecification and at the same time be able to
retrieve the correct scopal readings, a flat representation is used as well
as metavariables. Each lexeme corresponds to an elementary predication
(EP), which is a relation with its associated arguments. Every such rela-
tion is identified by a metavariable (handle), which should be thought of
as grabbing hold of a particular EP and connecting it with the other EPs.
The handles are represented with the metavariables hl, h2, .... whereas the
underspecified handles hA and hB capture multiple scopes as shown in (8).

(8) hl:every(z,h2,hA), h2:woman(z), h3:some(y,h{,hB), hi:man(y),
h:love(z,y)

The key ideas behind MRS may be easily captured in the feature struc-
ture representation of HPSG. Thus a semantic object is created of the type
mrs in (9), which has appropriate attributes and values. It introduces a
bag of EPs represented as a list that functions as the value of the feature
RELS, a list of constraints on the scopal relations among the EPs represented
by the feature H-CONS and the HOOK feature. The RELS and HCONS at-
tributes are always accumulated. The variable equivalence is represented by
coindexation.
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mrs
[LTOP htmdle-|
[ ]

HOOK
INDEX
_every—rel |
LBL [1] handle woman-rel
ARG [ ref-ind |, |LBL [3] handle |,
RESTR [2] handle| |ARG E ref-ind
< BODY handle >
(9) RELS ( _ o - -
love-rel some-rel
LBL LBL [5] handle man-rel
ARG1 ® ref-ind|, | ARG [ ref-ind |, |LBL [7] handle
ARG2 [Y] ref-ind| |RESTR [6] handle| | ARG ] ref-ind
| ARG3 | |BODY handle |

qeq qgeq
H_CONS< HARG [2]| |HARG [6] >
LARG LARG

Both quantifiers every and some introduce scopal relations, which are
represented as feature structures of type every-rel and some-rel respectively.
They have as appropriate features a label (LBL), which identifies them and
an argument (ARG), which corresponds to the bound variable argument.
Moreover, there is a RESTR feature which represents the object they bind
with and a BODY feature which shows the object they scope over. Both
these features are left underspecified, since there is scopal ambiguity.

The verb love is represented as a love-rel, which is not scopal. Hence,
the RESTR and the BODY attributes are not needed but only the feature
LBL is introduced along with appropriate arguments for the relation. These
arguments show the participants in the relation i.e. ARG x and ARG y as
well as the eventuality type introduced (ARG z). This is coindexed with the
INDEX feature in HOOK, which represents the eventuality type of the whole
phrase.

HOOK “is used to group together the features that specify the parts of
an MRS which are visible to semantic functors” (Copestake et al. (2000):24).
In semantic composition the HOOK of the mother is always the HOOK of the
semantic head daughter. The LTOP remains underspecified if the EP that
takes scope over everything else is a quantifier. In this way it is guaranteed
that no quantifier takes scope over the other so as the representation remains
underspecified.
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Each lexical item has a single distinguished main EP, which is captured
by the feature KEY. In case of a phrase all the other EPs either share a label
with the key EP, or are equal to it, or are equal to a scopal argument of the
key EP. Usually the key EP is equal to the LTOP unless it is a floating EP
in which case it is left underspecified as is the case in (9).

The EPs are connected with each other through an outscopes relation
represented in H-CONS. An EP F immediately outscopes an EP E’, if the
value of one of the handle taking arguments of F is the label of F’.

2.2 MRS in Aspectual Representations

As we saw in section 1 in M.G. grammatical aspect and eventuality types
are represented within the verbal lexeme itself. Hence, having in mind the
mrs architecture as presented in 2.1, we have to enrich the semantic rep-
resentation of the verb-rel, so as aspect to be represented. The arguments
showing the participant roles stay as such but the third argument represent-
ing the verbal eventuality has to become more complex in order to show the
aspectual interaction. Hence, ARG3 in (9) takes as value a feature structure,
which is itself an mrs object introducing different relations.

These relations represent both the grammatical aspect functor and the
eventuality type argument. They have to be introduced within the verbal
lexeme since in M.G. grammatical aspect and eventuality types are instanti-
ated in the verb. Koenig and Davis (2003) apply MRS to the lexemic level,
where semantic decomposition is achieved by introducing more than one re-
lation in the EP’s semantic type. Based on that Bonami (2001) decomposes
the verbal lexeme so as to accomodate the tense functor in French. In his
analysis, the verbal lexeme introduces not one but three relations. There is a
tense-rel, a verb-rel and an asp-op-rel, representing the contextual operators
discussed in section 1. The idea is that the asp-op-rel binds with an even-
tuality through the BEV feature and reinterpets it into another eventuality
with the EVY feature. Then the fense-rel combines with the reinterpreted
eventuality through BEV as shown in (10).

/ asp-op-rel | | verb-rel
tense-re LBL LBL
LBL
(10) |RELS , |EVY , |EVY
SCOPE .
BEV ACTOR tdn-ind
BEV .
SCOPE UNDER dn-ind

Even though the reasoning behind Bonami’s analysis is correct for rea-
sons explained in section 1, I do not want any interference of the context
or the introduction of contextual operators. Hence, in the case of aspectual
composition, I claim that the relations introduced by the verbal lexeme are
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just an aspectual relation of type aspect-rel and an eventuality relation of
type eventuality-rel.

Each relation is part of an hierarchy of relations given in figure 1, where
the aspect-rel is a subtype of the scopal-rel, which introduces the feature
SCOPE. This means that this particular relation has to take scope over
another one. The eventuality-rel is a subtype of the non-scopal-rel. The
aspect-rel has as subtypes the perfective (perf-rel) and the imperfective re-
lation (imperf-rel), corresponding to the perfective and imperfective aspect
respectively. The eventuality-rel has as sutypes the eventualities transition-
rel, which corresponds to accomplishments and achievements 2, process-rel
and state-rel.

rel
scopal-rel non-scopal
/\ ‘
quantifier-rel aspect-rel eventuality-rel

perf-rel imperf-rel transition-rel process-rel state-rel

Figure 1: Hierarchy of relations

The aspect-rel introduces the features L(a)B(e)L and BINDS as indicated
n (11). The LBL has as value the type handle, which identifies the relation
and shows its scopal connection with the other relations. The aspect-rel
combines with an eventuality through the BINDS feature and gives back
the same or a different eventuality represented by the EVENT-STR (ucture)
feature. Both BINDS and EVENT-STR take as value an ewvent-str, which
represents the subparts of the eventualities as we will see in the following
section.

aspect-rel

LBL handle

(11) |SCOPE handle
EVENT-STR event-str
BINDS event-str

>This categorisation belongs to Pustejovsky (1991)
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2.3 Subeventual templates

As was mentioned in section 1, a way to eliminate the contextual operator
is to decompose the eventualities into subparts so as grammatical aspect to
be able to select the appropriate subpart in each case.

Pustejovsky (1991) argues that the predicates have a subeventual struc-
ture, which provides a template for verbal decomposition and lexical seman-
tics. In his theory there are three basic eventuality types: the states, the
processes and the transitions. The states are evaluated relative to no other
eventualities, while the processes denote a sequence of events which identify
the same semantic expression. The transitions are complex types and equiv-
alent to the accomplishments and achievements. These consist of a process
and a state subevent and denote a transition from the process of an even-
tuality coming about, to the state of being about through the culmination
point. Hence if we take the accomplisment build the house, the process lies
on the steps that lead to the completion of the house whereas the state is
its completion stage.

The ordering of these subevents is guaranteed by a temporal relation:
exhaustive ordered part of (<) which denotes that a complex event e3 consists
of two subevents e; and es, where e; temporally precedes es. Hence, in the
case of the accomplishments there is an event structure which consists of a,
process and a state and the process temporally precedes the state.

Achievements also consist of two subeventualities i.e. process and state
and the process temporally precedes the state. In the achievement reach the
top, the process of reaching the top precedes the state of being at the top.

In order to differentiate the accomplishements from the achievements
Pustejovsky introduces another kind of relation: the event headedness. This
“provides a way of foregrounding and backgrounding of event arguments”
and indicates their “relative prominence”. The head indicates the most
prominent subevent which contributes to the ‘focus’ of interpretation. In
the case of accomplishments the head is the process while in the case of
achievements the head is the state. As far as the processes and states are
concerned their head is underspecified since they consist only of one even-
tuality and the focus is on that eventuality anyway.

Following Pustejovsky (1991), T support that each eventuality-rel has
an event structure (EVENT-STR), whose value is a feature structure, that
consists of different subeventualities indicated by the features EVENT1 and
EVENT2.

The transition-rel in (12) introduces apart from the attribute LBL, the
attribute EVENT-STR, which takes as values a subeventual structure that
consists of two eventualities. An EVENT1 with value a process type and an
EVENT2 with value the state type. Their temporal ordering is guaranteed
through the RESTRiction attribute, which states that there is a precedence
temporal relation between the EVENT1 and the EVENT2.
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transition-rel

LBL handle

(12) EVENT1 [dprocess

EVENT-STR EVENT2 [2]state
RESTR { =< }

In order to differentiate the accomplishment-rel from the achievement-rel
an extra feature is introduced: the feature EVentuality-FOCus , which takes
as value one of the two subevents of the event structure. In the case of the
accomplishments the EV-FOC has as value the EVENT1 as shown in (13),
while in the case of achievements the EV-FOC has as value the EVENT2 (14).

accomplishment-rel
(13) |LBL handle

EVENT-STR [EV—FOC ]

achievement-rel
(14) |LBL handle

EVENT-STR [EV—FOC ]

The process-rel in (15) introduces an EVENT-STR, where there is only
one eventuality attribute EVENT1, which denotes a process. The RESTR is
left underspecified, since this eventuality-rel consists only of one subevent.

process-rel

LBL handle

15
(15) EVENTI1 [lprocess
EVENT-STR
RESTR restr

The second step in the representation of aspectual meaning is to combine
these subeventual templates with grammatical aspect.

2.4 Composition

The relations introduced by the verbal lexeme i.e. aspect-rel and eventuality-
rel have to combine to denote the semantics of the overall verbal lexeme.
The HOOK feature is introduced in order to achieve semantic composition.
HOOK as we saw in section 2.1 has as values the LTOP and the INDEX. The
LTOP is equated with the highest scopal relation and the INDEX represents
the eventuality of the overall phrase.

In the case of the verbal EP in M.G. there is an interaction between
grammatical aspect and eventuality types and this interaction indicates the

150



eventuality type of the overall verbal lexeme. This interaction is represented
by the aspect-rel and the eventuality-rel. The aspect-rel has a fixed scope
over the eventuality-rel and bears the feature SCOPE. How is then the LTOP
of the overall EP determined? When there is a scopal combination the LTOP
of the verbal EP is equated with the LTOP of the relation that bears the
SCOPE feature and the INDEX is coreferential with the EVENT-STR, of the
relation that scopes over all the others.

mrs

[LTOP -|
HOOK

[INDEX J

-perf—rel 1 [transition-rel i
(16) LBL LBL
RELS < SCOPE : EVENTI [4lprocess >
EVENT-STR EVENT-STR [3]| EVENT2 [Blstate
BINDS <> RESTR { =< }

In this way combination between grammatical aspect and eventuality
types is achieved. Another issue that arises though is how we can indi-
cate that grammatical aspect combines with certain eventuality types and
changes nothing in their denotation while with others there are aspectual
shifts as we saw in section 1. This is an issue, I am going to explore in
the following section where certain selectional constraints on grammatical
aspect will be introduced.

3 Aspectual combinations

Following Michaelis (2003, 2004), I support that as in Romance languages,
perfective and imperfective aspect in M.G. are type-selecting operators re-
flecting the eventuality type of their arguments. Hence, the perfective func-
tor in (17a) combines with non-stative eventualities and returns bounded
ones while the imperfective functor in (17b) combines with stative ones
and returns unbounded ones. Essentially the non-stative are equivalent to
bounded and the stative to non-bounded.

(17)  a. Xeypp.perf(Ae _gr.write (mary', the.letter')(e"))(e)
b. Xe_gp.imper f(Xe' _sr.run/(mary’)(e"))(e)
Even though these two classes of operators have a distinct function they
both can potentially modulate when it is necessary the aspectual properties

of their argument and both operators denote event types and place con-
straints upon the lexically expressed types they combine with. This kind of
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combination between the functor and the argument is guaranteed with the
Aktionsart preservation principle, which states that that no extra material is
needed intervene in the functor argument relation. Michaelis supports that
“In an aspectual mapping, whether implicit or explicit, input and output
types must share some portion of their respective causal and/or temporal
representations. ” (Michaelis (2004):16)

The Aktionsart Preservation principle as well as the assumption that
no extra material is needed interve in the functor-argument relation is the
basis of the theory assumed here. Hence, the perfective and imperfective
functor take as argument particular eventualities and when the argument is
not the appropriate input for the functor then the functor selects or adds a
subpart to the eventuality it combines with. The mechanism works thanks
to the introduction of the subeventual structure where subeventualties can
be added or chosen in each case.

In order to depict these selectional restrictions of grammatical aspect in
HPSG, I assume that there is a perfective and an imperfective functor which
place different constraints according to what the argument is.

3.1 Perfective functor

The perfective is a two argument functor Fj,; defined in (18), which nor-
mally selects transition eventualities. Since the output of this functor is the
same as the input, it is a type-selecting operator. This is guaranteed by
the constrain in (18b) which states that when Y is an EVENT-STR of type
transition-rel, which consists of EVENT1 with value process and EVENT2
with value state, then Z is equal to Y.

(18) . Fperp(X,Y)=7

EVENT1 process

,thenZ =Y
EVENT2 state

EVENT1 process
b, if Y= P
EVENT2 state

c. ifY :{EVENTl process}, thenZ =Y @{EVENT2 state]

However, the perf-rel may combine with a process-rel in which case the
functor operates on the eventuality and adds a subeventuality to alter the
whole event structure into a {ransition-rel. This is ensured by the constraint
in (18c) which states that when Y is an eventuality consisting of EVENT1
of value process, then Z is equal to Y where the EVENT2 of value state is
added with the add operation.
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Hence, when there is a transition-rel, the perf-rel selects through the
BINDS feature the whole EVENT-STR indicated with the tag [3] in figure 2.

The output of this combination is the same as the input as it is licensed by
the constraint in (18b).

mrs
LTOP

HOOK
INDEX [6]

perf-rel [transition-rel 1

LBL LBL
RELS < SCOPE 7 EVENTI [4lprocess >

EVENT-STR Fj, f(@,) EVENT-STR [3]| EVENT2 [Blstate
BINDS <> RESTR { ~< }

Figure 2: combination perfective-transition

When the perf-rel combines with a process-rel, the constraint in (18c)
is applied. Hence,the perf-rel selects an eventuality of type process through

the BINDS feature but adds to it a state subevent that alters the process
eventuality into a transition in figure 3.

mrs
LTOP

OOK
INDEX [6]

perf-rel
LBL process-rel

LBL
SCOPE
RELS EVENT]
pT’OCGSS
EVENT-STR Fj, f(@,) EVENT-STR

RESTR restr
BINDS <>

Figure 3: combination perfective-process
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3.2 Imperfective functor

The imperfective functor consists of two arguments and is a type-selecting
operator as well. It selects process eventualities and returns an output of
the same eventuality as the input. When it combines with transition even-
tualities, it selects only the process subeventuality which is appropriate for
its selection type.

This is guaranteed with the constraint in (19b), where when the input
is a process the output is a process as well. When the input is a transition
then the output is just the process subevent (19c).

(19)  a. Finpr(XY) =7
b. if Y:[EVENTl process], then Z= Y[EVENTl process]

EVENTI1 [lprocess
, then Z :[EVENle process]
EVENT2 [2] state

c. ifY :l

When the imperfective functor indicated by the imperf-rel combines with

eventualities of type process-rel, it selects through the BINDS feature the

whole EVENT-STR of the eventuality-rel. The EVENT-STR, of the imperf-rel

is the same as the EVENT-STR of the process-rel and this is indicated with
the coindexing of the tag [3] in figure 4.

mrs
LTOP

HOOK

INDEX [6]

imperf-rel

LBL
LBL

RELS < SCOPE

EVENT-STR Fimpf(@,) EVENT-STR

process-rel

EVENTI] [Lprocess >
RESTR {}

BINDS

Figure 4: combination imperfective-process

When the transition-rel combines with the imperf-rel, then the imperf-rel
strips the transition-rel of its culmination point and consequent state which
is the EVENT2 (figure 5). This is guaranteed by the constraint in (19c¢).
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mrs
[LTOP ]
[INDEX @J

imperf-rel [transition-rel
LBL LBL

RELS < SCOPE EVENT1 [lprocess >
EVENT-STR Fimpf(@,) EVENT-STR [B| EVENT2 [Blstate

BINDS <> RESTR { =< }

HOOK

Figure 5: combination imperfective-transition

4 Conclusion

In this paper, I have presented a formal analysis of the combination be-
tween grammatical aspect and eventuality types. I have shown that in M.G.,
there are eventuality types , which combine with the morphologically overt
grammatical aspect. This combination triggers particular meanings, which
depend on the eventuality type used. There is the view that when the mean-
ings inferred are the non-standard ones, then they can be explained with the
use of contextual operators.

I argue against such a contextual interpretation on the ground that it
is not possible to appropriately constrain contextual operators. Thus, I
provide an analysis where the eventualities consist of subeventual templates
and grammatical aspect selects each time an appropriate subeventuality
as input according to its selectional restrictions. Particular meanings are
inferred which are already there in the denotation of the eventuality and
they just need to be picked up by grammatical aspect. Hence, no extra
material is needed intervene in the denotation.
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Abstract

Since Pollard and Sag (1994) it has been assumed that raising involves
full structure sharing, whereas a control verb merely shares content informa-
tion of one of the lower verb’s arguments. In this paper we discuss the differ-
ence between raising and control from the perspective of Dutch and German
passives. It has already been shown by Van Noord and Kordoni (2005) that
the secondary object passives in these languages are raising structures, in
which the case of the raised argument changes. In this paper we provide
additional evidence for the raising analysis, and we propose a new analysis,
which allows for a uniform account of Dutch and German passives as raising
structures. Przeprkowski and Rosen (2004) show that control may exhibit
case transmission; the data presented in this paper shows that raising may
not. Therefore, we claim that the distinction between raising and control is
found in theta-role assignment. Syntactically they tend to behave differently,
but they may also behave in the exact same way.

1 Introduction

In this paper we examine the definitions of raising and control in relation to pas-
sives in German and Dutch. Both languages have two (non-stapeskives; in
German we distinguish the “agentive” passive with the auxiliaeydenand the
dative passive with the auxiliarieshalten bekommemandkriegen Arguments in
accusative case become the subject of an agentive passive, whereas arguments in
the dative case becomes subject of a dative passive. In Dutch we distinguish an
agentive passive with the auxiliawordenand a secondary object passive with the
auxiliary krijgen (the krijgen-passive). Direct objects become subject of an agen-
tive passive, secondary objects become subjectkoijgen-passive. The (Dutch)
example in (1) reveals an active sentence in (a), its agentive passive in (b) and its
krijgen-passive in (c).

1) a. Peter  biedt hem eenbiertje aan.
Peter.subpffershim.obj2a beer.objPART

“Peter offers him a beer.”

b. Hem wordt (door Peter)eenbiertie aangeboden.
him.obj2becomegthroughPeter)a beer.subpffered

“A beer is offered to him (by Peter).”

fMany warm thanks to Gertjan van Noord for making the CLEF corpus with search tools available
to us, and for his useful remarks and feedback. We also thank Emilia Ellsiepen, Alexandros Poulis
and an anonymous reviewer for their feedback on earlier versions of this paper, and the participants
of the HPSG conference 2006 for comments and discussion during the presentation. Finally we
would like to thank Stefan Miler for providing useful comments and criticism.

1The stative passives in German and Dutch formed wétim(German) andijn (Dutch) go be-
yond the scope of this paper and will not be discussed here.
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C. Hij krijgt (van Peter)eenbiertje aangeboden.
he.subjgets (from Peter)a beer.objoffered

“He is offered a beer (by Peter).”

In the first part of this paper, the Dutdhijgen-passive will be compared to
the German dative passive (henceforth the dative passiv&rggen-passive will
be refered to apassive? It will be argued that both Dutch and German passive2
differ from the Englishgetstructure. Additional evidence supporting this claim
for Dutch will be provided. In previous work on the German and Dutch passive2
carried out by Miller (2002) (for German) and Van Noord and Kordoni (2005) (for
Dutch), it has been shown that these passives are raising structures. The evidence
provided by Van Noord and Kordoni (2005) will be presented briefly with new data
from the CLEF-corpu$.

The second part of this paper will provide a description of the treatment of
raising in HPSG. It will be shown that current assumptions concerning the syntax
of raising in combination with the standard vision of structural case do not allow
these passives to be analysed as pure raising structures. Different solutions to this
problem which do not alter the treatment of raising have been proposed by Gunkel
(2003) and Van Noord and Kordoni (2005). We will discuss these solutions, and
in addition, provide an alternative that will reconsider the syntactic behaviour of
raising.

The conclusion and outlook will present the advantages and disadvantages of
proposals made in the previous part. We will argue that the Dutch and German data
presented in this paper suggests that the syntax of raising needs to be reconsidered.
However, additional research including more languages is necessary to see whether
the treatment of raising in HPSG needs to be revised.

2 The syntax of passive2

2.1 The difference between Dutch and German second passives

The German dative passive takes dative arguments and turns them into subjects.
The datives that become subjects can be part of a ditransitive, but this is not neces-
sarily so as the exampidelow reveals.

(2) a. \Viele habenhm  geholfer/gratuliert  /applaudiert.
many.nomhave him.dathelped /congratulatedapplauded

“Many have helped/congratulated/applauded him.”

2The Dutch CLEF corpus was formed during the CLEF (Cross-Language Evaluation Forum)
workshop in 2001. It consists of over 4 million sentences coming from newspaper articles (coming
from NRC handelsblad and Algemeen Dagblad) published in 1994, 1995.

3Example (2b) comes from Wegener (1985) (p. 134). Several linguists that are native speakers
of German (among others Gerdes (2002), aridléf (2002)) have shown examples whéxelfen
is passivised in a dative passive, but not all German speakers accept them. We use this example,
because it is relevant for the analysis suggested by Gunkel (2003).
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b. Er kriegtevonvielengeholfen/gratuliert ~ /applaudiert.
he.nomgot by many helped /congratulatedapplauded

“He was helped/congratulated/applauded by many.”

3) a Ich sagedir wannesfertig seinsoll.
l.nomtell you.datwhenit readybe must

“I will tell you when it must be ready.”

b. Du bekommsi{von mir) gesagtwvannesfertig seinsoll.
you.nomget by me told whenit readybe must

“You'll be told (by me) when it must be ready.”

In general only nominative and accusative are marked in Dutch. Only the third
person plural pronoun has three forms, the nominative fj@and the formdien
andhun Officially, the pronourhunis used for secondary objects and a small set
of direct objects. For other direct objects and complements of prepostiems
should be used. Thereforeuncould be seen as a dative amehas the accusative
case. However, most Dutch speakers do not distinguish the two forms and it is often
claimed that Dutch does not distinguish dative case. In the Durigen-passive,
as was mentioned above, the subject of the sentence corresponds to the secondary
object of the active counterpart. Transitive verbs in Dutch cannot occur as the
verbal complement of lrijgen-passive, even if the direct object should (officially)
occur with the 'dative’ pronouhun Dutch examples which are similar to (2b) and
(3b) are ungrammatical, as shown in (4b).

4) a. Peter  heefthun geantwoord.
Peter.nonhas them.datnswered

“Peter has answered them.”

b. *Zijj krijgen geantwoord.
they.nomget  answered
“They were answered.” (intended)

B) a Ik  zeghun wanneehetaf  moetzijn.

I.nomtell them.datvhen it readymustbe
“I will tell them when it must be ready.”

b. *Zijj krijgen (doormij) gezegdvanneehetaf  moetzijn.
they.nomget by me told when it readymustbe
“They will be told (by me) when it must be ready.”

Examples (2) and (4) show that the Dutch and German passive2 are different;
in German the auxiliary selects an argument based on its case, whereas in Dutch
the auxiliary selects the secondary object. Note that in neither language the pas-
sivisation is completely systematic. A detailed discussion goes beyond the scope
of this paper, but we refer the reader tailvr (2002), who suggests that the possi-
bility to use the dative passive is related to accusativity. Some German speakers do
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not accept (2b). For these speakers the German dative passive may have the similar
restrictions as the Dutdkrijgen-passive’

2.2 The Dutchkrijgen-passive and the Englishgetstructure

It has been argued that the German passiveZ2 is not a real passive, and that it behaves
like the Englishgetstructure. The Englispetstructure allows for the introduction

of a new argument, as shown by Woolford (2006). Her example is presented in (6)
below?

(6) a. Pat got/had three papers accepted.
b. *They accepted Pat three papers.

The correspondence between a (possible) dative argument and the German da-
tive passive and a secondary object and the Dkatigdpen-passive is obligatory. The
German dative passive and the Dutch passive2 differ, thus, from the Egglish
structures. Additional evidence for the correspondence betw&edjgan-passive
in Dutch and the presence of a secondary object comes from Dutch causative-
movement verbs. Verbs likeerpen(throw), schopperikick) andslaan(hit) have
two subcategorisation frames in Dutch. They are either transitive or they subcate-
gorise for a subject, a direct object, a secondary object and a locative prepositional
phrase. Ditransitive structures with these verbs are ungrammatical. As the exam-
ples below reveal, the locative is obligatory in case kfimen-passive as well.

(7) a. *lkwerp hemde bal.
| throw him theball

“van Noord and Kordoni (2005) show that the Dukefjgen-passive may also occur when the di-
rect object is not overtly realised. They present the following examples with the (geybgbetalen
((to continue) to pay) anditkeren(to pay out (benefits)), which may form a dative passive, even
when their direct objects@laris (salary), for instance, in the case (dbor)betaleh is not syntacti-
cally overt:

1) a Hij  wordtdoorbetaald.
he.subjs paid-through
“He is being paid.”

b. Hij krijgt doorbetaald.
he.subjgets paid-through

“He is getting paid.”
2) a Hij krijgt uitgekeerd.
he.subjgets paid-out
“He is getting paid out benefits.”
b. Hij wordt uitgekeerd.
he.subjs paid-out
“He is being paid out.”

SExample from Woolford (2006) (examples (41) and (42), p.17).
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“I throw the ball at him.” (intended)
b. *Hij krijgt de bal geworpen.
he gets theball thrown
“The ball is thrown at him.” (intended)

C. Ik werp hemde bal in de handen.
| throwhim theball in the hands

“I throw the ball in his hands.”

d. Hij krijgt theball in de handergeworpen.
he gets theballin thehands thrown

“He receives the ball thrown in his hands.”

Examples (7a) and (7d) show that in Dutch kinggen-passive can only occur if
the passivised verb takes a secondary object. Additional evidence for this claim can
be found in the evidence that thgjgen-passive is a raising construction, provided
by Van Noord and Kordoni (2005). This evidence will be briefly presented in the
next section.

2.3 Evidence for a raising analysis

Having established that the subjects of these passives correspond to arguments of
the passivised verb, the question now rises whether the passive2 of German and
Dutch are instances of raising or controliNér (2002) provides evidence that in

the German dative passive the subject is raised, Van Noord and Kordoni (2005)
show that this is also the case for Dutktijgen-passives. Due to lack of space,

we will restrict ourselves to a brief representation of the evidence provided by Van
Noord and Kordoni (2005).

Pollard and Sag (1994) discuss various differences between raising and control;
the essential (and a well established) difference concerns theta-role assignment. A
control verb assigns a theta-role to its controlled argument, whereas a raising verb
does not, as stated in the raising principle. Throughout this paper, we will use this
criterion to decide whether a construction is an instance of raising or control. The
evidence provided by Van Noord and Kordoni (2005) supports the claim that the
auxiliary krijgen does not assign a theta-role to its subject.

Raising structures — in contrast to control structures — do not allow for their
verbal complement to be pronominalised. Van Noord and Kordoni (2005) show
that thekrijgen-passives behave in the same way as the raisingsaftimen(seem)
in (8b)-(9b), and differently from a control verb suchpsberen(try) in (8c)-(9c).
Examples (8) and (9) reveal thiatijgen behaves like a raising verb in matters of
verb phrase pronominalisation (VPP).

(8) a. *Hijkrijgt uitbetaalden Piet krijgt dat ook.
he gets paid andPetergets thattoo

5These examples were taken from Van Noord and Kordoni (2005), (examples (24)-(29) , p.418-
419).
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“He gets paid and so does Peter. (intended)”

b. *Ik schijnte winnenen mijn tegenstandeschijntdatook.
| seemtowin andmy opponent seemsit too

“l seem to win and so does my opponent. (intended)”

C. Ik probeelte winnenen mijn tegenstandgurobeeridat ook.
| try towin andmy opponent tries thattoo

“I try to win and so does my opponent.”

(9) a. *Uitbetalenbij ziekte? Nee,dat krijg ik niet.

PART-payin case ofllness?No, thatget | not
“To pay in case of illness? No, that | don't get.”

b. *De wedstrijdwinnen?Ja, dat schijnik.
thematch win?  yes,thatseem |
“To win the match? Yes, that is what | seem.”

C. Dewedstrijdwinnen?Ja, dat probeerik.
thematch win?  yes,thattry I
“To win the match? Yes, that is what | try.”

Additional evidence comes from the fact tikaijgen-passives are found, in ex-
pressions where the direct object and the ditransitive verb form an idiom. Van No-
ord and Kordoni (2005) provide several examples of ‘more fixed primary objects’.
We only present one example here: the passive comes from the CLEF-corpus, an
active variant is presented in (10b).

(10) a. Weetie wel wat-ie allemaalnaarz’n hoofdkrijgt
know you well what.obj-he.subgll to his head gets
geslingerd?

PART-swing
“Do you have any idea how much he is insulted?”

b. Weetje wel wat ze hem allemaalnaarz’'n
know you well what.objthey.subjhim.obj2all to his

hoofdslingeren?
head gets-swing
“Do you have any idea how much they insult him?”

Moreover, the main verlarijgen means “to receive”; in many examples of
krijgen-passives, the subject clearly cannot have a role of a recever:

"Example (10a) from the CLEF-corpus AD19940221-0098-702-11.

8Example (11) from the CLEF-corpus AD19940221-0098-702-11.

°As was mentioned above, we limit ourselves to evidence that the Rrilghn-passive is raising.
The point made with (11) has been made before for German. Classical examples can be found in
Miller (2002), who refers to Reis (1976), Eroms (1978), Askedal (1984) and Wegener (1985) for
discussion on this matter. For additional examples in Dutch see Van Noord and Kordoni (2005).
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(1D ... LaterkreegRaas in de donkerehal eenpistool  tegen het
... later got Raas.subjn thedark halla pistol.objlagainsthe
hoofd gedrukt.
head pressed

“Later, in the dark hallway a pistole was pressed against Raas’ head.”

This can also be seen in the fact that we folriggen-passives in our corpus
with verbs such amfluisteren(to whisper in),lezen(to read),toeschreeuwe(to
shout at) andragen(to ask). Taking this evidence in consideration, it is clear that
the auxiliarykrijgen should be considered a raising verb.

3 Raising and the Dutch and German passive2

3.1 The problem of the Dutch and German passive2

Although Muller (2002) provides —in our opinion— convincing evidence that the
German passive2 is a raising structure, the analysis he proposes for the dative pas-
sive does not conform to the syntactic properties that raising has under current
assumptions in HPSG. In this part we will discuss why the passive2 is problematic
for the standard analysis of raising in HPSG.

As was mentioned above, raising and control are distinguished through theta-
role assignment. Pollard and Sag (1994) also point out a syntactic difference be-
tween raising and control, mainly based on work on Icelandic by Sag et al. (1992).

It is assumed that in the case of raising, the entire synsem of the raised argument is
structure shared with an argument of the verbal complement, whereas in the case of
control merely information from the NP’s content is token identical. However, as
noted in Pollard and Sag (1994), this syntactic difference is not as well established
as the semantic difference. Some Icelandic speakers for instance, accept sentences
in which the controlled argument has kept the case assigned by the lowéf verb.
We will maintain the idea that raising and control differ in theta-role assignment.
The syntax of raising may differ from the syntax of control in the sense that it
always entails full structure sharing, but this is still an open question.

The idea that raising involves structure sharing of the entire synsem, whereas
control does not, has been generally adopted by researchers dealing with these phe-
nomena in HPSG. Token identity of the synsem of an NP entails token-identity of
the case it bears. Many languages have matrix verbs that trigger subject-to-object
raising, where an argument normally bearing nominative case occurs in accussative
case when it is raised. In order to account for these structures, the distinction be-
tween structural and lexical case previously used in theories suGloarnment
and Binding Theorhas been introduced in HPSG. An argument bearing a struc-
tural case may bear a different case when raised to a different syntactic position. If

%n the meantime, additional evidence from other languages has shown that control indeed may
or may not exhibit case transmission, and thus can behave like raising on the syntactic level.
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an argument bearing a lexical case is raised, its case will be preserved. Following
Przeporkowski (1999), we will assume that structural cases are assigned accord-
ing to their position on the dependency list, and that raised arguments, marked
[RAISED +] are exempt from this case assignment principle. This analysis allows
for structural cases to change when an argument is raised. Lexical cases will be
preserved, because they are not assigned by a case assignment principle.

Heinz and Matiasek (1994) show which cases in German are structural and
which cases are lexical. They show that accusative, nominative and genitive
cases are generally structural, though both accusative and genitive may be lexical,
as well. The dative is a lexical case in German. Under the definition of lexical
case used in Heinz and Matiasek (1994), the analysis proposed in Van Noord and
Kordoni (2005) may also be taken to assume that the Dutch secondary object could
bear a lexical case, as well. If the German and Dutch passive2 are instances of rais-
ing, as has been proposed byilr (2002) and Van Noord and Kordoni (2005),
the raised argument should keep its lexically assigned case. However, as the ex-
amples in Section 2 have shown, the subjects of the Dutch and German passive2
bear a nominative case. It is therefore not possible to analyse these passives as
true raising structures under standard assumptions of HPSG. The next section will
present previously proposed solutions to this problem.

3.2 Three solutions to analyse German and Dutch passives as raising

There are several ways to analyse the passive2 as raising, despite the contradiction
presented in the previous section which differ from a theoretical point of view. The
origin of the problem lies in the combination of two assumptions: the assumption
that the argument raised in a passive2 bears a lexical case, and the assumption that
raising involves case transmission. One solution may be to maintain the assump-
tions concerning the syntax of raising as well as the definitions of structural and
lexical case. In this case an additional mechanism must be introduced to allow for
the passive2 to be analysed as a true raising structure. Such a mechanism has been
proposed by Van Noord and Kordoni (2005).

Another solution, which has been persued by Gunkel (2003) for German, main-
tains the syntactic analysis of raising, but changes the status of the dative case in
German and the case of the secondary object in Dutch: if these cases are structural
instead of lexical, they are expected to change into a nominative when the argument
is raised to a subject position. A third way this problem may be solved would be
to abandon the assumption that raising necessarily involves structure sharing of the
complete synsem. To our knowledge this solution has not been proposed before,
though if the analysis of the auxiliatyekommemproposed by Miller (2002) is to
be taken as a true raising analysis, it has been adopted implicithilleM2002).

HAs was pointed out to us by StefaniiMer, the distinction proposed in Heinz and Matiasek
(1994) goes back to Haider (1985). Not all linguists agree on the status of the dative (as can be seen
for instance in the proposal made by Gunkel (2003)). Evidence has been provided by Haider (1985),
and can also be found inifler (2002).
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This section will briefly present the first two solutions, the third solution will
be presented in Section 3.3. Advantages and disadvantages of each proposal will
be discussed. During the discussion we will respect the following assumptions:
firstly, it depends on theta-role assignment whether a structure is an instance of
raising or control. Itis an empirical question whether they reveal different syntactic
behaviour, as well. Secondly, we assume that the syntactic behaviour of raising
may universally involve structure sharing of the entire synsem, but this may as
well be a language specific property, or it may depend on the raising verb. Thirdly,
if a verb has an argument which bears a lexical case, this case is maintained when
a raised (or controlled) argument has a token-identical synsem. Furthermore, we
assume that “agentive” passives and the passive2 ought to be analysed in a similar
way.

Van Noord and Kordoni (2005) propose an object-to-subject raising function
which allows for the case to change when raising occurs. Their function is pre-
sented in Figure 3.2 below.

HEAD [CASE cas%

CAT SUBCAT

LOC LEX
raiseto_subject —
CONTENT

| CONTEXT

NONLOC

HEAD [CASE nomy acc

CAT SUBCAT
LOC LEX

CONTENT
| CONTEXT

[NONLOC

Figure 3.2: Definition of the function raige_subject()

When the raise-to-subject function applies, all features of the synsem are struc-
ture shared, except for the case value. Linguists who have criticised this analysis
have argued that this analysis is a computational trick. This might be true, but it
is the only way to analyse the German and Dutch passive2 as true raising struc-
tures under current HPSG assumptions. Moreover, if we want to maintain that the
complete synsem is shared in raising, their analysis describes exactly what is go-
ing on: all values of the synsem are token-identical, but somehow the case value
“slips through” this unification constraint and the case changes. On the other hand,
the passive2 is a raising structure and the case of the raised argument is not main-
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tained, contrary to the prediction made by full structure sharing. Therefore, this
passive may indicate that either assumptions about raising, or assumptions about
the case of the raised argument are not correct. The other proposal presented here,
as well as the proposal made in the next section, assume that the passive2 provides
evidence for one of these two claims.

Lutz Gunkel proposes an analysis that assumes that a dative in German may
be structural. A difficulty with this assumption, when assigning structural case as
proposed by Przepikowski (1999), is that structural case is assigned according to
the position of the argument on the list of the dependents of the verb. In general, it
would be possible to assume that the structural dative is assigned to the secondary
object, but as example (2b) above has shown, a dative passive may also occur with
a bivalent verb.

Gunkel (2003) proposes that German has two structural cases: thstfirst,
is either nominative or accusative, the secatdjc2is either nominative or dative.
Ditransitives, as well as transitive verbs, likelfen select for an argument bearing
astruc2case. When this argument is not raised, it will bear a dative case. When
raised to the subject, it becomes the external argument of the structure and it will
bear a nominative case. This analysis works, but it renders the perception of case
more complicated. It seems that only dative passives support the claim concerning
the existence of two structural cases. Unless there is supplementary evidence for
these two different kinds of structural cases, an alternative analysis avoiding such
a complication would be preferabté.

Both of the solutions presented above involve a complication of the grammar
(by assuming a more elaborate case system in German or by an additional mech-
anism) in order to maintain the idea that a raising structure must involve structure
sharing of the complete synsem. The next section will present a third solution,
which provides a simple analysis for Dutch and German passives. This analysis
consists in a revision of the syntactic behaviour of raising.

3.3 Bringing raising and control closer

As was mentioned above, the hypothesis that raising entails token-identical syn-
sems is based on evidence coming from Icelandic quirky cases. In their discussion
of this analysis, Pollard and Sag (1994) suggest that control may (sometimes) have
the same properties as raising. In order to solve the problems with the German and
Dutch analysis, we suggest to turn this idea around: raising may (sometimes) have
the same properties as control. Looking at Dutch and German examples in this
paper, it is not clear what can be gained by structure-sharing the complete synsem.
It seems to introduce more problems than it solves. It is an empirical question
whether the syntactic behaviour of raising in Icelandic is a universal property of
raising.

12For a detailed critical discussion of Gunkel (2003)’s proposal, sékel{(2007).
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Przepébrkowski and Rosen (2004) describe the behaviour of raising and con-
trol in Czech. Their paper shows that raising generally involves full structure shar-
ing, whereas control may or may not share the complete synsem. However, it
does not seem to be the case that raising necessarily involves full structure sharing.
Przeporkowski and Rosen (2004) observe the following:

“From this perspective, it is worrisome that (...) some speakers of Czech (about
12 percent) accepted the following raising construction without case transmission:

(12) a.  ??Byloidétdost lidi vracet seod okénka
was seenenough.nonpeople.gemeturn from counter
nespokonjen

dissatidfied.nom

“One could see quite a few people return from the counter dissatis-
fied.”

(Przeporkowski and Rosen (2004) p.41)”

Apparently, not all raising structures entail structure sharing of the entire syn-
sem. If this is the case, the problem presented in Section 3.1 could be solved by
simplifying the analysis of raising and assume that raising — at least in Dutch
and German — may involve structure sharing of content information only. This
would mean that the analysis for the German dative passive remains as proposed
by (among others) Miler (2002), but they will now be considered a “true” raising
structure. In order to provide a uniform analysis of passives in Dutch and German
without supplementary mechanisms, the analyses proposed for the German agen-
tive passive and for the two Dutch passives are changed. To illustrate the analysis, a
part of the lexical entry for the passive auxiliarle§gen andwordenare presented
in (13) and (14), respectively.

(23) krijgen (secondary object raising auxiliary)

CAﬂHEADnOUﬂCASEHO@
SUBCAT

CONTENT[

Jomos

LEX +

CAT|HEAD nour{CASE dat}

XCOMP <V SUBCAT @<

o)

CONTENT[1]

XCOMP ()

(14) worden(object raising auxiliary)
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CAT|HEAD nour{CASE nom}

SUBCAT< >@€9

CONTENT[Q]
LEX +
CAT|HEAD nour{CASEacc}
XCOMP ( V |SUBCAT 2 & D3
CONTENT[L]
XCOMP ()

In this analysikrijgen andwordenare analysed in the same mannebakom-
menis analysed by Nller (2002). The difference lies in the fact that under our
analysis raising does not entail full structure sharing. Therefore, these structures
are instances of raising, despite the fact that they do not exhibit case transmission.
Another difference between the analysisti@ekommeproposed by Niller (2002)
and our analysis is that no distinction has been made between structural and lexical
case. We have not used this distinction in our representation, for we are not con-
vinced that structural and lexical case need to be distinguished in Dutch. A detailed
discussion on this matter goes beyond the scope of this paper. If it would turn out
to be linguistically motivated, the analysis can easily be adapted to use structural
and lexical casé?

Van Noord and Kordoni (2005) note that the raised argument in a passive does
not always bear a nominative case. If the passive occurs as the complement of
the verbzien(see), it will bear the accusative case. This is demonstrated in the
following examplet*

(15) Ik ziehem gekustworden.
I.nom seehim.acckissedbe

“I see him being kissed.”

(16) Ik  ziehem het boektoegestuurdrijgen.
I.nomseehim.accthe bookPART-sent get
“| see that he gets the book sent to him.”

This data does not present a problem for the analysis proposed above: the verb
zienin these examples assigns an accusative case to the subject of its complement.
The passive auxiliaries behave thus in the same way as any other verb, as shown in
example (17).

13Note that in our analysis, we assume the feature structure of the sign as presented in Pollard and
Sag (1994)CONTENT contains person, number and gender. If one were to base the analysis on Sag
et al. (2003), agreement information is a head feature, and will not be shared. However, this does not
pose a problem in the case of passives because the raised argument need not agree with anything in
the lower clause. If one does want to maintain agreement information and assume Sag et al. (2003),
these passives can only be analysed with the rtaiseibject function proposed by Van Noord and
Kordoni (2005).

1Example from Van Noord and Kordoni (2005) examples (20) and (21) p.417.
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an Ik ziehem lopen.
|.nomseehim.accwalk

“| see him walking.”

A detailed analysis of the structure presented in examples (15), (16) and (17)
goes beyond the scope of this paper. Following the analysis we propose for pas-
sives, a logical solution would be to suppose ttiah(see) in these structures raises
the subject of the verb in the lower clause without structure sharing the case value.
The analysis presented in this section seems preferable to the analyses presented
in Section 3.2, for it provides a simple uniform account for passives, without using
an additional mechanism or a second structural case. It must be noted, though, that
this analysis can only be used, if one abandons the assumption that raising involves
full structure sharing. As mentioned in Section 3.2, if one wants to maintain the
idea that full structure sharing — and thus case transmission — is a universal prop-
erty of raising, a mechanism as proposed by Van Noord and Kordoni (2005) must
be used to account for these passives.

4 Conclusion and Outlook

In this paper we have provided a description of Dutch and German passives and
introduced corpus-based observations of the Dkdjgen-passive. Following
Muller (2002) and Van Noord and Kordoni (2005), we consider Dutch and Ger-
man passives to be instances of raising. Evidence showing that the Kijgem-
passive is indeed a raising structure has been presented. Section 3.1 has shown that
it is not possible to analyse these passives as true raising structures, if one wants
to maintain the standard vision on the syntax of raising, the status of the German
dative and the case of secondary objects in Dutch. Two solutions have been pro-
posed: both maintain the syntactic description of raising given in Pollard and Sag
(1994). The first solution requires the use of an additional mechanism, such as the
raiseto_subject function proposed by Van Noord and Kordoni (2005). The sec-
ond analysis changes the status of the German dative. It has been shown that this
analysis results in a more complex case system for German.

The solution proposed by Van Noord and Kordoni (2005) is in our opinion
preferable to the solution proposed by Gunkel (2003) for two reasons. Firstly,
as mentioned above, there is hardly any evidence for the existence of two struc-
tural cases in German. Secondly, when raising must always (universally) entail
structure sharing of the complete synsem, a mechanism similar to the object-to-
subject-raising function proposed by Van Noord and Kordoni (2005) can be used
to account for examples like (12a), which showed that some Czech speakers allow
for the lexical case of a raised argument to change.

Section 3.3 has introduced a more radical solution, which would allow for a
simple uniform analysis for the four passives. In this solution the syntactic differ-
ence between raising and control is abandoned. The advantage of the last solution
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is that it provides a simpler and more straightforward account than the other two.
If additional research would show that the syntactic behaviour of raising is not uni-
versal, we believe that the analysis given in Section 3.3 provides the best account
for German and Dutch passives.

However, as we mentioned above, it is an empirical question whether raising
syntactically differs from control. Dutch and German passives seem to indicate
that raising and control can be syntactically similar and raised arguments may only
share content. On the other hand, Icelandic provides evidence that the complete
synsem must be structure shared in raising structures. It has been shown in this
paper that, even though sharing of content only seems preferable, it is possible to
share the complete synsem in Dutch and German raising with the analysis proposed
by Van Noord and Kordoni (2005). Therefore, it is too early to completely abandon
the hypothesis that the complete synsem should be structure shared.

The Czech data presented by Proekowski and Rosen (2004) seems to be
the best evidence for the behaviour of raising at this point: a raising verb tends to
raise the complete synsem of the raised argument, but, just like control sometimes
behaves like raising and shares the entire synsem, raising sometimes behaves like
control and does not exhibit case transmission. Raising generally entails structure
sharing of the complete synsem, but this property may either be universal, or lan-
guage specific. It might also depend on the raising verb or even on the speaker. We
therefore suggest that the syntactic behaviour of raising should be re-investigated.
Further research will expand the data and look for cross-linguistic evidence to clar-
ify the syntactic behaviour of raising.

At this point, Dutch and German passives can either be analysed using the
raise_to_subjectfunction proposed by Van Noord and Kordoni (2005), or accord-
ing to the analysis proposed in Section 3.3. Regardless of the analysis used to
account for this data, German and Dutch passives show that it is not possible to
maintain that raising always involves case transmission. This observation, in com-
bination with the survey presented by Przmgowski and Rosen (2004), which
shows that control can exhibit case transmission, leads to the conclusion that the
syntactic differences between raising and control must be considered as tendencies
and are not properties of the phenomena themselves.
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We study the forma and pragmatic properties of the ‘reinforced negation
construction’ in Italian, which, unlike the regular negative sentence, contains both
non and an n-word in preverbal position. On the one hand, this construction relies on
amore general construction (positive or negative), which is pragmatically associated
with reprise assertion, on the other hand, it uses non without the usual constraints
attached to it. We propose that this unfaithful recycling is a pattern for creating a
form dedicated to metalinguistic negation. Our analysis integrates both negative
types of negative forms with their formal and pragmatic properties.

1 Introduction

Italian negation displays a well-known asymmetry concerning the co-
occurrence of the adverb non and a n-word (nessuno ‘nobody’, ‘no’, niente,
nulla ‘nothing’): if the n-word is preverbal, non does not occur, if it is post-
verbal, non must occur.

() a Paolononviene
Paolo nec comes (‘Paolo is not coming’)
b. Nessuno viene/ *Nessuno non viene
Nobody comes/ Nobody nec comes  (*Nobody is coming'’)
c. Paolo non vede nessuno / * Paolo vede nessuno
Paolo neG sees nobody / Paolo sees nobody
(“ Paolo does not see anybody’)

Nevertheless, there are different cases where non does co-occur with a
preverbal n-word: (i) the sentence has a double negation reading, with
stressed non (Nessuno non viene = ‘Nobody is not coming’); (ii) the n-word
is included in a complex NP (%Nessuna delle piante non sembra malata /
*Nessuna non sembra malata ‘None of the plants NEG looks sick’); (iii) the
negation is ‘reinforced’. Cases (ii) and (iii), which are noted in Beninca et al.
1988, Manzotti and Rigamonti 1988, are characterized by variable
acceptability (noted %). Here we concentrate on case (iii) which belongs to
an informal register. Itisillustrated in (2) where small capitals stand for some
recognizable prosodic marking. For this study, our informants are under 40
and from Northern Italy.

(2) YnienTe non ho fatto
Nothing nec |.have done (‘| have not done anything’)

In this paper, we show that the construction in (2) is used to express
proposition denial, the core case of metalinguistic negation. Assuming with
Kiparsky and Condoravdi 2006 that the existence of reinforced negation
alongside the regular negation (‘emphatic’ vs ‘simple’ in their terms) stems
from the need to formally express metalinguistic negation, we propose that
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there exist two different ways to achieve this goal: in addition to including
indefinites in the negative system, which has been the focus of much
attention, there is the possibility of recycling negative material, under
conditions which violate their properties in the descriptive use (for a more
detailed presentation, see Godard and Marandin 2006). We analyze the
construction in (2), integrating the syntax and the syntax-semantic interface
of the reinforced negation with those of the regular negation in (1), and
relating its formal propertiesto its pragmatics.

2 Properties of the Reinforced Negation Construction
2.1 Formal Properties

The ‘reinforced negation’ construction illustrated in (2) has the following
properties:

— The sentence begins with a constituent containing an n-word, which can
have different grammatical functions. It can be a subject (3a), a filler (2),
(3b,¢), or an adjunct (3d).

(3) a. %nessuno non é venuto! (‘Nobody is here’)
b. %Con Nessuno non ama parlare qui
(‘With nobody does he like to talk here’)
c. %A nessuno degli stupentI non ha parlato
(‘To none of the students has he talked”)
d. %Da nessuna p4rtE, non ho visto Paolo
(‘Nowhere have I seen Paolo”)

— The initial constituent receives a special prosodic contour (noted by capital
letters), anchored on the last word, which is not necessarily the n-word, as in
(3c,d).

— The association between a specific contour and the initial constituent is not
specific to the negative construction in (2); it is equally found in positive

sentences (4).

4) A suo ex-raG4zzo ha parlato (Maria)
(“she talked to her former boyfriend”)

Finally, reinforced negation (5a,b) alternates with (3a,b), with the same
pragmatic effect.

(5) a. wnEessuno é venuto!
b. Con NEssuno ama parlare qui.
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2.2 No common Information Structur e behavior

It has been claimed that the initial constituent in (3)-(5) should be a Focus or
a Contrastive Focus (e.g. Beninca et al. 1988). We show in this section that
such a claim is wrong. We use question-answer pairs to define Focus, which
is then the constituent that resolves the question, and we equate Contrastive
with Kontrastive, viz. “it involves a set of alternatives’ (Vallduvi & Vilkuna
1998). Indeed, theinitial constituent can be a Kontrastive Focus asin (6).

(6) A. Suofratello e suo cugino sono appena arrivati. Sai chi invitera?
(“Her brother and her cousin have just arrived. Do you know who
shewill invite?)

B. i. Suo FrateLLo NoNninvitera (‘She will not invite her brother’)
ii. Nessuno dei bue (% non) invitera
(“She will invite neither one nor the other’)

It can be a non-Kontrastive focus as well, just as felicitously in utterances
featuring areinforced negation (7) asin positive utterances (8).

(7)  A. Achi non ha parlato Maria per tutta la serata?
(‘Towhom didn’t Maria speak for the whole evening’)
B. %A nessuno degli srubenti non ha parlato
(‘To none of the students did she speak’)

(8 A. 4 chi ha parlato Maria per tutta la serata?
‘To whom did Maria talk the whole evening?’
B. A4 suo ex-racazzo ha parlato (Maria) (= (4))

Crucially, the initial constituent need not be a narrow focus. It also occursin
al focus utterances, although they are not felicitous in out-of-the-blue
contexts, a restriction we take up in section 2.3 below. Again, the positive
and the negative utterances behave alike as shown in (9).

(9)[A and B know each other. A tells B how the meeting went]
A. Nanno Moretti ha fatto il suo intervento
(‘Nanno Moretti gave histak’)
B. Epoi? (‘Andthen?)
A. i. clovanni ha applaudito fragorosamente.
(‘Giovanni applauded frantically’)
ii. %oneEssuno non ha applaudito.  (*Nobody applauded’)

And finally, the initial constituent can be a Kontrastive Topic, more precisely
an S-Topicin Biring’'s 1997 sensg, i. e. part of the Ground, asin (10).
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(10) [A and B are colleaguesin linguistics; they know that the exam had
a syntactic and a semantic part]

A. | tuoi studenti hanno riuscito |'esame?
(‘Did your students do well at their exam’)
B. i. La sntass hanno capito, la semantica, invece, non ¢’ e verso!

(‘They understood the syntax, but the semanticsis a disaster’)

ii. %Nessuna questione di sntass (quei cretini) non sono

riusciti a risolvere! Le due questioni di semantica, invece, tutti

le hanno risolte.

(‘None of the syntax question did they manage to answer, the
idiots, but the two semantic questions, they all solved them’)

To conclude, the initial constituent does not have a fixed role in the Focus-
Ground partition. It seems warranted to say that it has some sort of saliency,
associated with its prosodic marking, but such a saliency should not be
identified within the Ground-Focus partition. We come back to this in the
next section.

2.3 Reinfor ced negation is associated with proposition denials

Informants report that, in question-answer pairs (6)-(10), the answers are not
straightforward answers, rather they express some attitude of the speaker
towards some state of affairs. For instance, in (4), it was expected that Maria
would not speak to her former boyfriend, in (10) that the students do not do
well in syntax or not better than in semantics. Concentrating on negative
utterances with the properties described in section 2.1, we observe that they
regularly convey the denial of a proposition (Geurts 1998). The proposition
targeted by the denial should be activated in the current dialogue space
(Dryer 1996). The target proposition may be either explicitly expressed in the
preceding turn (11), or inferred as in (12), where B’s assertion goes against
the proposition that justifies A asking the question.?

(11) A. Pietro haletto tutti gli scritti di Einstein
‘Pietro has read all texts by Einstein’
B. %Scherz, nessuno (non) ne ha letto
“You are joking, he has read none of them’

(12) A. Allora sono arrivati i pacchi?
‘S0, the packets have arrived?
B. %No, NEssuNo NON ne € ancora partito!
‘No, none of them has even gone’

1 According to our informants, for the speakers who do have the reinforced negation
system, its use is obligatory when the target proposition isinferred : see (11) vs (12).
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It is thus expected that such constructions may not occur in out-of-the-blue
contexts, as aready mentioned. This is illustrated in (13) with a positive
utterance: answer (Bi) is not felicitous, while answers (Bii) and (Biii) without
the initial salient constituent are appropriate (with or without subject
inversion).

(13) [A cannot attend a certain talk; he calls the secretary to know how things

are going]
A. Come sta andando? (How are things going?)
B. i.#Molti srubentt sono venuti (Many students have come)

ii. Sono venuti molti studenti
iii. Molti studenti sono venulti

Remember that the reinforced negation is never compulsory to achieve the
propositional denia effect; in (11) or (12), a ssimple negation would do with
the same pragmatics. How do we account then for the use of the reinforced
negation?

We follow here Kiparsky and Condoravdi’s 2006 interpretation of the
‘Jespersen cycle' . Jespersen 1917 observes a tendency for languages to drag
indefinites into the negation system (for instance as minimizers); they
eventually become themselves negative, and may replace the initial negative
item. These authors propose the following explanation. The cycle results
from the working of two driving forces. (a) the need to formally express
metalinguistic negation differently from descriptive negation; (b) the
recurrent weakening of the metalinguistic negation form, precisely because of
its expressive use. Accordingly, new forms of reinforced negation are created
again and again in order to express metalinguistic negation, whose core case
is proposition denial. Given that this is a process of linguistic change, it is
expected that there be speaker variation, under the well-accepted view that
linguistic change operates via the competition of different forms, used in
different socio-linguistic conditions.

Adopting this analysis, we propose that, besides the well-known way of
reinforcing negation by including indefinites in the negative system, there
exists another way, which consists in the recycling of the regular negative
material, the recycled items being associated with constraints that are
different from those of the descriptive negation. Italian uses both forms of
reinforced negation. The former relies on an indefinite and yields the non ...
mica negation (Cinque 1976, Tovena 2000, Schwenter 2006). The latter
corresponds to the construction illustrated in (2): it recycles non, but without
the ban against the co-occurrence between preverba n-words and non that
characterizes descriptive negation (1). The same type of reinforcement is
observed in Brazilian Portuguese: it involves two negative adverbs, the
former being in an ordinary pre-verbal position, and the latter in an unusual
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onesinceitisVPfina (ndoV ... ndo, see Schwenter 2005, 2006).

To sum up, we analyze the cooccurrence of a preverbal n-word with non as a
form of reinforced negation. It occursin a construction that is not restricted to
negative sentences. Formally, this construction is characterized by an initial
constituent compatible with several grammatical functions and which is set
apart by a specific contour. Pragmatically, it conveys a reprise move
expressing the spesker’'s non-commitment to some propositional content.
Although we cannot dwell on the topic here, the initial XP represents the
specific part of the content that triggers the speaker’s rejection. In case the initia
constituent hosts an n-word, the construction is used to express proposition
denial. Some speakers choose to formally express this metalinguistic
negation by using the reinforced negation “preverbal n-word + non”.

3 An HPSG Grammar of Italian Negation

In this section, we propose a grammar for Italian negation, which integrates
both the regular and the reinforced forms. We do not aim at discussing the
numerous proposals concerning the status of n-words, negative concord (a
single negation reading obtained when there are several negative itemsin the
same domain), or the analysis of the asymmetry in (1). Essentially, we adopt
the approach proposed in de Swart and Sag 2002 for French; we depart from
them in extending the analysis to cases where the negation is not in an
argument position, and in proposing that negative quantifiers are retrieved at
phrasal nodes rather than lexical nodes. For different approaches in HPSG,
see e.g. Borsley 2006, Branco and Crysmann 2001, Richter and Sailer 2006.

3.1 Theanalysis of non

We analyze non as an adverb adjoined to a light V, where ‘light’ means
either a lexical V or a coordination of lexical Vs (see Abeillé and Godard
2000, 2003). The argument is as follows: while non may have scope over a
coordination of lexica Vs, and license an n-word in a complement shared by
two Vs (14), it does not have scope over a coordination of Vs with their
complements, whether the V is finite, infinitive or gerund, as shown by the
inacceptability of an n-word in the second conjunct in (15): 2

(14) a Paolo non compra o legge nessun giornale

2 Note that non can be separated from the V by the adverb sempre (Kim 2000):
(i) %Non sempre la facciamo, ma vale la pena di continuare a richierdercela.
‘Wedon't always doit, but it is worth continuing asking for it’
Thisis consistent with the present analysisif sempreisalight adverb adjoined to the
lexical V (hence, forming alight phrase with the V head).
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‘Paolo does not buy or read any newspaper’
b. Paolo non sembra comprare o leggere nessun giornale
‘Paolo does not seem to buy or read any newspaper’

(15) a *Paolonon legge giornali e/ o guarda nessuna notizia in

televisione
Put. Paolo does not reads newspapers and / or watches any news
programon TV

b. *Paolo sembra non leggere giornali o guardare nessuna notiziain
televisione
Put. Paolo seems not to read newspapers or watch any news
program on TV

¢. *Non comprando giornali e/ o guardando nessun programma in
televisione, Paolo vive fuori dal mondo
Put. Not buying newspapers and / or watching any news program
on TV, Paolo lives away from the world

Accordingly, we analyze unstressed non as in (16) (we leave aside stressed
non), and the structure of (15a-b) as in (17). We explain below why non
cannot have scope over the second conjunct. We assume that the negative
adverb is an operator (a scopa element which does not have the semantic
structure of a quantifier, but whose content is put in STORE).

(16) unstressed non

PHON leaner g

0

0 E OV EIGHT light

%AHHEAD\adverb[MOD verb%ONT (2]

0 H BTORE  [3]

0 0
theg-op-relD 0

tont M hcoee 128 0

STORE ([1]} O [3) i

(17 SV

SV/\SV

N

i T2 R

non legge/ leggere giornali e/ 0 guardanessunanotizia intv
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3.2 Theanalysis of n-words

A full discussion and justification of our analysis is outside the scope of the
paper. We make the following choices:

(i) n-words are negative quantifiers in Italian (rather than indefinites or
ambiguous between the two).

(i) negative concord is obtained by the construction of a polyadic quantifier
(de Swart and Sag 2002).

(iii) constraints on the retrieval of negative quantifiers account for the
asymmetry in the system for descriptive negation (1).

Let us briefly justify point (i). ltalian n-words have a very limited use
nowadays as negative polarity items rather than negations (Prziepiorkowski
1999, Corblin and Tovena 2003). There is a consensus that they behave as
NPIs when they are post-verbal in root interrogative sentences (i). There are
also two other contexts where they do, but with variable acceptability: (ii)
when they are post-verbal within the complement S of a negated V or an
adversative predicate; and (iii) when they are preverbal in an embedded
interrogative sentence. In particular, they cannot be NPIs in non negative
contexts where n-words may be found in other Romance languages (such as
expletive negation contexts, conditionals, comparatives). We assume that
uses (i)-(iii) aretherest of an older use as polarity item, and do not belong to
contemporary Italian syntax. In other words, we accept that there is a small
amount of ambiguity for n-words, but unlike what is generally assumed in the
ambiguity approaches to n-words, it does not take place within a
homogeneous system. It comes from the co-existence of different
subsystems, inherited diachronicaly (see Corblin 1994, Godard 2004 for
French). We do not consider non negative n-wordsin this paper.
Accordingly, we have the partial hierarchy of scopal elementsin (18):

(18) scopal-rel
/\
quant-rel neg-rel
/\/\
pos(-itive)quant-rel neg-quant-rel neg-op-rel

3.3 Constructions and negation retrieval
Let us turn to the syntax-semantics interface. First, negations can occur as a

non-head daughter in the following headed constructions: head-subject-cx,
head-comps-cx, head-adjunct-cx, head-filler-cx.
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(19) a. head- subject -construction  b. head- comps-construction

Chead - comps-construction B
Chead - subject - construction 0 OTHER [CONT[L]] i
OTHER [SUBJ<>] El g DAT[WE\GHTIighI b
%EAD-DTR [SUBJ <[1]>)0 HD-DTR 0 oMPS neHsI([A]DIist)%
ON-HEAD -DTR [SS [t 0 ONT [t
(55 (1] : Bont (1 i
BON-HD-DTRS [A] g
c. head- filler-construction d. head-adjunct-construction
=> =>
Chead - filler - construction E
SAOTHER [SLASH[A]] C Chead —adjunct-constructionC
U HEAD verb T %EAD-DTR [SS [1]] E
HEAD -DTR B
0 LASH{[I]}D[A]% BON-HD-DTR[MOD [1]] E
BoN-HD-DTR [LOC [1]] E

Second, our grammar includes a Cooper storage mechanism of the type
proposed in Pollard and Sag 1994. We assume that scopa elements in a
general way are retrieved either lexicaly (Ginzburg and Sag 2000) or
constructionally (Pollard and Yoo 1998). Scopal elements are put in STORE,
and inherited by the predicate when they originate in arguments (21). The
phrasal construction shares the STORE according to the GHFP (20). Scopal
adjuncts inherit the STORE of the head (22), although we assume here that
scoping is done on the mother, the head-adjunct-cx.3

(20) Generalized Head Feature Principle (Ginzburg and Sag 2000)

Cheaded -cx L

N SEN llllE => [HD-DTR [SYNSEM /[1]j]

3 Scopal adjuncts cover more cases than is sometimes assumed: are scopa all
adjuncts that have scope over the head (or take as their argument the content of the
head), independently of the resulting interpretation (thus a manner adverb is scopal
as well as a frequency adverb). Are non scopal those that have been called ‘free
adjuncts’, whose interpretation relies on an externa relation, such as ‘cause’ (cf.
Having missed his train, Paul was sure to be late). Free adjuncts do not have scope
over the head, both the adjunct and the head being the argument of an external (and
unexpressed) relation.
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(21) Lexical STORE Amalgamation Constraint (Ginzburg and Sag 2000)

E$S|LOC [BONT [QUANTS retrieve ([A0])] [CE
word=>/ %TORE([M] O .. O[An]) - [AO] OF

BARG -ST < [STORE [A1]],.., STORE [An]> E

(22) head-scopal-adjunct-construction =>

U CEONT|QUANTS retrieve ([0 )0
MOTHER M
0 TORE[C] - [D] 0
0 GonT [1]0 0
HEAD -DTR [llu 0
0 TORE [A]D 0
0 0
[LONT|SCOPE [1 a
QioN-HEAD -DTR | S 0
g TOREI[C]{[A] O [B]} g

With this in mind, we can analyze Italian negations. We propose that Italian
negations are always retrieved at the phrasal construction level (unlike what
de Swart and Sag 2002 propose for French). If the verb could retrieve
negations, we would not be able to understand the contrast between (1b) and
(c). If non and the V formed a word, we could say that non-verbs retrieve
negations from complements while non non-verbs retrieve negations from
subjects. But they do not form a word since non may have scope over a
coordination of Vs (144). If non adjoins to a verb which retrieves a negation
only if it originates in the complement, how is its adjunction made
obligatory ? It would also be necessary to make a distinction depending on
whether the complement isa gap or canonical, since a negative filler does not
co-occur with non (in the regular negative system).

Instead, we propose that Italian negations are retrieved by the head-subject-
cX, the head-adjunct-cx, the head-filler-cx, but not the head-comps-cx. This
follows if the content of the head-complements-cx is identified with that of
the head daughter (19). Moreover, we distinguish constructions depending on
their polarity, and have two different constructions, the former for the regular
negative system, the latter for the reinforced negative system. The relevant
hierarchy isin (23), and the polarity constructions are described in (24)-(25):

(23 constructions
HEADENESS POLARITY
| /\
headed-cx negative-cx positive-cx
/\

reinfor ced-neg-cx

hd-reg-neg-cx -reinf-neg-cx
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(24) negative constructions

Geinforced —negative — headed - ¢x C
g O
0 o

0 0 O HEAD verb

0 g D-DTR [2] %ONT [1]

_ ive-— - 0 Theg - O
[egular-negative-headed - cx O 0 §TORE{ eg -rel TS
d HEAD verbD o o Beore ]
D-ID-DTR& DD%JON-HD-DTR E
g ONT [1] H E g’ROSODY marked - prosody SE

Eheg-rel g 0O 3] O Cheg - quant -reld or

QioN-HD -DTR|STORE ol o BTORE (O oiBlop
f \ {ESCOPE[I]H [ ]B o g $COPE [1] ot
oM < [3L.[2]> C

O C

o C

g E

U [GONT|QUANTS list(pos- quant-rel) O retrieve(set(neg - rel)) @

=> [MOTH ERB
O TORE set(pos-quant-rel)

(25) positive-construction => [MOTHER | CONT | QUANTS list (pos-quant-rel)]

In both negative constructions, the head daughter is the VP or S, and the
constraint on the mother is the same: no negation is left in STORE. Asin de
Swart and Sag 2002, the operator retrieve applies to a set, creating either a
list of quantifiers or a polyadic quantifier (responsible for negative concord)
when there are several negations. We leave aside here the difference between
the two interpretations (however a double negation reading is difficult in
Italian, see Corblin and Tovena 2003). In the regular construction, the
negation comes from the non-head-daughter (the adjunct, the subject or the
filler), may be either the negative adverb non or an n-word, and is
constrained to have scope over the content of the head. In the reinforced
construction, both daughters have a negation in their STORE, which, for the
non head, is constrained to be an n-word. In the first construction, a negation
in a non-head daughter must be retrieved at the level of the mother, as soon
as it has scope over the head daughter; hence, the adjunct non must be
retrieved as soon as it adjoins to the verb. This explains why non may not
license an n-word in the second conjunct in (15): the negation is retrieved at
the head-adjunct-cx node, and is part of the content of the first conjunct only.
On the contrary, such retrieva is postponed in the second case until the non
head daughter also has a negation in its store. Some speakers only have the
regular negative headed construction, while others have both, and can choose
to apply either one.

Finally, we assume that there are unary rules that turn the soa content into the
message content of a clause (Ginzburg and Sag 2000). Regarding negation,
we congtrain the clause as in (26). Nothing, as yet, forces non to adjoin to the
verb if there is a complement containing an n-word. In fact, asin French, in
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some cases the complement n-word may be retrieved by a higher verb (Paolo
non vuole vedere nessuno, ‘Paolo does not want to see anybody’). Leaving
such cases aside (which require a more sophisticated constraint, see Godard
2004 for French), we adopt a simplified constraint. Following (26), a
sentence with a complement n-word is unacceptable if non does not adjoin to
the verb, since it cannot be retrieved by a phrasal construction, violating the
constraint on clauses.

(26) Clause and negation retrieval (smplified)

Lglause L
Bontm essageE => [ STORE set (pos-quant-rel)]

We now illustrate the proposal with a few examples. Starting with an object
n-word in the regular negation system, we contrast non vede nessuno with
*vede nessuno. The phrasal construct in (27) cannot retrieve the negation,
since it does not conform to the constraints for the negative constructions
(24). Hence, the clause violates constraint (26).

Clause C
(27) %ONT message[soa[l]]E
BTORE {[4]} E
I
Chead - comps-constructd
%ONT [1] s0a E
BTORE {[4]) B
/\
[sToRrE {[41}] [STORE{[41}neg- quart-rel]
*vede nessuno

In (28) the head-adjunct-construct does retrieve the negations coming from
the adjunct daughter, that is, both the neg-op-rel and the neg-quant-rel, which
the head daughter (the verb) inherits from its complement. Hence, constraint
(26) is observed, and the sentence is acceptable.
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Clause C

(28) %ONT message[soa[l]]E
BTORE {} £
I
Chead - comps- construct C
%ONT [1]soa[QUANTS[5]retrieve({[3],[4]})£
BTORE { ) E
[head-adjunctmﬁ//\
%om [1][QUANTS[5]E [STORE {[4Ineg- quart-rel}]
BTORE(} £

[BONT [3]neg—op-rell
STORE {[4
roreqay [ STORE(AN

I I
non vede NEessuno

Remaining in the regular negation system, we turn to the constrast with a
subject n-word, nessuno vede Paolo and *nessuno non vede Paolo. The
constraints account directly for the first sentence. In (29), the head-subject-
cxt retrieves the negation, and the clause has no negation in its store.

Clause C
(29) %ONT message [soa [1]] E
BTORE {}) £
Chead - subject- construct L
ONT [1]s0a [QUANTS retrieve({[4]})]E
BTORE {} £
/\
Chead - comps- cxt C
[STORE {[4Ineg- quant-rel} ] %om [2] [QUANTS <>]E
BTORE {[4]} E
gonT [2]) C
BTORE {[4]}E [STORE{}]
| |
nessuno vede Paolo

Something more has to be said for the second sentence: why is * nessuno non
vede Paolo not acceptable, with the negations retrieved by the head-adjunct-
cxt? The problem is that applying (24) is mandatory. Thus, the negative
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relation associated with nessuno has to be interpreted twice, once at the head-
adjunct-cxt node, once at the head-subject-cxt node. This results in an
uninterpretabl e structure (30).*

Clause C
(30) %ONT message[soa[l]]E
BTORE {} £
I
Chead - subject- construct C
ONT [l]soa[QUANTS??]E
BTORE {} E
Chead - comps- construct C
[STORE {[4Ineg- quant-rel} ] %ONT [2] [QUANTS [5]reIrieve({[3],[4]})]E
BTORE {} E
ﬂead-adjuncl-m\
ONT [2][QUANTS[5]E [sTore(}]
BTORE() E

[GONT [3Jneg—op-rell
TORE([3114)} [

* Nessuno non vede Paolo

[sTorE {[41}]

Finally, we illustrate the reinforced negation system with %NESSUNO non
vede Paolo in (31). The subject is correctly analyzed as the non-head-
daughter in that construction: it has the right prosody, and a negation in store.
Accordingly, although the negations are in the STORE of the adjunct non,
exactly as in (30), they are not retrieved at the head-adjunct-cxt node,
because this adjunct does not qualify as the non-head daughter in the
reinforced negation construction. Rather, the negations are passed up to the
head-comps-cxt, and the head-subject-cxt. At that node, [4] is passed up from
the subject daughter to the phrasal node, as in the previous example;
however, this negative relation has not yet been interpreted, and the two
instances of [4] are recognized as just one element of the set. Thus, at that
node, the set which hasto be interpreted isjust : {[3],[4]}, and the structureis
interpretable and licit.

4 This account leaves open the question of why it is possible to interpret an indefinite
lower than its dominating node, contrary to universals or negations (as in e.g. A
unicorn seemed to be wandering in the garden).
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Clause C

(3]_) %ONT message[soa[l]]E
BTORE () E
I
Chead - subject- construct C
ONT [1]soa[QUANTSretrieve({[4],[3]})]E
BTORE {} E
. . C
[BROSODY marked- prosodyC [heoa:Tco[r;]ps ccnstruct[
i i C
BTORE{H]neg quant-rel} E BTORE ([314]) E
/\
Chead -adjunct-construct L
ONT [2][QUANTS<>]E [sToRE{}]
BTORE{[3].[4]} E

[GONT [3Jneg—op-rell
BTORE{[B],[A}} E

I
%NESSUNO non vede Paolo

[sTorE {[41}]

4. A description of thereinforced negation construction
4.1. Typesof dialogue moves

In order to describe the pragmatic import associated with the reinforced
negation construction (2), we explain our general approach to speech acts,
assertion in particular, of which proposition denia is a variety. We adopt the
view that speech acts can be described as moves in dialogue, which
effectuate a context change. To represent this analysis in an HPSG grammar,
we use Ginzburg's framework based on the notion of dialogue gameboard,
and include its representation as the context of a root clause (Bonami and
Godard 2006).

We admit four basic illocutionary forces or dialogue moves: assertion,
interrogation, directive, and exclamation. Each of them subsumes severa
subtypes that are identified by formal features and that give rise to a rich
gamut of speech acts in context. Focussing on assertion, we propose the
partial taxonomy of assertive moves in (32); it introduces a subtype that we
cal reprise-assertion. Following Ginzburg (to app.), we anayze plain
assertions as committing the speaker to a propositional content and,
simultaneoudly, calling on the addressee to acknowledge that content. By
uttering a reprise assertion, the speaker makes a statement whose content is
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reprised from the ongoing context and which conveys his / her distance from
this content. Thisis the type of move associated with the sentencesin (2)-(5),
among which the negative ones express denials.

(32) Typesof assertive moves

_ essafion
plain-assertion reprise-assertion

defer denial
/\

explicit-denial  inference-denial

Deferments convey a move by which the speaker suspends his / her
commitment toward the proposition (either out of surprise or anger, €etc.).
Deferments are illustrated in (8), (9Ai) (10Bi) above); B’s utterances in (33)
is another instance of deferment with a overtone of surprise (‘1 can’'t believe
it') or outrage (‘ she’s done that!”) depending on the situation. Denials convey
a move by which the speaker refuses the proposition (s)he takes up from the
context.

(33) A. Maria ha bevuto vodka (Maria has drunk vodka)
B. vopka ha bevuto (vodka she has drunk)

In Ginzburg's framework the key tool to analyze the contextual import of
utterances is the Dialogue Participant’s, or Speaker’s, mental state which is
conceived of as aboard to record the movesin agame. It is partitioned into a
public component (the rus(Lic)), and a non-publicized one (the pri(vaTE)). The
pus records the commitments which the speaker endorses by uttering his/ her
utterance, while the private component stores his / her beliefs, desires and
intentions. We adopt the architecture in (34) which is dightly different from
Ginzburg's proposal (we follow Bonami and Godard 2006 for rus and
Marandin 2005 for pri).

(34) The two components of a speaker’ s Dialogue Board

U Gp-cuT set(p) %

O [hD-CMTsei(p) T B Ed;OAL oulcome. ul
Bys0 , - [uD -MAX L @ri Gopic  set(p)

0 muo |ISI(QU€SIIOHS)%J i %ROUND EN )

0 0 UD -Non-MAXGT H on-TOPicset(p)
H HATEST-MoOVE ;e

By uttering a plain assertion, the speaker updates his / her commitment (se-
cmT) by adding the proposition (s)he asserts (‘p’) to the set of propositions
(s)he might have already endorsed; simultaneously, (s)he updates qup with a
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polar question (‘p?) constructed from the proposition expressed in his / her
utterance, which enables the addressee to acknowledge or not his / her
statement (see (35a)). Unlike assertions, deferments are contextually
restricted: their content is reprised from the latest move (L-move). By uttering
a deferment, the speaker does not update his / her commitment, rather (s)he
updates his / her representation of the addressee’'s commitments (ab-cm).
What makes plain assertions and deferments alike is that, in both moves, the
speaker updates qup with a polar question, which amounts to calling on the
addressee to take a stand on the content of his/ her utterance (35b).

Explicit denials work like deferments except for the polarity of the
propositional content and the polar question incrementing quo (35c).
Inference-denials works like explicit denials except that the contextual
restriction is not located in L-move, but rather in the private part of the
dialogue board. At a given turn in a dialogue, not all of the speaker's
knowledge or belief is activated, only the elements that are ‘lit up’ by the
ongoing issues. We capture this by partitioning the speaker’s knowledge /
belief (crounp) into two components: the topical part (top) and the rest. Each
new question added to qup selects a set of propositions that are about the
issue (those that belong to Tor). The targets of inference denials belong to
such a set. By uttering an inference denial, the speaker presents the content of
his/ her utterance as possibly relevant for the issue raised by the addressee’s
move (frequently, with the overtone that it is relevant for the addressee) and
regjects both its content and its relevance (35d).

(35) Dialogue moves as changes in the dial ogue board

a. plain-assertion => b. deferment =>
O Gp-CcuT {p}O[S(i) il O Gp-cHT [S(i) il
0 ‘ il i , il
O A0 -CuT[s(])] 0 O 0O T {p)O(s(])] 0
g Quo cproofgp @ J o Quo  <p2>01Q) il
TNXT O , TNXTO ,
0 0 Bp-CHT[S(]) 0 0 EBP-CMT[MD[S(IH
O _ _ i 0 ) . i
. EL WOVE AD -CHTIS(i)] : EL WOVE L CMT[S(l—)]
0 0 Ruo Q] 0 0 Bud <p?>000Q]
g Uparticipantsd H H Oparticipantsd E
O gsp i H O i gsp i H 0
i Bo j @ i i Bao | i i
| I
[conT p] [conT p]
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c. explicit-denial => d. inference-denial=>

g Bp-CMT {~q)0[S(i)] %
E Bp-cut {~p}0(s(i)] % 0 Ef\D-CMT[S(j)] 0
0 o -CHT (plOIS(])] il E MUD <-q?>0<p2>0700] @
I TR N il %NXTH =
T Ge-cut (poistingg B O Seeewtiscnr B
H [L-MOVEEF\D-CMT[SU)] 0 H-MOVEDAD-CMT[S(i)] H[D
0 i Buo <p2>00] g g @UD<p?>D[Ql@%
E DparticipantsO H 0 (PRI [BACKGR [TOP q]] 0
a0 ETSP i . 0 0 Oparticipantsd o
0 i a 0 i
i By j 8 1 o 5 . 0
i Bo | 8 i
| |
CONT —p CONT —p
[ ] [ ]

4.2. Relating the formal and the pragmatic properties

The last step in the description of the reinforced negation construction in
Italian consists in relating the formal (24) and the pragmatic properties
(35¢,d). This can be done using the implication in (36), which relies on the
geometry of clauses used above in (27)-(31). The clause node dominates a
construction whose content is of type soa, which it turns into a message. In
our case, since the use associated with the construction is denial, the clause
must be a root clause, assuming, as is generally accepted, that only root
clauses can have a speech act import. As mentioned above, the pragmatics of

the root clause is represented as its context.

36) [HD-DTRheaded-reirforced . 1= Doot-clause C
( ) - e e _>%NXTdeniaIE

Such an analysis predicts that sentences (2)-(5) may only occur as root
clauses. This is borne out as shown by the unacceptabilility of the
construction in complement sentences (37).

(37) A. sai chi Mariainvitera per il suo compleanno?
‘Tu saisqui Mariavainviter pour son anniversaire ?
B. *Dovresti sapere che nessuno (non) invitera
tu devrais savoir que personne nec eleinvitera

To conclude, we claim that sentence (2) in Italian illustrates a pattern of
reinforced negation which relies on the recycling of negative expressions as
well as an independently existing construction with the required pragmatics.
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Moreover, we show that an information structure approach to such a
construction is empirically inappropriate, and substitute a speech act or
illocutionary force approach, which we model as a dialogue move, and which
captures the pragmatic properties of metalinguistic as opposed to descriptive
negation.
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Abstract

American Sign Language (ASL) has a group of verbs showing agreement
with the subject or/and object argument. There has not been analysis on
especially number agreement. This paper analyzes person and number
agreement within the HPSG framework. | discuss person and number
hierarchy in ASL. The argument of agreement verbs can be omitted asin
languages like Italian. The constraints on the type agreement-verb have
the information on argument optionality.

1 Introduction®

During the past fifty years sign languages have been recognized as genuine
languages with their own distinctive structure. Signed languages and spoken
languages have many similarities, but also differ due to the different
modalities: visual-gestural modality vs. auditory-vocal modality.

This paper examines a common natural language phenomenon, verb
agreement in American Sign Language (ASL, hereafter) through the
recordings of a native signer within the framework of Head-Driven Phrase
Structure Grammar (HPSG).2 Most analyses of signed languages have been
based largely on transformational grammar. Cormier et al. (1999) discusses
locus agreement in ASL, which is the first work in the HPSG framework.
However, their work islimited to locus agreement with singular arguments.

This paper examines person and number verb agreement. One type of verb
shows agreement with object or/and subject arguments. Main focus in this
paper is to show what constraints agreement verbs have, to explain the
subject/object-verb agreement. The arguments of agreement verbs can be
omitted. | suggest that the inflectional morpheme on agreement verbs can be
either agreement markers or incorporated pronoun arguments, depending on
whether the subject/object arguments of verbs are expressed or not.

The other focuses are person and number hierarchy in ASL, which are
essential to explain the agreement patterns. All languages can have different
grammatical person or number systems. | consider whether ASL, in a visual-

" The examples in this paper are what I gathered from a ASL native signer, unless I
specify the source. Great thanks to Franky Ramont for help, who is a Deaf and also
an ASL instructor in the Linguistics department, UT Austin.

2 ASL is a natural language used by most deaf people in the United States and
Canada. It is a topic oriented language much like Chinese and has a classifier system
comparable to Navajo's. ASL typically exhibits SVO word order, but due to its
agreement inflection, many other word orders are possible (Cormier et al. 1999).
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gestural modality, has the same universal person hierarchy as in spoken
languages in auditory-vocal modality. Person hierarchy says that the first
person is ranked above other persons in person hierarchy (1>2>3) (Greenberg
1963, Corbett 2000, etc.). Observing verb agreement, | propose that ASL has
the same hierarchy in that first person is more highly ranked than non-first
person.

As for number hierarchy, ASL shows a different aspect from the common
one in spoken languages. ASL shows plura vs. non-plural distinction and
dua number is grouped together with singular. Even though many number
incorporated pronouns (e.g. TWO-OF-US) can exist in ASL (about up to 9,
depending on signers), | propose that the grammatical number values in
hierarchy includes only singular, dual, and plural.

In the next section, | provide a general description of pronouns and verbs
in ASL. Section 3 provides a discussion on the agreement feature type
hierarchies, while section 4 discusses lexical constraints on the agreement
verbs explaining agreement patterns.

2 ASL pronounsand verbs
2.1 Pronounsand person system

Pointing signs serve a number of functions in ASL. Within nominals, it
functions as a determiner. Articulation of a pronoun in NOM/ACC case is
also accomplished by a pointing sign with the index finger, which points to
the location in space associated with the intended referent. For first person
reference, the pointing sign is directed toward the signer's chest, while for
second person reference it is directed out toward a point in front of the
addressee's chest. For third non-participant reference, when the referents are
physically present, their locations are generally used. In the case where the
referents are not present, usually other arbitrary locations are established,
which have to be consistent in the discourse. Thus, each pronoun can identify
particular referents.

Pronoun signs do mark number. Plural number in pronouns is mostly
marked by a sweeping or circular movement, such as in YOU-ALL/THEY
and ALL-OF-US. There is a set of pronouns called number-incorporated
pronouns (e.g. TWO-OF-US'YOU/THEM, THREE-OF-US/YOU/THEM,
etc.).

The traditional person system assumes three persons — first, second and
third. Meier (1990) observes that there is no evidence for a grammatical
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distinction in ASL between second and third person. He observes that the
location of the addressee (as opposed to other referents) is not something the
grammatical system by itself can determine. That is, it requires access to the
specific discourse situation to determine which referent is currently addressed.
And, adescription of the third person form cannot be specified for location as
any location in the signing space can be used for a referent, and this requires
anon-finite number of locations.®

Instead of athree person system, Meier (1990) argues that the pronominal
system of ASL is best described in terms of afirst/non-first person distinction.
One of his arguments for a distinct first person hinged on certain
idiosyncratic properties of first person forms, in particular the pronouns WE
and OUR, which do not specify the number or locations of their referents in
any direct way and point to only the signer.*

2.2 Different typesof verbsin ASL

Padden (1988) categorized verbs into the following three classes: plain,
spatial, and agreement verbs.® Plain verbs (eg. LIKE) are not marked
morphologically for subject or object agreement. Spatial verbs (e.g. PUT) and
agreement verbs (e.g. GIVE) both use the signing space referentially. But
spatial verbs show agreement with locations associated with the initial and
final positions of motion. Agreement verbs use spatial locations to mark
subject and/or object agreement. Agreement verbs are further divided into
two subtypes: single-agreement verbs, agreeing only with the object (e.g.
SEE) and double-agreement verbs, agreeing with both the subject and object
(e.g. HELP). These agreement verbs mark for Person and Number, and make
use of the association between NPs and distinct locations.

3 Verb agreement — Locus and Number

This section explores person and number agreement features using a double
agreement verb, HELP to examine both subject and object agreement.® For

3 My informant's signing also clearly confirms his observation.

* As in ASL, the spoken language Qawesqar, an Alcalufan language from Chile, has
independent pronouns that show 1st vs. non-1st person distinction. ce is used for 1st
person pronoun and caw for second and third person (Cysouw 2003: 44).

> Agreement verbs are also called inflecting verbs (Padden 1988), indicating verbs
(Liddell 2000), and agreeing verbs (Sandler and Lillo-Martin 2006).

® The verb HELP can be analyzed more easily than some other verbs due to the two-
handed sign, allowing no overlap with other signs.
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double agreement verbs, there are two affixes, a subject agreement prefix and
an object agreement suffix that constitute the manual expression of the person
and number features of the relevant argument. Through an observation of the
data, the person and number hierarchies are proposed in this section.

3.1 Locusagreement and person/locus hierarchy

The verb HELP starts at (or is oriented towards) the location in space
associated with the subject and ends at (or is oriented towards) the location in
space associated with the object. For example, ;HELP, as in Figure 1
indicates that the verb moves from the location associated with the signer to
the location associated with the addressee.’

Figurel. HELP;'l helpyou.

When the subject is WE, whether the other referent is the addressee (e.g.
YOU AND 1) or not (e.g. SHE AND 1), the initial point of the verb should be
in front of the signer's body which shows 1st person agreement. If the verb
starts from the addressee or non-addressee's body, the sentence becomes
ungrammatical asin (1a) and (2a):®

(Da *PTLEARN SIGN ;,TWO-OF-US ,HELP,
b. PTLEARN SIGN ;,TWO-OF-US HELP,
'You and | will help her; to learn sign.'

(2)a *PTLEARNSIGN ;;TWO-OF-US HELP,
b. PT LEARN SIGN ;;TWO-OF-US HELP,
'Hg and | will help her; to learn sign.’

7 The subscripts on both side of the sign HELP mean that this verb is a dual
agreement verb, and the / subscript refers to one signer (and others), 2 refers to the
addressee(s) (and others), and i, j, etc. will refer to non-addressed participants.

® PT means a pointing sign. I put the loci of the pronoun TWO-OF-US on the left
side of it. SM means subject marking; OM object marking.
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However, when the subject is YOU-ALL or THEY, theinitia point of the
verb tends to be the midpoint between the referents or the locus in neutra
signing space, regardless of whether the other referent is an addressee or non-
addressed participant as in the example (3), which confirms Meier (1990)'s
observation that there is no distinction between 2nd and 3rd person values.

3) MARY PT 2iTWO-OF-YOU bz, HEL Py
'‘Mary; (not present) and you will help meto sign.'

Person agreement with object argument shows the same patterns:®

(4 a *PT TEST G-R-A-D-E  CHECK PT iHELP,
12TWO-OF-US  GRADE
b. ,PT TEST G-R-A-D-E CHECK PT iHELP;
12TWO-OF-US  GRADE
'She will help you and me to grade the tests.'

(5) a *LEARN SIGN  ,PT -HELP, i1 TWO-OF-US
b. LEARN SIGN  ,PT HELP; i1 TWO-OF-US
"You will help her; and meto learn sign.'

(6) i2TWO-OF-YOU LEARN SIGN
1HEL Pom2;i or neut i2TWO-OF-YOU
‘I will help her; and you to learn sign.’

When the referent of the argument includes the signer, the verb has to show
first person agreement — i.e. the ending point of the verb HELP should be in
front of the signer's chest. Example (4) is a case where the object is the
combination of 1st person and 2nd person. In the example (5), the object isa
combination of 1st person and 3rd person. When the object argument does
not refer to the signer, the ending point of the verb isin midpoint or in neutral
space. Thus, what matters is only whether the locus for person value is near
the signer's body or not, confirming 1st vs. non-1st person distinction.

In typological studies, it has been argued that languages show universal
person hierarchy — the first person is ranked above second and second person
above third person in person hierarchy '1st > 2nd > 3rd' (Greenberg 1963,

? When a sign is written with dashes between each letter like G-R-A-D-E, it means
that it is finger-spelled.
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Corbett 2000, etc.). For example in Italian, when the subject is conjoined, the
verb agreement follows this person hierarchy:

(7) a 1st+ 2nd person resolution: 1st person on verb
lo e tu siamo onesti/e
I and you belPL honest.PL.M/F
'You and | are honest.'

b. 2nd + 3rd person resolution: 2nd person on verb
Tu e tua sorella Siete onesti/e
you and your sister be.2PL honest.PL.M/F
'You (sg.M/F) and your sister are honest.'

¢. 3rd + 3rd person resolution: 3rd person on verb
Le e Sua  sorélla sono oneste
she and her sister be.3PL honest.PL.F
'She and her sister are honest.'

When the subject includes 1st person, the verb agrees in 1st person. If the
subject includes 2nd person, but not 1st person, verb is in 2nd person.
Otherwise, verbs should be in 3rd person.

One of this paper's goals is to compare the person resolution in ASL with
the one in spoken languages. In the above examples (1) — (6), the origina
sentences | asked the informant included specific pronouns, (e.g. me and you)
as in the English glosses. In ASL, there is no sign corresponding to the
English conjunction 'and’. Thus, the signer consistently used number
incorporated pronouns instead of the coordinated phrases. Those number
incorporated pronouns do not have a different form. They point the referents.
Thus, person value of agreement verb tells us the person hierarchy. The
person hierarchy in ASL and spoken languages are the same in that first
person is more highly ranked than others. That is why the verbs showed 1st
person agreement with any plural argument including 1st person referent. But,
there was no clear grammatical distinction between 1st vs. non-1st person.

As | have discussed, pointing signs and agreement verbs are all heavily
depended upon location, or locus. Cormier et al. (1999) propose a type
[LOCUS locus] in INDEX, whose values are equivalent to 1, 2, i, etc. in this
paper's notation. | follow their idea. This locus agreement in ASL is
equivalent to person agreement in spoken languages. Thus, with the
assumption of 1st vs. non-1st person distinction in ASL, the hierarchy of type
locus is proposed as the following:
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(8) locus

1st non-1st

These values of type locus are used to refer to locations associated with the
signer, addressee, or non-participant. The locus related to the signer is the
location in front of the singer's chest. The locus related to the addressee or
non-participants (for example, i, j, etc.) is the location within the signer's
own sign space but toward and associated with the addressee or those non-
participants.

3.2 Number agreement

Singular verbs are the uninflected verb stems. These verbs agree with a
singular nominal, number-incorporated pronouns or collective arguments,
while plural verbs require a plura argument, as shown in the following
exampleﬁ10

9 a PT TEST G-R-A-D-E CHECK iPT
iHELP:ss 12TWO-OF-US GRADE
'She will help you and meto grade thetests.! (= 4b)

b. MARY JOHN i, TWO-OF-THEM SIGN
BOB PT kHEL Pruetsc
'‘Boby will help Mary; and John; to sign.’

c. ASL STUDENT i PT SIGN oHELP; ¢
'YOU(SQ) will hEIp them[ASL students]j to Sign.'

Klima & Bellugi (1979) and Padden (1988) argue that the verb can show
dua or exhaustive agreement with the object argument. In my data, a native
ASL Signer uses "singular" verbs as a default with any number-incorporated

' Showing singular agreement in the predicate with the collective plural is not
unusual in spoken languages like the following Maltese example:
Ex. Dak id-dubbien il-kbir dahal mit-tieqa
that.SG.Masc the-flies.PL the-large.SG.Masc entered.SG.Masc from.the-window
'"Those large flies came in through the window' (Corbett 2000; p.131)
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pronouns (e.g. TWO-OF-YOU, THREE-OF-YOU, etc.) unless she realy
wants to emphasize the individua argument.™ Padden (1988) describes the
dua or exhaustive number form of the verbs as follows: The verb stem is
executed two (for dual) or more (for exhaustive) times with the inflected end
points displaced. Thus, | propose that the grammatical humbers that verbs can
have is either singular or plural although the nominals can have dual number.
Also, | assume that the forms, which Klima and Bellugi (1979) or Padden
(1988) analyzed as dual or exhaustive, are results from two or more instances
of singular agreement, one for each conjoined noun phrase. Also we should
keep in mind that the verbs do not agree in number with the subject argument.

As Padden (1988) noted, the verb cannot show subject number agreement
in plural. ' Signed languages show object agreement more than subject
agreement, which is contrary to the typological generalization of spoken
languages. The initial point of the verb HELP cannot show the sweeping
movement to show plural number agreement:

(10) a *;PT LEARN SIGN WE  ;p HELP s
b. iPT  LEARN SIGN WE  1scHELP s
‘We will help her; to learn sign.’

So far, we have seen how number agreement works. Now, we need to
consider what the grammatical number values arein ASL. All languages can
express any number of referents. But, that does not mean that grammatical
numbers are infinite. For example, in English sentence Two of us left, the
subject argument refers to 2 people. However, we do not say that English has
dual number. ASL has many number incorporated pronouns (up to 9ish). Can
any number like trial, quad, and so on be grammatical number values due to
the existence of number incorporated pronouns like THREE-OF-US?

McBurney (2002) argues that the grammatical number in ASL is singular,
dual, and plural and it does not include trial, quadral, etc. Her arguments are
supported by the following facts: First, dual number incorporated pronoun
(TWO-OF-US/Y OU/THEM) have an idiosyncratic form (K-handshape), which
differs from the form of numeral 2 (V-handshape). However, other number
incorporated pronouns have the same handshape as the numeral ones. Second,
numeral incorporation is very productive in ASL. Signs having to do with

" Padden (1988) also mentions that number agreement may be unmarked for singular
or collective plural. Here, unmarked form is singular. Thus, this is analogous to my
result.

"2 There are exceptional cases where a few signs show plural agreement with subject
as an idiolect (e.g. one signer shows plural form for 'we analyze'.).
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time (e.g. DAY, WEEK), age, etc. incorporate numeral handshapes to indicate
a specific number of units. Thirdly, the dual form (TWO-OF-US'Y OU/THEM)
appears to be obligatory in most contexts but it does not appear that the forms
in trial, quadral, etc. are obligatory. Some signers use pointing signs with
sweeping movement instead of THREE/FOUR-OF-US, etc. Adopting her idea
on grammatical number, | propose the following hierarchy for the type
number:

(12) num
/\
plural non-plural
/\
singular dual

We have seen that verbs agree in singular as a default. Singular verbs used
with plural argument have number non-plural. This hierarchy differs from the
one in English and many other spoken languages — singular is more highly
ranked than other numbers. For example, even though English does not have
dual grammatical number in English, when the subject is 'two of you', the
verb isin plural, not singular. This illustrates that in English more than one
referent is considered as plural, not singular. In Hebrew, the verbs in plural
agree with dual nouns (hayomayiMineday.dua] fOVI Uppassedpl] MBNEN [quickiy]s
Corbett 2000: 95). Thus, | want to point out that humber hierarchy in ASL
which groups singular and dual together shows the difference from spoken
languages.

So far, | suggested that the grammatica number values in ASL are
singular, dual, and plural. Verb agreement tells us that ASL has a plural/non-
plural number distinction and that the plural number is marked. Verbs do
agree either in plural or non-plural number although the arguments,
including number-incorporated pronouns, can denote any specific number of
referents. Verbs in plural number agree with only plural agreement triggers.
Otherwise, the default form of the verbsin singular is used.

4 Lexical entries of agreement verbsand related issues
Before proposing the lexical constraints on agreement verbs, let's consider the
optionality of arguments. Languages vary in the way that they may or may

not permit the null arguments of verbs. Languages like Italian, which hasrich
verbal morphology identifying the person and number of the argument, allow
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the argument to be left unexpressed (e.g. Parlo inglese '(I) speak English' in
Italian). Topic oriented Languages like Korean and Chinese with no verbal
agreement morphology alow any argument to be missing in the right
discourse contexts.

ASL has been recognized by many researchers as a discourse-oriented,
topic-prominent language like Chinese, as opposed to a sentence-oriented,
subject-prominent language like English (Fischer 1975). Thus, as in Chinese,
null arguments are allowed in ASL like the following:

(12) A: Did John send Mary the paper?
(In which John has been established at alocation and Mary at b.)

B: YES, .SENDy, @
'Yes, (he-) sent it; to (-her). (Lillo-Martin 1986: 421)

On the other hand, ASL has atype of verbs showing agreement. Thus, null
arguments are found with agreement verbs as well. The argument of the
agreement verbs can be omitted as in Italian, which will be discussed below.
The constraints on the verb will explain the optionality of the arguments.
Like Lillo-Martin (1986)'s arguments, the null arguments of plain verb and
agreement verb seem to behave differently. Her evidence comes from
different constructions. | will discuss on these matters and move on to the
analysis of the verbs.

Let's consider the topic constructions in English first. As Sandler and
Lillo-Martin (2006) notice, when we want NP the cat to be the topic in the
sentence 'The dog chased the cat,' we can say 'The cat, the dog chased' by
topicalization or we can say 'As for the cat, the dog chased it." In the latter
sentence, NP the cat is not an argument of the verb chased. Its argument is
the resumptive pronoun it, which co-refers to NP the cat. In ASL, thereis no
sign corresponding to the English as for. Therefore, it is hard to distinguish if
the topic in a sentence is a topicalized argument of the verb or an independent
topic in left-dislocation structure.

The following examples (13) — (14) are the situations where the argument
of the plain verb cannot be omitted, but the argument of the agreement verb
can:®®

" In the examples here, notations for non-manual markers are omitted and the gloss
is modified to be consistent in this paper.
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a3) PT COOKIE, 1PT  HOPE SISTER SUCCEED

JPERSUADE, MOTHER EAT *(iPT)
"That cookie, | hope my sister; manages to persuade my mother,
toeat it;.' (Lillo-Martin 1986)

The above sentence is ungrammatical when the argument of the plain verb
EAT is omitted since ASL does not permit such long-distance movement.
However, the following sentence in the same construction allows the
omission of the argument since the verb is agreement verb TAKE-UP:

(14) EXERCISE  CLASS, 1PT HOPE SISTER
SUCCEED JPERSUADE, = MOTHER TAKE-UP.
"The exercise class, | hope my sister; manages to persuade my
mothery to take (-it;).' (Padden 1988)

This lets us know that NP exercise class is not a topicalized argument. The
verb TAKE-UP has anull argument in the above sentence.

Lillo-Martin (1986) aso shows the similar cases with wh-island
construction asin (15) below:

(15) a MOTHER, PT DONT-KNOW WHAT *(PT) LIKE
‘Mother;, | don't know what; (she) likest;.'

b. MOTHER, ;PT DONT-KNOW WHAT (PT) SEND,
'Mother;, | don't know what; (she) sent met;.'

The argument of the agreement verb can be optional whereas the plain verb
has to have an argument. Thus, sentence (15b) is not involved in
topicalization construction.

Following examples show coordinated structure where the argument of
plain verbs cannot be omitted but the one of agreement verb can:

(16) a *FLOWER, GIVE; MONEY, GIVE;
'Flowers, he; gave me money but jshe gave me." (Padden 1988: 93)

b. *PT MOVIE, ;STEVE LIKE t; (BUT) JULIE DISLIKE t;
‘That movie, Steve likest; but Julig, dislikest;.'
c. iPT MOVIE, ;STEVE LIKE t (BUT) JULIE HATE
‘That movie, Steve likest; but Julig, hatet;.'
(Sandler and Lillo-Martin 2006)
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ASL, asin other languages, alows the same element to be extracted from al
the conjuncts as in (16b), but does not allow extracting one element from one
of the conjuncts as in (16a). Although the meaning of verbs DISLIKE and
HATE is similar, one is a plain verb and the other is an agreement verb. The
sentence (16¢) with an agreement verb HATE alows the argument to be
omitted and, thus, the topic NP that movie is not an argument of the verb hate.

Summarizing, the arguments of agreement verbs can be omitted in any
situation without any discourse context and those null arguments behave like
a pronominal argument. Null arguments with plain verbs, on the other hand,
do not generally show the characteristics of pronouns and can be omitted in
the proper discourse context.

| propose that inflecting morphemes of agreement verbs seem to behave
the same as the agreement markers on Chichewa verbs. Bresnan and
Mchombo (1987) show that the subject argument is optional in Chichewa.
They propose the dua behavior of the subject marker on the verb: The
subject agreement marker on the verb behaves as an agreement marker in the
presence of an overt subject argument; otherwise, it is an incorporated
pronoun, which is an argument of the verb itself. That is, they explain the
former as grammatical agreement, while the latter as anaphoric agreement.
Miller and Sag (1997) aso treats the French clitic as an argument of the verb.
The null arguments with agreement verbs in ASL can be explained just like
those in Chichewa.

In section 2.2, three different types of verbs were described, one of which
has two different subtypes. Therefore, the type verb has three subtypes. The
verbal type hierarchy issimple asfollows:

an verb
plain-verb spatial-verb agreement-verb

single-agr-verb  double-agr-verb

Again, the type plain-verb is without agreement; while the type spatial-verb
is verbs showing the movement of entities in space. The type agreement-verb
is verbs showing the grammatical argument and has two subtypes, single-agr-
verb, showing object agreement, and double-agr-verb, showing subject and
object agreement.

The type agreement-verb-lexeme has constraints on object agreement and
the type single-agr-verb inherits the constraints of its supertype without
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posing any extra constraints. The type double-agr-verb has constraints on
subject person agreement. Partial constraints on the types agreement-verb-
Ixm and double-agr-verb-Ixm are proposed below:**

(18) a. agreement-verb:
[PHON  F(...[4].[3],%)

SYNSEM [5] | ARG -ST <[1]NP, [2]NP INDEX[LOCUS X ﬂ>

NUM  [3]
VAL [comps  (([2])) ]

PHON  [4]
STEM [SYNSEM [5]}

b. double-agr-verb:
[PHON F(y, [4],.)

SYNSEM [5] | ARG -ST <[1]NP [INDEX [LOCUS y]]...>]
suBl  (([1]))

STEM [PHON [4] }

SYNSEM [5]

All verbs included in the type agreement-verb have locus and number
information on object in ARG-ST (argument structure). The type double-agr-
verb has constraints on locus agreement, not on number agreement, with the
subject. All of the arguments of the agreement verbs are optional, which is
constrained as optional value of the argument in valence features, SUBJ and
COMPS. When they are omitted, the verb itself has an incorporated pronoun,
otherwise the verbs agree with the overt argument. The subject argument of
the type single-agr-verb isimpossible to be omitted without context since this
verbal type does not have information on the subject argument.

As proposed in the above constraints, ASL verb agreement is INDEX
agreement. As for the number agreement, we have seen that singular verbs
agree with plural arguments when those arguments are conceived as a
"single" group collectively. In that case, the collective plural nominas are in

' 1n signed languages, phonological components include handshape including (palm)
orientation, movement, and location. Thus, phonological value of inflected verbs
includes locus and number agreement information.

ASL is articulated not only through manual signs but also through co-occurring
non-manual expressions, which play an important role in the grammar (e.g. wh- or
yes/no question, negation, etc.). But, this paper will not cover those features.
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plural morphologically but singular semantically. Thus those nominals have
pl in [CONCORDINUM] and sg in [INDEX|NUM], so that verbs, showing
INDEX agreement, agree in number non-plural with collective plura
nominals.

5 Conclusion

Recent researches of signed languages tell us they should be considered as
natural languages with their own grammar although they are still in an early
stage. This paper analyzes person and number verb agreement in ASL
through the recordings of a native signer (a Deaf) within the framework of
HPSG.

ASL has three types of verbs — plain, spatial, and agreement verbs.
Agreement verbs are divided into two subtypes — one showing object
agreement in person and number and the other showing this information plus
subject agreement in person. This differs from the typological generalization
governing spoken languages in which subject agreement is favored over
object agreement.

The constraints on the agreement verbs suggest that their argument can be
optional. The inflecting morpheme of the verbs can be either agreement
markers or incorporated pronoun arguments depending on whether the verbal
arguments are expressed or not, like Chichewa (Bresnan and Mchombo 1987).

The ASL person paradigm has a 1st vs. non-1st person distinction. Based
on spoken languages, many scholars (Greenberg 1963, Corbett 2000, etc.)
have argued that the first person is ranked above other persons in the person
hierarchy (1 > 2 > 3): an NP denoting a group that includes the speaker
triggers first person agreement. In ASL (1 > 2, 3), NPs including the signer
trigger 1st person verb agreement, and the verb in non-1st person is
ungrammatical. Hence ASL resembles spoken languages with respect to the
person hierarchy.

Turning to number, this paper proposed grammatica numbers in ASL
divided into plural vs. non-plural and the latter includes singular and dual.
ASL shows a different aspect from the common one in spoken languages —
singular stands alone but dual etc. are grouped with plural. While there exist
number-incorporated pronouns (up to about 9), | proposed that the
grammatical number values in hierarchy includes only singular, dual, and
plural.

The verb has either plural or non-plural (singular). The plural verbs agree
with only plural arguments. Otherwise, the verbs are in non-plural. The verb
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does not show number agreement with the subject at all. These facts are
captured by the constraints on the types verb and humber.

Signed languages have been recently considered as natural languages.
Thus, the studies on signed languages are still in the beginning stages. In
visual-gestural modality, non-manual marker plays an important role in
grammar. Further research is required to investigate the role of non-manual
markers in agreement.
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Abstract

The purpose of this paper is to consider the proper treatment of short-
and long-fronted adjuncts within HPSG.  In the earlier HPSG analyses,
a rigid link between linear order and constituent structure determines
the linear position of such adjuncts in the sentence-initial position.
This paper argues that there is a body of data which suggests that ad-
junct fronting does not work as these approaches predict. It is then
shown that linearisation-based HPSG can provide a fairly straightfor-
ward account of the facts.

1 Introduction

The purpose of this paper is to consider the proper treatment of short- and
long-fronted adjuncts within HPSG." The following sentences are typical
examples.

(1) a On Saturday, will Dana go to Spain? (Short-fronted adjunct)
b. Yesterday 1 believe Kim left. (Long-fronted adjunct)

In earlier HPSG analyses, a rigid link between linear order and constituent
structure determines the linear position of such adverbials in the sen-
tence-initial position. I will argue that there is a body of data which sug-
gests that adjunct fronting does not work as these approaches predict. 1 will
then show that linearisation-based HPSG can provide a fairly straightforward
account of the facts.

The organisation of this paper is as follows. In the next section we
will provide detailed descriptions of the differences between long and short
fronting of adjuncts. In section 3 we will point out some problems of the
earlier HPSG analyses of adjunct fronting constructions. Our analysis of
adjunct fronting, partly based on Bonami et al.’s treatment of incidentals, will
be given in section 4. In section 5, we will see how our approach to fronted
adjuncts handles the data observed in earlier sections. Section 6 is the con-
clusion.

2 The data

In this section, we will see that short-fronted adjuncts should be differentiated
from fronted noun phrases and long-fronted adjuncts in important respects.

* 1 would like to thank Bob Borsley for his valuable comments and discussions. Thanks are also due to
the participants at HPSG 2006 for their feedback and discussions. 1 am also grateful to three anonymous
reviewers for HPSG 2006 and the participants at the Alliance 05 Project Workshop (26 May 2006) and the
Language at the University of Essex, International Postgraduate Conference meeting (30 June 2006) for
their comments and discussions. Any shortcomings are my responsibility. I gratefully acknowledge the
generous financial assistance from the Department of Language and Linguistics, University of Essex.
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2.1 Information structure

Short fronted adjuncts can occur in a sentence focus context.

(2) A:  What happened?
B:  Five minutes ago, my car broke down.

A sentence with sentence focus can be an answer to What happened? The
fact that a sentence with a short-fronted adjunct can be an answer to this
question indicates that such an adjunct does not have a topic nor a narrow
focus interpretation.

The following data indicates that the fronted noun phrase cannot be
part of wide focus.

(3) A:  What happened?
B,:  John broke the computer.
B,: #The computer(,) John broke.

B1 has SVO word order: it can carry a sentence focus, as illustrated by the
fact that it can be a felicitous answer to What happened? B2, with the
fronted noun phrase, cannot be a felicitous answer to the question requiring a
sentential focus domain.

Long fronted adjuncts do not occur in such a context, either.

(4) A:  What happened?
B: # With a hammer 1 think he broke the window.

The data in (4) suggest that long-fronted adjuncts cannot be part of a broad
focus domain, unlike short-fronted adjuncts.

The above observation suggests that short-fronted adjuncts can be a
part of a broad focus domain, but long-fronted adjuncts and fronted NPs
cannot.

2.2 Blocking of wh-extraction

It is difficult for fronted arguments to follow a fronted wh-phrase (See also
Baltin 1982; Rizzi 1997).!

&) ?? the student to whom, your book, 1 will give tomorrow
(Haegeman 2003: 642, (3))

In Haegeman’s (2003) terms, fronted arguments ‘block wh-extraction’.
Now let us look at long adjunct fronting. The fronted adjuncts in (6),
on Tuesday, cannot be construed with the lower clause.’

! The observations in this and the following subsection depend on Haegeman (2003).

(6) is grammatical with the interpretation that the adverbials modify the higher clause.
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(6) I called up my mother, who, on Tuesday, I had told it is likely
that Sandy will visit Leslie. (Haegeman 2003: 643-644)

This means that long-fronted adjuncts cannot follow fronted wh-phrases: they
block wh-extraction.

However, if the wh-phrase is followed by a short-fronted adjunct, the
sentence is fully grammatical.

@) the student to whom, tomorrow, I will give your book
(Haegeman 2003: 642)

Thus, short-fronted adjuncts do not block wh-extraction.

Thus, again, long fronted adjuncts behave like fronted arguments,
rather than short-fronted adjuncts. It is possible to say that positioning of
short-fronted adjuncts is relatively free compared with the others in that the
former can follow fronted wh-phrases while the latter cannot.

2.3 Restriction to root/root-like clauses

Argument fronting is restricted to root clauses or clauses with root behaviour.

®) *If these exams you don’t pass, you won’t get the degree.
(Haegeman 2003: 642)

The sentence in (8) has a fronted argument in a non-root clause, and it is un-
grammatical.

Turning to long fronted adjuncts, (9) shows that they resist non-root
environments.

)] If this afternoon they say that it will rain, we won’t go.
(Haegeman 2003: 644)

The fronted adverb this afternoon is only construed with the higher clause,
which means that in such non-root environments as the if~clause in (9), long
fronting of adjuncts is impossible.

However, short adjunct fronting can occur in non-root clauses as well.

(10) If next week you cannot get hold of me, try again later.
(Haegeman 2003: 642)

This sentence shows that short adjunct fronting is grammatical in the same
environment as (8).

Thus, again, long-fronted adjuncts behave like fronted arguments,
rather than short-fronted adjuncts. Again, it is possible to say that position-
ing of short-fronted adjuncts is relatively free compared with the others in
that the former can follow complementisers while the latter cannot.
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24 Summary

Our observations in 2.1 to 2.3 are summarised in (11).

(1)
Part of Blocking of | Root(-like)
broad focus extraction clauses

Sh.()rt-ﬁonted Yes No No
adjuncts

Lop g-fronted No Yes Yes
adjuncts

Fronted NP No Yes Yes
arguments

(11) clearly shows that long-fronted adjuncts and fronted arguments pattern
alike, and short-fronted adjuncts are separate from them.

3 Earlier HPSG analyses

In this section, we look at three types of analysis of fronted adjuncts which
have been proposed in the framework of HPSG: Pollard and Sag (1994),
Bouma et al.’s (2001) and Levine (2003)/Levine and Hukari (2006).

In the version of HPSG developed by Bouma et al. (2001: 385)
clause-internal fronting and long-distance fronting of adjuncts are treated in
parallel, in terms of combination of the filler and the slashed construction, in
the same way as fronting of noun phrases (Bouma et al. 2001: 45).>* The
only difference between short and long fronting is where the SLASH inheri-
tance terminates. This unified treatment cannot capture the fact that there
are important differences between the two types of adjuncts.

Pollard and Sag (1994: 385) analyse short fronted adjuncts as matrix
modifiers, which are simply adjoined to the clause that they modify. An
adjunct and its head combine via the ID schema called ‘Schema 5’ (Pollard
and Sag 1994:56). Chapter 9 of Pollard and Sag (1994) gives a separate
treatment to long adjunct fronting. They posit the Adjunct Extraction Lexi-
cal Rule (Pollard and Sag 1994: 387). Thus, Pollard and Sag’s (1994) ap-
proach treats short and long fronting of adjuncts separately. It would there-
fore be not difficult to capture the difference between these types of adjuncts
observed above.

Let us turn to the analysis of adjunct fronting developed by Levine
(2003)/Levine and Hukari (2006). They assume that adverbials in adjoined
positions can extract with leaving a trace behind. With this assumption, it
would not be difficult to differentiate between the two types of adjuncts:

3 See also Sag (2005).

4 . .
Bouma et al. (2001) and Sag (2005) assumes that the ARG-ST of the lowest verb contains an adverbial
element which is slashed.
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long-fronted adjuncts are extracted, and short-fronted adjuncts are adjoined to
an S node.

However, the ungrammaticality of (12) is problematic for Pollard and
Sag (1994), Levine (2003 )/Levine and Hukari (2006).

(12) *] was wondering [s during the holidays [ for what kind of jobs
[s you would go into the office.]]]

There is nothing in these analyses to prevent a filler from combining with an
embedded wh-question.

One might introduce the head feature INDEPENDENT-CLAUSE (IC)
(Ginzburg and Sag 2000: 45) to rule out (12). The [IC +] specification for
the sister of the adjunct could exclude (12) since embedded wh-questions are
[IC —]. However, this gives rise to another problem.

(13) I was wondering [s;ic -; for what kind of jobs [s;c - during the
holidays [sc -; you would go into the office.]]]

In (13) the preposed adjunct occurs in the clause with the specification [IC —].
This means that the S that the adjunct modifies is also [IC —] because the
Head Feature Principle ensures that the HEAD value of the mother is struc-
ture-shared with the head value of the head daughter. This example is then
predicted to be ungrammatical. However, it is grammatical.

In this section, we have discussed how earlier analyses of adjunct
fronting work, and have pointed out problems that they are confronted with.
The failure of these analyses is due to the fact that they are not aware of the
distinction between extracted adjuncts and incidental adjuncts, and the pecu-
liar properties of the latter.

4 Proposals

In this section we will provide an alternative analysis of fronted adjuncts. In
the version of HPSG adopted here, linear order is determined in a level of
‘order domains’ (e.g., Kathol 1995, 2000; Kathol and Pollard 1995; Miiller
1995, 1997, 2004; Pollard et al. 1994; Reape 1994, 1996). This is an or-
dered list of elements that contain at least phonological and categorical in-
formation (see, e.g., Pollard et al. 1993; Kathol 1995). Order domains are
given as the value of the attribute DOM(AIN). At each level of syntactic
combination, phonological and categorical information of the daughter may
form a single domain element in the order domain of the mother (i.e., com-
paction) or the elements of the daughter’s order domain may just become
elements in the mother’s order domain.

We further assume that each element of a clausal order domain is
uniquely marked for the region that it belongs to (Kathol 1995, 2000, etc.).

> This data is problematic for Bouma et al. (2001) as well.
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In our approach, the positioning of an element in a particular region is en-
coded as first through fifth on that element. We propose the following
topological fields for English (cf. Kathol 2002; cf. Chung and Kim 2003).

(14) Topological fields for English

first Extracted constituents except for subordinate wh-phrases

second Finite auxiliary verbs in subject-auxiliary inversion (SAI) sentences,
Complementisers, Subordinate wh-phrases

third Non-wh-subjects
fourth Finite verbs in non-SAl-sentences
fifth Complements of the verb in fourth

There is a total order on these positional classes, enforced by the linear
precedence (LP) constraint in (15).

(15) first < second < third < fourth < fifth
4.1 Long-fronted adjuncts and fronted NP arguments

In section 2 we saw that long-fronted adjuncts and fronted arguments behave
in parallel. This fact strongly suggests that they are one and the same. We
assume therefore that they are manifestations of a single extraction phe-
nomenon, which should be handled by the SLASH mechanism. Thus, a
sentence with a long-fronted adjunct and a sentence with a fronted NP argu-
ment are represented as in (16a) and (b), respectively.’

(16) a.  [DOM <[ yesterday], [ 1], [*" believe], ["" Kim left]>]
b.  [DOM <[ the computer], [*" John], "™ broke] >]

The long-fronted adjunct yesterday and the fronted NP argument the com-
puter are in first position since they are fillers (See (14)). We further as-
sume that a filler with an empty REL and QUE value is given either a narrow
focus or a topic interpretation.

4.2 Incidentality

We will now introduce the notion of ‘incidentality’ (Bonami and Godard
2003; Bonami, Godard and Kempers-Manhe 2004).” Adverbials are inci-

6 In the rest of this paper, position classes will be shown as superscripts as in (16a,b).

! Bonami and Godard (2003) and Bonami, Godard and Kempers-Manhe (2004) distinguish incidentality
from ‘parentheticality’. The latter term denotes the semantic/pragmatic property. Adverbials have a
parenthetical interpretation when their semantic/pragmatic contribution is not integrated into the proposi-
tion which the sentence asserts.
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dental when they have a special prosody which sets them apart from the rest
of the sentence. Fronted adjuncts clearly have incidentality in this respect
since they have ‘comma intonation’. Moreover, incidentals have some
flexibility with respect to positioning. For example, Bonami and Godard
(2003) state that a French sentence (17) can contain incidentals in the posi-
tions indicated with dots.

(17) « Paul » a e« envoyé <« sesvoeux * acevieilami -
Paul has sent his wishes  to this old friend
‘Paul sent his best wishes to this old friend of his.’
(Bonami and Godard 2003: 2)

This is also characteristic of adjuncts which we are concerned with. (18)
shows that the adverbial at five can occur in various positions.

(18) a. At five, John finally signed the form.
b. John finally, at five, signed the form.

c. John finally signed the form, at five.
(Adapted from Shaer 2004: 314)

Moreover, it has comma intonation wherever it occurs. It is thus reasonable
to assume that these adjuncts are manifestations of the same incidental ad-
verbial.®

We assume that incidental adverbials have the following description.

(19) Description of incidental adverbials
[ PHON incidental - phon |
INCID +
HEAD MOD  vp| | where [1]#[2]and [1]#[3]
CONT [1]
LINK  [2]
INFO-STRUC
] FOCUS [3]

The PHON value specifies that they have incidental phonology (‘comma in-
tonation’), and [INCID +] specifies that they are incidentals (Bonami and
Godard 2003: 10).” Incidentals are ordinary adjuncts in constituent structure
(Bonami and Godard 2003: 11). We assume that they are VP adjuncts (Le-
vine 2003; Levine and Hukari 2006). We assume, following Engdahl
(1999: 186-187), that each of INFO-STRUC features takes content objects
(i.e., values of the CONTENT feature) as its value. The LINK and FOCUS
features are among those appropriate for INFO-STRUC. ‘[1] #[2] and [1]
Z#[3] in (19) specifies that the CONTENT value of incidental adjuncts is not

8 Shaer (2004: 314) call such adverbials ‘orphans’ (cf. McCawley 1982, Espinal 1991; Haegeman 1988).
9 . . . . .
Phrases phonologically fully integrated into the rest of the clause have the [INCID —] specification.
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identified with the LINK and the FOCUS value: incidental adverbials should
be neither topic nor narrow focus.

We assume above that incidentals are ordinary adjuncts that modify a
VP. To ensure that incidental adverbials are linearised in various positions
of the sentence they modify (see (18)), we assume, along with Bonami and
Godard’s (2003: 12), that such modifiers are domain-inserted into the domain
of the VP they modify.

We assign the following representation to (18b).

(20) Structure for (18b)

PHON <John, at, five, signed, the, form>
INFO-STRUC [FOC [5]]
CONT [5]
DOM <[1][J ohn],[2][at five],[3][signed],[4][the form]>
NP VP
[DoM [1]] [Dom  ([21.131.[4])]
[7]VP PP
[DoM  ([31,141)] PHON incid - phon
/\ DOM ([2] INCID +
v NP MOD  [7]

[DOM [3]] [DOM [4]]

The adverbial at five is a modifier of the VP signed the form, and the former
is inserted into the order domain of the latter. By sequence-union (shuffle),
other ordering possibilities of the top S are also permitted, as illustrated in
210).

(21) a. [DOM <[at five], [John], [finally], [signed], [the form]>]
b. [DOM <[John], [finally], [signed], [the form], [at five]>]

Thus, an approach along the lines of Bonami and Godard (2003) can give a
unified treatment of the adverbials in various positions while maintaining the
assumption that they are all VP modifiers. In the present approach, then,
what we have called short-fronted adjuncts are incidentals which are in the
initial position of a sentential order domain.

We argued that incidental adverbials can occur in various positions in a
sentence (See (18) and (21)). This does not mean, however, that they are
unconstrained in their positioning. Standard English does not allow any-
thing in subordinate clauses to come before complementisers or fronted
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wh-phrases.

(22) a. He said that tomorrow it will rain.
b. *He said tomorrow that it will rain.
This restriction is not universal. The following example, cited from Hudson
(2003: 640), is from Greek (Tsimpli 1990).
(23) Mu-ipe tovivlio oti edhoso sti Maria.
to-me-he-said the book that he-gave to-the Mary
‘He said that he gave the book to Mary.’
In this example, the topicalised object to vivlio ‘the book’ which belongs to
the subordinate clause precedes the complementiser ofi ‘that’. Due to the
fact that there is a language where the pattern in (22b) is possible, we will not
make this restriction a universal principle. We assume the following con-

straint, which requires that subordinate clauses have restricted order domains
(cf. Kathol 2000: 120).

(24) subordinate — [DOM <[second],...>]

(24) requires that the initial element in the order domain of a subordinate

clause is an element in second position. The order domains of the embed-

ded clause of the examples in (22) are represented as follows.

(25) a.  [DOM < [*““* that], [tomorrow], [ it], ™™ will], ["" rain]>]
b. *[DOM <[tomorrow], [ that], ["" it], " will], ["" rain]>]

(25b), in which the complementiser is ]Igreceded by an adverb, is excluded
because it violates the constraint in (24).

5 An account of the facts
In this section we will consider how our analysis outlined above accommo-

dates the data that is problematic for the earlier HPSG analyses of fronted
adjuncts.

10 . . . .
Another constraint that is needed is the following.

@

nominal
{DOM <...,[HEAD verb],[l]{MOD ’wne},mﬂ - []INCID -]

This constraint bars incidentals from occupying the position between a verb and a noun phrase. It rules
out examples like (ii), where there is an incidental adjunt between the verb and its object.

(ii) * John signed at five the form.

As shown in (17), incidental adverbials can be in this position in French. The constraint in (i) is therefore
an English-particular constraint.
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5.1 Information structure

As discussed in 4.1, incidental adverbials have the description in (19). This
definition states that incidental adverbials are neither a narrow focus nor a
topic. This constraint captures the fact that such adverbials occur in a sen-
tence focus context such as (2), repeated in (26).
(26) A:  What happened?

B:  Five minutes ago, my car broke down. [=(2)]
In our analysis, a filler is only allowed to be a topic or a narrow focus (See
4.1). They cannot be part of a broad focus domain. This accounts for the
unacceptability of B, in (3) and B in (4).
(27) A:  What happened?

B,: John broke the computer.

B,: #The computer(,) John broke. [=(3)]
(28) A:  What happened?

B: # With a hammer 1 think he broke the window. [=4)]
5.2 Blocking of wh-extraction

We will see how our analysis captures the fact in (7), which is repeated in
(29).

(29) The student to whom, fomorrow, I will give your book. [=(7)]

This example is given the following DOM representation.

(30) [DOM <[*** to whoml], [tomorrow], ["" 1], [*" will], [""
give your book]>]

The wh-phrase is in second in subordinate clauses. The incidental adverbial
follows them. This positioning does not violate any LP constraint.

Let us see how our analysis of extracted phrases given in 4.1 handles
the ordering patterns of fronted NP arguments. As we have seen in (5)
fronted arguments cannot occupy the position after the fronted wh-phrase.
The data is repeated here for convenience.

31 ?? the student to whom, your book, I will give tomorrow.  [=(5)]

The representation of the DOM value of the embedded clause of (31) is given
in (32).

(32) *[DOM <[**” to whom], [ your book], [ 1], " will], """
give tomorrow|>]
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In (32), the relative wh-phrase fo whom is in second. The fronted argument
occupies first. In these examples, however, they follow the wh-phrase.
This ordering violates Topological LP Statement (15), which states, among
other things, that elements in first should precede those in second and those
in third. The representation in (32) violates this constraint, so (31) is un-
grammatical.

The fact that the fronted adjuncts in (6), repeated in (33), cannot be
construed with the lower clause can be accounted for along the same lines.

(33) I called up my mother, who, on Tuesday, 1 had told it is likely
that Sandy will visit Leslie. [=(6)]

In our analysis, long fronted adjuncts are fillers, and they occupy first posi-

tion. The wh-phrase is in second. Thus, the relative clause of (33) has the

following representation.

(34) *[DOM <[*“”* who], [ on Tuesday], [""* 1], """ had], [""" told
it is likely that Sandy will visit Leslie]>]

The permutation in (33) is prohibited for the same reason as (31): it violates
Topological LP Statement (15).

5.3 Restriction to root/root-like clauses

The fact that short adjunct fronting is not restricted to root/root-like clauses,
as opposed to argument fronting and long adjunct fronting, can be accounted
for in the same way.

(35) If next week you cannot get hold of me, try again later. [=(10)]

In our assumption, complementisers occupy second position in subordinate
clauses. Therefore, we have the following representations for the subordi-
nate clause of these sentences.

(36) [DOM <[*“" if], [next week], ["™ you], "™ cannot], ["" get
hold of me]>]

The incidental adjunct is between the complementiser and the subject NP.
This positioning of incidental adverbial does not violate any LP constraint.

The fact that argument fronting and long adjunct fronting is restricted
to root/root-like clauses can be accounted for in the same way. The subor-
dinate clauses in (37) and (38) are non-root clauses. In (38), this afternoon
cannot be interpreted to modify the lower clause.

(37) *If these exams you don’t pass, you won’t get the degree. [=(8)]

(38) If this afternoon they say that it will rain, we won’t go. [=(9)]

In our analysis, complementisers occupy second position. Therefore, we
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have the following representations for the subordinate clause of the sentences
in (37) and (38).

(39) a. sk [DOM <[second lf], [ﬁrst theSe exams], [thi}‘d you], [ﬁmrth dOIl’t], [ﬁﬁh
pass]>]
b. k [DOM <[second lﬂ, [ﬁrst thlS aﬁernoon], [thi}‘d they], [fburth Say], [flfth
that it will rain]>]

In these structures, the complementiser in second is followed by a fronted
argument in first, which violates the LP constraint in (15).

54 An account of (12) and (13)

Let us turn to the sentences in (12) and (13), which are repeated in (40).

(40) a. *I was wondering during the holidays [for what kind of jobs you

would go into the office]. [=(12)]
b. I was wondering [sc -; for what kind of jobs [sc -; during the
holidays [sjic -; you would go into the office.]]] [=(13)]

The DOM representation of the subordinate clause of (40a) and (b) is (41a)
and (b), respectively.

(41) a. *[DOM <[during the holidays], [***" for what kind of jobs], [*"
you], " would], [ go into the office]>]

b. [DOM <[**”* for what kind of jobs], [during the holidays], [""
you], [ would], [/ go into the office]>]

In our analysis, the initial positioning of incidental adjuncts is just one of
possible alternative linearisation patterns. In (41a), the incidental adjunct is
the first domain element of the subordinate clause. This violates the LP
constraint in (24). The incidental adjunct in (41b), on the other hand, does
not violate any LP constraint.

6 Conclusion

The arlier HPSG analyses of adjunct fronting face difficulties since they do
not take into account the distinction between extracted phrases (long-fronted
adjuncts and fronted NP arguments) and incidental adjuncts. In our lineari-
sation-based analysis, extracted phrases are fillers which occupy first position
in sentences; incidental adjuncts are not categorised into any position class,
which enables them to have a rather free positioning. This characterisation
of fronted adjuncts can provide a fairly straightforward account of the facts
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that are problematic for earlier analyses."'
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Abstract

Situations in which conflicting constraints clash can potentially provide
linguists with insights into the architecture of grammar. This paper deals
with such a case. When predicative modifiers of morphologically rich lan-
guages head relative clauses, they are involved in two, sometimes conflicting,
agreement relationships. Different languages adopt different strategies in or-
der to resolve situations of conflicting constraints. This paper focuses on
Standard Arabic and the hybrid agreement strategy which it employs. It ar-
gues that the HPSG theory of agreement, which distinguishes between mor-
phosyntactic and semantic agreement, constitutes an appropriate framework
for accounting for the phenomenon. In addition, it shows that contrary to
claims made by Doron and Reintges (2005), a non-derivational framework
such as HPSG is adequate for accounting for this non-trivial agreement pat-
tern. Moreover, with a constructional approach, whereby constraints can
target syntactic structures above the lexical level, better empirical coverage
is achieved.

1 Introduction

Situations in which conflicting constraints clash can potentially provide linguists
with insights into the architecture of grammar. This paper deals with such a case. It
examines the different strategies which languages use in order to resolve an agree-
ment conflict which occurs in non-finite relative clauses. The strategy adopted
by Standard Arabic (SA), namely hybrid agreement, poses a challenge to theories
of grammar in general and agreement in particular. Indeed, Doron and Reintges
(2005, p. 10) claim that the existence of this construction implies “that a linguis-
tic structure is constructed procedurally rather than checked declaratively, in other
words as a derivation rather than a representation”. Thus, the main goal of the paper
is to examine the implication of the SA hybrid agreement strategy on competing
theories of agreement.

The structure of the paper is as follows. Section 2 lays the foundations by pro-
viding the required background and data of Standard Arabic and introducing the
agreement conflict. Section 3 discusses and illustrates the four possible conflict
resolution strategies, as they are realized in SA, Hebrew, Turkish, and Older Egyp-
tian. Section 4 outlines a derivational account of the Standard Arabic construction,
as proposed by Doron and Reintges (2005), and discusses its implications and pre-
dictions. The proposed analysis is introduced in section 5. The section begins
with a presentation of an alternative theory of agreement (Corbett 1988; Pollard
and Sag 1994; Kathol 1999; Wechsler and ZI&003), which was motivated by
similar yet distinct hybrid agreement phenomena and which was incorporated into

tThis research was supported by the Israel Science Foundation (grant no. 136/01) and by The
Caesarea Edmond Benjamin de Rothschild Foundation Institute for Interdisciplinary Applications of
Computer Science. | am thankful to Shuly Wintner and Edit Doron for their feedback and discussions
and to the anonymous reviewers and the participants of HPSG 2006 for their comments.
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HPSG. This is followed by a detailed HPSG-based analysis of the SA construction.
The conclusion, given in section 6, is that the HPSG framework and its theory of

agreement provide a sophisticated mechanism for accounting for the challenging
SA construction, as well as for other alternative conflict resolution strategies, re-

sulting in better empirical coverage.

2 Modifiers, predicates, and predicative modifiers in Stan-
dard Arabic

Nouns, participles, and adjectives in Standard Arabic (SA) are inflectedJiar
BER, GENDER, DEFINITENESSandCASE. When used attributively, adjectives and
participles exhibit full agreement with the noun they modify.

(1) ra'aytul-walad-a a-TTawiil-a
l.saw the-boysm-Acc the-tallsm-Acc

“I saw the tall boy.”

(2) ra'aytumara’a-t-an  naa’'im-a-tan
l.saw womansFACC sleepingPTCRSFACC

“l saw a sleeping woman.”

When used as predicates, they agrerUmBER and GENDER with their sub-
ject and are usually marked with nominative case.

(3) al-walad-u Tawiil-un
the-boysm-NOM tall.sM-NOM
“The boy is tall.”

(4) al-mara’a-tu naa’im-a-tun

the-womans~NOM sleepingPTCRSFNOM
“The woman is sleeping.”
Finite relative clauses in SA are “linked” to the relative head with a relative
complementizer. The relative complementizer of finite RCs in Standard Arabic has

a NUMBER-GENDER-CASE inflectional paradigm and it exhibits full agreement
with the relative head.

(5) al-walad-u alladhii ra’aythu-hu
the-boysm-NOM REL.sM-NOM l.saw-him

“the boy whom | saw”
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(6) al-muqgaabalat-u allatii HaDara-haa
the-meetings-NOM REL.SF-NOM attended3sm-ACC.SF

“the meeting that he attended” (Badawi et al., 2004)

The relative complementizer is morphologically definite. When the relative head
is indefinite the relative complementizer is absent.

(7) mugaabalat-un HaDara-haa
meetingS~NOM attended3sM-ACC.SF

“a meeting that he attended”

Non-finite relative clauses (NF-RCs) are headed by patrticiples and adjectives.
Similarly to reduced relative clauses, NF-RCs are not “linked” to the relative head
by a relative pronoun or relativizer. When the referent of the relative head is con-
strued as the subject of the relative clause, the head of the RC, be it a participle
or an adjective, exhibits fulNUMBER-GENDER-CASE-DEFINITENESSagreement
with the relative head.

(8) a.’ijtama9tubi-rajul-in saarig-in galam-an
I.met with-mansM-GEN stealingPTCRSM-GEN penAccC
“I met a man (who is) stealing a pen.”

b. "ijtama9tubi-I-rajul-i a-ssaarig-i
I.met with-the-mansm-GEN the-stealingPTCRSM-GEN
galam-an
penAcc

“I met the man (who is) stealing a pen.”

The argument structure of the participle and the Case assigned to the arguments are
identical to those of its finite counterpart.

(9) saraga I-rajul-u galam-an
stole 3sM the-mansM-NOM penAcCC

“The man stole a pen.”

Alternatively, the referent of the modified noun can be construed as a non-
subject argument of the patrticiple, similarly to a non-subject relative clause. In this
case, the subject of the relative clause is assigned nominative case, and a resumptive
pronoun obligatorily appears in the relativized position.

This constructions imposes two different agreement constraints on the head of
the NF-RC. As a noun modifier, it is required to exhibit full agreement with its
head. As a predicate, it is required to exhibiiMBER-GENDER agreement with
its subject. Thus, when the relative head and the RC-internal subject differ in their
NUMBER andGENDERfeatures, a conflict arises.
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3 Resolving conflicting constraints

Theoretically, there are four possible strategies for resolving the conflict:
1. Hybrid agreement
2. Avoidance
3. Agreement only with the relative head

4. Agreement only with the subject

Strategy 1

Strategy 1, namely hybrid agreement, is espoused by SA. As is illustrated in (10),
the patrticiple in (10a) is definite and marked with genitive case, in agreement with
the relative heattmara (‘woman’), and exhibits a singular masculine morpholog-
ical form, in agreement with its subjezéwj (‘husband’). The sentence in (10b)
illustrates a similar agreement pattern with the adjegtivel (‘beautiful’).

(10) a.’ijtamaStubi-l-marat-i [l-jaalis-i
I.met with-the-woman&EN the-sitting.PTCRSM-GEN
zawj-u-haa]

husbandsM-NOM-POSS3sF
“I met the woman whose husband is sitting.”
b. ra’aytumra’a-t-an jamil-an wajh-u-haa
l.saw womansFAcc beautifulsm-Acc face SM-NOM-POSS3SF
“I saw a woman with a beautiful face.”

Thus, the agreement properties of the head of the RC are split between agreement
with the relative head itaAseandDEFINITENESSand with the subject INUMBER
andGENDER In addition, the relativized argument in the RC, a possessor in both
cases, is instantiated with a resumptive pronoun, which refers back to the relative
head. This construction is referred torest sababiin the Arabic tradition (Badawi

et al., 2004).

Strategy 2

Modern Hebrew (MH), a related Semitic language, exhibits distinct behavior with
respect to NF-RCs. Non-finite predicates can appear in two types of relative clauses
in Modern HebrewsheRCs andHA-RCs. Relative clauses with the relativiztre
license both subject and non-subject NF-RCs (as well as finite RCs).

(11) a. ha-'anashim [shemexakim ba-taxana]
the-peoplerM that-waiting.PTCRPM in-the-station

“The people waiting in the station”
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b. ha-'isha [sheba'al-a
the-womansr that-husbandsm-POSS3sF
yoshev/yafe]
sitting.pTcrsmM/beautifulsm

“The woman whose husband is sitting/beautiful”

Relative clauses with the relativizetA are restricted to participles. The par-
ticiple in MH exhibits full NUMBER-GENDER agreement with its subject, when it
functions as a predicate, and with the modified noun, when it functions as a modi-
fier. Case is not marked morphologically.

(12) (ha-)'anashim [ha-mexakim ba-taxana]
(the-)peoplerM HA-waiting.PTCRPM in-the-station

“(The) people waiting in the station”

The relativizeHA, which is homophonous with, and diachronically related to
the definite markeha, is prefixed to the participle. While the exact category of
this prefix is controversial, it is nevertheless distinguished from the definiteness
marker, hence the distinct glosse©ne distinguishing property is that while ad-
jectival modification requires definiteness agreement, which is manifested by the
co-occurrence (or absence) of the prédfeg the relativizeHA appears regardless
of the definiteness of the relative head. This is illustrated by sentence (12).

Relative clauses with the relativizelA are restricted to subject NF-RCs. Thus,
Modern Hebrew (MH) employs the second strategy listed above — avoidance.
While subject NF-RCs with the relativizétA, such as (12), are commonplace in
MH, their non-subject counterparts are disallowed, as is seen in (13).

(13) *ha-'isha [ha-yoshevha-yafe
the-womansF HA- sitting.PTCRSM/HA- beautifulsm
ba’al-a]
husbandsM-POSS3sF

Intended meaning: “The woman whose husband is sitting/beautiful”

Strategies 3 & 4

Evidence of the use of strategies 3 & 4 are hard to come by. At this point | have
not found examples of languages which exhibit both subject-predicate and head-
modifier agreemerdandwhich resort to either of the strategies to resolve an agree-
ment conflict in a NF-RC construction. Doron and Reintges (2005), however, dis-
cuss the NF-RC construction of Older Egyptian and Turkish, which demonstrate
agreement patterns reminiscent of strategies 3 & 4.

In Older Egyptian participles do not agree with their subject. As heads of
RCs, they do agree with the relative headNioMBER and GENDER CASE and

!See discussion in Doron and Reintges (2005).
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DEFINITENESSare not marked. Thus, as is illustrated in (14), Older Egyptian
exhibits an agreement pattern similar to strategy 3.

(14) mx?t tw n(g)t 5 [f2-2(-w)-t m?5t jm-s 19
scalers thisFs of.Fs RecarryiMPF-PASS PTCRFS justicein-3Fs day
nb]
every

“this scale of Re in which justice is carried very day’
(Coffin Texts V 321:c-d/B1C])

Agreement only with the subject of a non-subject NF-RC is found in Turkish.
Thus, in (15) below, the participeblye-d-im (‘say’) agrees with its first person
singular pronoun subjebten-im

(15) [ben-imsdlye-dig-im] sbz-ler
I-GEN sayPTCRPREYPAST-POSS1s word/utterancer

“the words | said”

Nevertheless, this cannot be considered a conflict resolution strategy, since the
language does not exhibit head-modifier agreement.

An interesting case of alternating strategies is found in Talmudic Hebrew. Al-
though, as was previously discussed, Modern Hebrew adopts avoidance as its strat-
egy, in Talmudic Hebrew and especially in Hebrew texts from the Middle Ages
there are examples of concurrent uses of the strategies 3 & 4 (Perets, 1967). Thus,
participles which agree only with the relative head (16a) appear alongside partici-
ples which agree only with their subjects (16b).

(16) a.ha-davar [ha-mevukash yedi'a-to]
the-thingsm HA-expectedPTCRSM knowledges~POSS3sM

“The think whose knowledge is expected”

b. xovot [ha-kavua la-hem zman]
debtspm HA-definedPTCRSM to-themPM time.sMm

“Debts for which a time was defined”

It should be noted, however, that in this historical period, Hebrew was only used as
a written language. Thus, the authors of these texts were not native speakers of the
language.

The instability of the alternating strategies in Talmudic Hebrew and the fact
the neither strategy survived the test of time suggest that these strategies are not
favorable in such circumstances. Naturally, this cannot be taken as hard evidence.
However, | have yet to find examples of other languages in which an agreement
conflict occurs and which favor one agreement constraint over the other.

At this point | believe it is evident that the phenomena described here poses
challenges to theories of grammar in general and agreement in particular. In the
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Figure 1: Non-subject NF-RCs (Doron and Reintges, 2005)

following sections | first present an outline of an analysis of the NF-RC proposed
by Doron and Reintges (2005) and address the type of predictions it makes. Next
| propose an alternative non-transformational analysis which builds on a theory of
agreement which, as | show, provides an adequate framework for accounting for
the phenomena at hand.

4 Aderivational account of agreement mismatches in non-
subject NF-RCs

Doron and Reintges (2005) propose an analysis of non-subject NF-RCs in Standard
Arabic in a transformational framework. The locus of their analysis is the agree-
ment checking mechanism, whereby the derivation of syntactic structures involves
the movement of syntactic elements in the tree to positions where their features
are checked. Doron and Reintges propose that the distinction between the hybrid
agreement strategy of SA and the avoidance strategy of Modern Hebrew is in the
possibility for erasure of checked agreement features. In SA, where checked agree-
ment features are deleted in the derivation, the potential clash between the agree-
ment features of the participle and the head noun is avoided. In Modern Hebrew,
features are not erased, hence the clash and consequent avoidance of the construc-
tion. The syntactic derivation of non-subject NF-RCs in SA, as proposed by Doron
and Reintges (2005), is given in figure 1.

Doron and Reintges take a step further by claiming that "[m]ore generally,
these mismatches have implications for the overall architecture of linguistic struc-
tures. They imply that a linguistic structure is constructed procedurally rather than
checked declaratively, in other words as a derivation rather than a representation”
(Doron and Reintges, 2005, p. 42). Thus, they suggest that the parametrization
of the erasure of checked features is a better account of the phenomena than the

235



parametrization of the procedural architecture of grammar.

Aside from the obvious challenge that Doron and Reintges pose to non-trans-
formational syntacticians, a challenge which will be taken up in the following sec-
tions, their analysis makes two predictions. First, it predicts that non-subject NF-
RCs in Modern Hebrew should be avoided only in cases where agreement features
clash? In other words, when the agreement features of the relative head and the
subject of the RC match, non-subject NF-RCs should be possible. This prediction
is not borne out by the data. Thus, MH avoids this construction regardless of the
agreement properties of the two constituents, as is shown in (17).

(17) *ha-'isha [ha-yoshevet/ha-yafa axot-a]
the-womansr HA-sitting.PTCRSF/HA-beautiful SF sistetSF-POSS3sF

Intended meaning: “The woman whose sister is sitting/beautiful”

Second, the transformational analysis predicts the preeminence of the subject-
predicate agreement constraint; since the position where subject-predicate agree-
ment is checked is lower in the tree than that of head-modifier agreement, the for-
mer is checked first (Edit Doron, p.c.). Thus, strategy 3, where the participle agrees
with the relative head and not with its subject is unavailable in principle. As was
mentioned earlier, | have yet to find a language which uses strategy 3 to resolve
this type of an agreement conflict, excluding, of course, the alternating strategies
of Talmudic Hebrew. Thus, the second prediction tentatively holds.

In what follows | take up the challenge put forward by Doron and Reint-
ges (2005) and propose a non-transformational analysis of the different available
strategies of resolving conflicting constraints on agreement in the NF-RC, focusing
mainly on SA and its hybrid agreement strategy. As a first step | outline a theory
of agreement which, as | subsequently show, provides an adequate framework in
which to account for the data.

5 A constraint-based analysis of agreement patterns in
the NF-RC

5.1 Atheory of agreement

The theory of agreement developed by Pollard and Sag (1994), Kathol (1999),
and Wechsler and ZI4ti(2003) in the HPSG framework, and within a descriptive
approach by Corbett (1988), distinguishes between two types of structural agree-
ment: morphosyntactic agreemefalso referred to as 'concord’), aimttlex agree-
ment(also referred to as ‘semantic agreement’). The two types are distinguished
in terms of the features sets that they involve and in their domain of application.
Morphosyntactic agreement is associated with the formal realization of the

word and generally involves the featureSASE, NUMBER, and GENDER The

2| thank Gilles Boy for this observation.
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domain of morphosyntactic agreement is generally ‘local’, or ‘NP-internal’, that
is agreement between nominals, determiners and adjectives. An example of mor-
phosyntactic agreement in Serbian/Croatian is given in (18) (Wechsler and, Zlati
2003, p. 14).

(18) ov-a star-a knjig-a
thisNOM.F.SG old-NOM.F.SG book-NOM.SG(F)

Index agreement, on the other hand, is determined by meaning, or more specif-
ically reference. Thus, when two elements share referential indices they in fact
refer to the same entity. The feature set which is generally involved in this type of
agreement includes the featureSRSON NUMBER, andGENDER These features
are grammaticalizations of semantic anchoring conditions. Thus, for example, the
English nourboy must refer to a single masculine entity.

The domain of index agreement generally includes pronouns and finite verbs.
An example of an utterance where semantic agreement overrides morphosyntactic
agreement is given in (19) (Pollard and Sag, 1994, p. 69). The hasimbrowns
although formally plural, refers to a singular entity and therefore triggers singular
agreement on the auxiliafig. Thus, subject-verb agreement in this case involves
semantic agreement, and not morphosyntactic agreement.

(19) The hashbrowns at table nine is getting angry.

This approach to agreement is motivated by a phenomenon referred to in the lit-
erature as ‘hybrid agreement’ or ‘mixed agreement’. A Serbian-Croatian example
of such a case is given in (20).

(20) Ta dobra deca su dos-l-a
thatsFgoodsFchildrenAUX.3P comePPRTPN

“Those good children came.” (Wechsler and 41af003, 51)

The collective nourdeca‘children’ triggers feminine singular agreement on NP-
internal items, in this case the determiteef'that’) and the adjectivelobra(‘good’).
This is the manifestation of morphosyntactic agreement. Semantic agreement, on
the other hand, is manifested in subject-verb agreement, where the finite auxiliary
suis inflected for third person plural, in agreement with the semantic properties of
the subjectleca

In HPSG this approach is realized by defining two distinct sets of agreement
properties: morphosyntacticONCORD and semanticiiDEX). In the unmarked
case the overlapping features in the two sets are token-identical (21a), while in
hybrid nouns the morphosyntactituMBER and GENDER features do not match
their corresponding semantic features (21b).
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(21) a.unmarked’ agreement

NUMBER
CAT |HEAD | CONCORD| GENDER
CASE cas

NUMBER
CONT| INDEX | GENDER
PERSON pers

b. hybrid agreement
NUMBER sing
... CONCORD| GENDER fem
CASE cas

NUMBER plur
...INDEX | GENDER neuter
PERSON pers

The bifurcation of agreement properties is used in the literature to account for
similar complex agreement phenomena in various languages (e.g., English, Rus-
sian, Dutch, and Spanish) in the HPSG framework (Pollard and Sag (1994); Kathol
(1999); citetVan-Eynde03) and other approaches (Corbett, 1988). In what follows
| will proposed that this theory of agreement is advantageous for accounting for
the agreement pattern of Standard Arabic NF-RCs. There is, however, an impor-
tant distinction that needs to be made between hybrid nouns, sugtasnd the
predicative modifiers discussed here.

The conflicts that need to be resolved by hybrid nouns are ‘internal’, or ‘self-
imposed’. They are the result of a mismatch between the formal properties of a
noun and its semantic reference. This is a lexical property of a particular closed
class of lexemes. Put in the traditional asymmetric terms of ‘controller’ and ‘tar-
get’, the hybrid noun is an agreement controller with two targets.

~ [CONTROLLER] —

The agreement conflict exhibited by non-subject NF-RCs, on the other hand, is
an ‘external’ conflict imposed on the head by virtue of its function as both a pred-
icate and a modifier in a completely regular and productive construction. In this
case the non-finite predicative modifier is an agreement target of two controllers.

|CONTROLLER] —» «— |CONTROLLER|

This distinction notwithstanding, in the following section | will show that this
theory of agreement provides a key to the analysis of the conflict resolution strate-
gies which are in the focus of this paper.

5.2 The analysis

The proposed analysis builds on the theory of agreement described in the previous
section and on “standard” HPSG assumptions. At the heart of the analysis are
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four constraints, henceforth A-D, which constitute the assumptions required for
accounting for the NF-RC constructions.

Nominal agreement is realized in two distinct sets of agreement properties:
morphosyntactic§ONCORD and semanticDEX). As shown in (21a), theum-

BER and GENDER features of ‘unmarked’ (i.e., not ‘hybrid’) nouns are token-
identical in the two complexe$A}. Participles, and adjectives have nominal
morphosyntactic agreement properties (GENDER NUMBER, CASE, DEFINITE-

NES9 as well as semantic agreement properties. Moreover, they can can function
as either predicates, modifiers, or predicative-modifiers.

Subject-predicate agreement is realized in the matching of the sememitix
properties of the NP subject with their correspondirm@NcoRDproperties of the
predicate. In the case of finite verbs, these properties incrRERSON NUMBER
andGENDER. Participles and adjective, unlike finite verbs, are not marked#er
SON. Thus, subject-predicate agreement with predicative adjectives and participles
involves the propertieSUMBER andGENDER{B}.

(22) Subject-Verb Agreement with Non-finite Predicates

non-fin-pred 1
NUMBER [6]
HEAD GENDER
CONCORD
CASE case

DEF boolean

PERSONperson
VAL SUBJ< ...INDEX [ NUMBER [6] >
GENDER

As modifiers, participles and adjectives are subject to a number of constraints.
First, noun modifiers structure-share th@ex of the noun they modiffC} (Pol-
lard and Sag, 1994, p. 55) .

(23) Head-Modifier Coindexation
CAT |HEAD | MOD{CONT[INDEX H

CONT [INDEX }

In addition, as was described earlier, attributive modifiers in Standard Arabic ex-
hibit full morphosyntactic agreement (i.eNUMBER, GENDER, DEFINITENESS
andcAsE) with the morphosyntactic agreement properties of the noun they mod-

ify.
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(24) Attributive Modifiers in Standard Arabic

CAT

HEAD

[attr-mod

MOD | ...

PRD -

| SUBCAT()

CONT [INDEX ]

CONCORD[9]

noun
CAT | HEAD
CONCORD3]

CONT{INDEX }

When participles or adjectives are predicative-modifiers they expdiial
morphosyntactic agreemewith the noun they modify — only ilDEFINITENESS
andcAse — and full semantic agreemefD}. This property, a clear departure
from ‘unmarked’ constraints, is what enables the language to adopt its particular
conflict resolution strategy.

(25) Predicative Modifiers in Standard Arabic

CAT

HEAD

SUBCAT<NPW>

CONT PNDEXEﬂ

}nedwnod 1]
CASE [3]
DEF [4]
CONCORD
NUMBER num
GENDER gend
noun
CASE (3]
CAT | HEAD DEF (4]
MOD CONCORD
o NUMBER num
GENDER gend
CONT{INDEX }
PRD +

At the constructional level, the NF-RC construction is similar to reduced rel-
ative clauses in English (e.ghe man standing in the doorwpySag (1997) pro-
poses that a reduced relative clause is a predicate that is missing a subject. This
construction is licensed byraduced-rel-ckype, in which theNDEX of the unex-
pressed subject (PRO) is coindexed with that ofMiae value.
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(26) reduced-rel-clk= [ ]
HEAD |MOD [...INDEX}

SUBJ<{...INDEX}>

It should be noted that for Sag the specification aii@b value and the coin-
dexation are not lexical properties of the head of the RC, rather they are defined
constructionally, as a property of the tymeluced-rel-cl

Sag’s analysis cannot be straightforwardly applied to NF-RCs in SA. First,
unlike reduced relative clauses in English, in which the relativized position is nec-
essarily the subject, NF-RCs in SA are not restricted to the relativization of a par-
ticular grammatical function. Moreover, | assume, contra to Sag’s analysis, that
the moD property of the NF-RC is lexically specified for the participle/adjective.
This captures the dual role of participles and adjectives as both predicates and
modifiers. At the same time, the link between the indices of the relative head and
the relativized position is defined constructionally, in order to account for the two
variants (subject NF-RCs and non-subject NF-RCs).

In subject NF-RCs thenDEX feature of the relative head is token-identical to
theINDEX feature of the unrealizesiusJa.
(27) subject-non-fin-rel-ck

pred-mod

HEAD
|:MOD [...INDEX ]

SUBJ<[...|NDEX]>

In non-subject NF-RCs theiDEX feature of the relative head is token-identical to
the INDEX feature of the resumptive pronoun. Note that the exact HPSG analysis
of resumptive pronouns is immaterial here. The proposed representation, where
the nonlocal featur&@Esump stores the index of the resumptive pronoun and is
propagated similarly to other nonlocal features, is taken from Vaillette (2002).

(28) non-subject-non-fin-rel-ck- pred-mod

HEAD
[MOD [...INDEX ]

SUBJ)
HD-DTR {RES-PRON ..INDEX ]

The avoidance of non-subject NF-RCs in Hebrew is accounted for by the ab-
sence of th@on-subject-non-fin-rel-gihrase type in the grammar of the language.
Note, that this approach removes the burden of the account from the lexical level to
the constructional level. This step is necessary in order to prevent the licensing of
ungrammatical MH sentences such as (17) above, whose ungrammaticality cannot
be accounted for by a feature mismatch (since no mismatch occurs).
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Example analyses

As a final step, an illustration of the analysis will be given using partial descrip-
tions of the participles which head the two constructions. Consider the following
minimal pair;(29) exemplifying subject NF-RCs and (30), non-subject NF-RCs.

(29) al-banaat-u l-waahibaat-u [-maal-a
the-girlsFP-NOM the-giving PART.FP-NOM the-moneyms-AccC

“The girls who are giving the money”

(30) al-marat-u [I-waahib-u
the-womansF~NoOM the-giving PART.MS-NOM
Zzawj-u-haa [-maal-a]

husbandvs-NOM-POSS3Fsthe-moneyms-Acc

“The woman whose husband is giving the money”

Two phrase types and four constraints are used in order to account for the two
constructions. In order to facilitate the exposition, table 1 lists the four constraints
together with the tag labels of the values which are constrained by them, as they
appear in the proposed descriptions (figures 2 & 3).

{A} noun-internal agreement
{B} subject-predicate agreement 16][7]
{C} noun-modifier agreement (index)

{D} partial noun-modifier agreement (concord)3|| 4]

Table 1: Lexical Constraints

This proposal provides a unified account of the two constructions by subject-
ing them to identical lexical constraints. As is evident from figures 2 and 3, the
descriptions of the patrticiples of the subject NF-RC and the non-subject NF-RC
are almost identical. One crucial difference, of course, is the resumptive pronoun,
which appears only in the non-subject NF-RC construction.

The interplay between the four lexical constraints entails that the morphosyn-
tactic agreement properties of the participle are split and matched against two dif-
ferent elements, namely the subject and the relative head. Although appropriate for
the hybrid agreement pattern of non-subject NF-RCs, constraint D, which requires
only partial modifier-head agreement, does not seem to apply to subject NF-RCs,
where the relative head and the participle exHillitagreement. Thus, this unified
account can potentially license ungrammatical sentences such as the one given in
(31), where the participle exhibits part@EFINITENESS CASEagreement with the
relative head, as required, andMBER-GENDER agreement properties which do
not match those of the relative head.
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[participle
CASE nom
DEF +
NUMBER [&pl
GENDER fem

CONCORD

noun
HEAD CASE nom
..HEAD DEF [+
CONCORD
NUMBER [pl
...CAT Mob GENDER [2/fem

PERSON 3rd
...CONT|INDEX [5] [NUMBER [1 pl
GENDER [2]fem

...CAT|HEAD noun
PERSON 3rd
SUBJ
...CONT|INDEX | NUMBER [g] pl
GENDER [7]fem

VAL

COMPS<NP>

PERSON 3rd
...CONT | INDEX NUMBER pl
GENDER [2]fem

Figure 2: The head of a subject NF-RC

(31) *al-banaat-u [-waahib-u I-maal-a
the-girlsFP-NOM the-giving PART.MS-NOM the-moneyms-AccC

“The girls who are giving the money”

This potential problem is prevented by the constraintsahject-non-fin-rel-
cl phrase type, shown in (27), which states thatitfieex value of the modified
noun is token-identical to thewDeEx value of the unexpressed subject. Conse-
quently, theNUMBER-GENDER properties, tagg@ & , are token-identical to
their respective properties, tagd@ & . Thus, the combination of lexical and
phrasal constraints achieves the expected result — full morphosyntactic agreement
between the participle and the relative head.

The potential for hybrid agreement is exploited, on the other hand, in the li-
censing of non-subject NF-RCs. ThayMBER and GENDER properties in the
CONCORDcomplex of the participle/adjectiv & ) are not token-identical
to those in thaNDEX complex @ & [7]). The constructional definition of the
non-subject-non-fin-rel-gbhrase type ensures the full agreement between the re-
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[participle
CASE nom
DEF +
NUMBER [6]sg
GENDER masc

CONCORD

noun

HEAD CASE nom
..HEAD DEF [+
CONCORD
NUMBER [sg
...CAT Mob GENDER [zlfem

PERSON 3rd
...CONT|INDEX [5] [NUMBER [i]sg
GENDER [2]fem

...CAT|HEAD noun
PERSON 3rd
SUBJ
...CONT|INDEX | NUMBER [6]sg
GENDER mas

VAL

COMPS<NP>

PERSON 3rd
...CONT | INDEX NUMBER [i]sg
GENDER [2]fem

PERSON 3rd
... RESUM-PRO| ....INDEX[5] | NUMBER [i]sg
GENDER [2]fem

Figure 3: The head of a non-subject NF-RC

sumptive pronoun and the relative head.

To summarize, the proposed architecture provides a unified way of accounting
for the split agreement strategy adopted by SA, without requiring major construction-
specific stipulations. The morphosyntactic agreement properties of the head of the
NF-RC are split intaN\UMBER-GENDERaNAdDEFINITENESS CASE, where the for-
mer are those properties which occur at the intersection of morphosyntactic and se-
mantic agreement, while the latter are specific to morphosyntactic agregieet.
heads of non-subject NF-RCs exhibit hybrid agreement, in that their morphosyn-

%It could be speculated that the fact that SA has four morphologically marked agreement proper-
ties of which two occupy the intersection between the two types of agreement and two are specific to
a particular type is what enables SA to adopt hybrid agreement. This is not the case with Modern He-
brew, for which all the morphologically marked agreement properties occur only at the intersection,
hence its avoidance of the construction.
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tactic PERSONNUMBER properties do not match their semantic counterparts. In
subject-non-finite-RCs full agreement is attained as a consequence of the construc-
tional constraint which matches tineDEX properties of the unrealizezsBJiwith

those of the relative head.

6 Conclusion

The conflict resolution strategy adopted by SA, whereby the agreement properties
of the head of the non-subject NF-RC are split between those which agree with the
relative head and those which agree with the subject, provides a serious challenge
to any formal linguistic theory. An adequate theory should unquestionably provide
an account for such a construction, as well as for other existing strategies. More-
over, a bigger challenge for a linguistic theory is to incorporate the account into a
larger context.

The theory of agreement presented here was originally proposed in order to ac-
count for similar, yet distinct cases of hybrid agreement in diverse languages. How-
ever, unlike the phenomenon which motivated this theory, where hybrid agreement
is a reflex of an ‘internal’ conflict, hybrid agreement in the constructions discussed
in this paper is used as a strategy to resolve ‘external’ conflicting constraints. Nev-
ertheless, as was shown, the concept of two types of agreement and its implemen-
tation in the HPSG framework provided the appropriate background for accounting
for the rare and ‘exotic’ construction in SA. Consequently, this provides original
supporting evidence for a theory of agreement which distinguishes between mor-
phosyntactic and index agreement, and consequently extends the implications of
the theory. Moreover, by adopting the current constructional approach, whereby
constraints can targets syntactic structure above the lexical level, better empirical
coverage is achieved.
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Abstract

It has often been argued that Non-Constituent Coordinations involve ellipsis. Focus-
sing in this paper on so-called 'Argument Cluster Coordination', we provide empiri-
cal evidence drawn from French against such elliptical analyses and sketch an alter-
native approach within HPSG.

1. Introduction”

It has often been argued that Non-Constituent Coordinations such as Argu-
ment Cluster Coordination (1a), Right Node-Raising (1b) and Gapping (1¢)
involve ellipsis. Focussing in this paper on Argument Cluster Coordination
(henceforth ACC), we provide theory-neutral arguments drawn from French
against such elliptical analyses and propose an alternative approach within
HPSG.

(I)a John gave a book to Mary and a record to Jane.
b John hates, but Mary loves, opera.
¢ John bought a book and Mary a record.

We begin by reviewing the main distributional properties of ACC (§2) and
the possible syntactic analyses (§3). Building on previous work (Abeillé &
Godard 1996, 2000), we then provide (§4) empirical evidence against ellipti-
cal approaches that rely on deletion (see a. o. van Oirsouw 1987, Wilder
1997, Crysmann 2003, Beavers & Sag 2004) or some substitution principle at
the syntax-semantics interface (see Sag et al. 1985). We conclude that an
adequate analysis should allow non-standard constituents to be conjoined in a
non-elliptical structure (with the shared predicate outside the coordinate
structure), as originally proposed by Dowty (1988) and Steedman (1989,
2000) within Categorial Grammar. Focussing on syntactic issues, we then
show (§5) how this structure and its unusual properties can be represented
within HPSG without relaxing phrase structure.

2. Basic data

The basic distribution of ACC has been well studied both in English (Dowty
1988) and French (Abeillé & Godard 2002). Let us briefly review the main
generalizations.

(i) ACC may involve subcategorized complements (2a), scopal and non-
scopal modifiers (2b,c), or some mix of the two (2d,e).

* Many thanks to Anne Abeillé, Olivier Bonami, José Deulofeu, Daniele Godard,
Dick Hudson, Jean-Marie Marandin, And Rosta, Ivan Sag, Jesse Tseng, the audience
of the HPSGO6 conference and three anonymous reviewers for comments. All errors
or misconceptions remain mine.
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(2)a Paul offrira un disque a Marie et un livre a Jean.
Paul will.offer a record to Mary and a book to Jean
b Paul viendra probablement lundi et certainement jeudi.
Paul will.come probably on Monday and certainly on Thursday.
¢ Paul a vu cette exposition 2 Rome en juillet et a Paris en septembre.
Paul has seen this exhibition in Rome in July and in Paris in September
d Paul a vu Jean 2 Rome et Marie a Paris.
Paul has seen Jean in Rome and Marie in Paris
e Paul invitera probablement Marie et certainement Jean.
Paul will.invite probably Marie and certainly Jean

Following among others van Noord & Bouma (1994), Abeillé & Godard
(1997), Bouma et al. (2000), we take modifiers to the right of the predicate to
be combined as complements in a flat VP structure. Hence, clusters in (2d,e)
involve sister constituents.

(ii) ACC obeys 'Wasow's Generalization' (cf. Pullum & Zwicky 1986) in the
same conditions as constituent coordinations, i. e. each conjunct must inde-
pendently meet the constraints imposed by the shared material. As a conse-
quence, extraction only applies 'across-the-board' (3a,b) and one may conjoin
clusters of 'unlikes' in case the shared predicate allows alternative categories
as complements (3c). Interestingly, the coordination of clusters of different
lengths is also allowed (3d,e) provided the shared predicate may take one
complement or more, as shown by the lack of implication from (3d) and (3e)
to (4a) and (4b) respectively. Hence, ACC does not obey stronger parallelism
constraints than ordinary coordinations, as is often claimed.

(3)a Voici la femme dont le juge a rencontré le mari _ hier et le fils _ ce
matin.
Here.is the woman of.whom the judge has met the husband _
yersterday and the son _ this morning
b *Voici la femme; dont le juge a rencontré le mari _ hier et son, fils ce
matin.
Here.is the woman; of.whom the judge has met the husband _
yersterday and her; son this morning.
¢ Les enseignants attendent des éleves qu'ils respectent le reglement et
de leur proviseur un soutien sans faille. (PP-CP + PP-NP)
The teachers expect from.the students that they respect the rules and
from their headmaster a strong support
d Paul joue du piano le lundi avec Marie et le vendredi. (PP-NP+NP)
Paul plays the piano on Monday with Marie and on Friday
e Paul a écrit une lettre a sa mere et un petit poeme. (NP +NP-PP,
from Abeillé & Godard 2002)
Paul has written a letter to his mother and a short poem
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(4)a Paul plays the piano on Friday with Marie / with someone
b Paul wrote a short poem to his mother / to someone.

(iii) Long-distance ACC with clusters consisting of non-sister constituents is
disallowed, be those constituents 'major constituents' in the sense of Hank-
amer (1971), that is dependents of the matrix verb or some embedded one
(5a), or not (5b).! ACC differs from gapping constructions in this respect,
where remnants must be major (6a) but not necessarily sister constituents
(6b).

(5)a Jean dit de rester chez elle a Marie et ??(de rester) ici a Paul
(from Abeillé & Godard 2002)
Paul says to stay at home to Marie and (to stay) here to Paul
b Paul a donné les jouets de sa fille a Marie et *(les jouets) de son fils
a Jean.
Paul has given the toys of his daughter to Mary and ??(the toys) of
his son to Jean

(6)a Paul admire le courage de Marie, et Jean ??(le courage) de Pierre.
Paul admires the courage of Marie and Jean (the courage) of Pierre
b Paul a promis d'essayer d'apprendre le latin et Marie le grec.
Paul has promised to try to learn Latin and Mary Greek

(iv) ACC is compatible with all the conjunctions available in French (7),
including coordinators such as ainsi que which we return to in §4.1.

(7)a Personne n'offrira de disques a Marie {ni / ou} de livres a Jean
No one NE will.offer any records to Marie nor / or any books to Jean
b Je serai absent demain mais au bureau toute la semaine prochaine.
I will be absent tomorrow but at my office next week
¢ Paul offrira un disque a Marie ainsi qu'un livre a Jean.

'At first sight, English seems more liberal in this respect (compare (i) and (ii), cf. Sag
1976, Dowty 1988). We hypothesize that long-distance ACC is excluded in both
languages but that English verbs, unlike French verbs, may combine with a bare
preposition and inherit its complement, hence allowing the coordination in (i) to be
analyzed as an ordinary local ACC when the preposition is shared. Other examples of
apparent long-distance ACC remain problematic (iii). While further research is nee-
ded, we suggest such examples might be best analyzed as unambiguous clausal gap-
ping constructions rather than ACCs.

(i) John talked about Manet on Wednesday and (about) Renoir on Thursday. (from
Dowty 1988)

(i1) Jean a parlé de Manet mercredi et *(de) Renoir jeudi.

(iii) 7"We found a book that was about Civil War hero on Monday and a WWI hero
on Thuesday (from Beavers & Sag 2004).
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(v) ACC may occur within NP, AP or PP with the same restriction, i. e. long-
distance ACC is excluded (8). This is a second difference with gapping con-
structions, which only occur in the sentential domain.

(8)a Paul désapprouve les propositions du ministre de I'€conomie en
faveur de l'emploi et *(du ministre) de I'éducation en faveur de la
recherche.

Paul dislikes the propositions of the minister of economy in favor of
employment and (of the minister) of education in favor of research
b Les résultats sont inférieurs a la moyenne régionale de 15% et *(a la
moyenne) nationale de 20%.
The results are inferior to the average regional by 15% and (to the
average) national by 20%
¢ Avec la femme de Pierre comme directrice et *(la femme) de Jean
comme secrétaire, l'entreprise court a la faillite.
With the wife of Pierre as manager and (the wife) of Jean as
secretary, the company is going to collapse

3. Competing analyses

Turning to the syntactic analysis of ACC, three main competing structures
have been proposed to account for a coordination such as (2a): an elliptical
structure A (figure 1), an elliptical structure B (figure 2) or a non-elliptical
structure C (figure 3).? Let us briefly make explicit the analytical content of
each.

VP[coord] VP[coord]
VP VP VP XP
offrira un disque a M. et [effriral un livre aJ.  offrira un disque a M. etun livre a J.
Figure 1- structure A Figure 2- structure B
VP
v — T XPcoord]
offrira un disque a Marie et un livre a Jean

Figure 3- structure C

% A fourth possibility would be to assume a 'flatter' VP structure without any coordi-
nate node. Supposing this solution can be formalized, it has the undesirable effect of
setting ACC completely apart from constituent coordination, contrary to fact (see
§2(ii)). We thus leave it aside in the discussion that follows.
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Structure A illustrates a deletion approach to ellipsis. Accordingly, an ACC
such as (2a) consists of two VPs the second of which is syntactically com-
plete (so that no specific interpretation rule is needed) but phonologically
reduced in that some left peripheral material has been deleted (i. e. ignored
by phonology) under appropriate identity conditions with some left material
in the first conjunct (see a. o. van Oirsouw 1987 and Wilder 1997 in a trans-
formational perspective, and Crysmann 2003 and Beavers & Sag 2004 within
HPSG). While this kind of analysis leaves room for some syntactic and se-
mantic mismatches between antecedent and elided material (depending on
exactly what identity conditions one puts on deletion), it crucially requires
some grammatical form to be recoverable in the ellipsis site (cf. Chomsky
1964). Such an analysis thus leads one to expect that not only the second
conjunct on its own but also the coordination as a whole behave as ordinary
VPs.

Structure B makes the second prediction but not the first: while the coordi-
nation as a whole in (2a) is analyzed as a VP, its second conjunct constitutes
a headless fragment whose syntactic and semantic well-formedness may be
defined by a general substitution procedure (see Sag et al. 1985). Basically,
the fragment is licensed if the substitution of its remnants with some parallel
categories in the first VP conjunct gives rise to a syntactically and semanti-
cally well-formed structure.

Finally, structure C illustrates an approach to ACC that eschews ellipsis by
allowing non-standard constituents to be conjoined in the scope of a shared
predicate (see Dowty 1988 and Steedman 1989, 2000 within Categorial
Grammar and Hudson 1988, Maxwell & Manning 1996 and Mela & Fou-
queré 1996 within Word Grammar, LFG and HPSG respectively).” As we
show now, only this last structure adequately captures the syntactic properties
of ACC in French.

4. Syntactic arguments against ellipsis

We begin by reviewing and extending earlier arguments by Abeillé & Go-
dard (1996, 2000) against both elliptical structures A and B. We then provide
new data relying on the distribution of restrictive and additive adverbs and
agreement phenomena in favor of non-elliptical structure C. We finally dis-
cuss Beavers & Sag (2004)'s positive argument in favor of ellipsis. As we
show, the argument, which crucially relies on the putative non-existence of
asyndetic coordination in English, is not supported by the data in French.

* Alternatively, it has been proposed that structure C involves across-the-board ex-
traction of the verb out of each VP conjunct (see Mordechai & Schacher 1983, Lar-
son 1988). Such an analysis does not account for cases such as (2c) where the shared
material corresponds to some non-constituent string, nor does it easily account for
the reconstruction problems discussed below. We refer to Dowty (1988: 184-187) for
a detailled criticism.
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4.1 Abeillé & Godard (1996, 2000)'s arguments

As pointed out by Abeillé & Godard (1996), syntactic reconstruction of the
alleged deleted material in ACC is not always grammatical. As they observe,
a conjunction such as ainsi que may combine with an argument cluster (9a)
while it is excluded with finite VP or S elsewhere (9b,¢).*

(9)a Paul offrira un disque 2 Marie ainsi qu'un livre a Jean.
Paul will.offer a record to Mary as well as a book to Jean
b *Paul écoute la radio ainsi que lit le journal.
Paul listens to the radio as well as reads the paper.
¢ *Paul lit le journal ainsi que Marie écoute la radio.
Paul reads the paper as well as Marie listens to the radio

A similar pattern arises with constituent negations in French and English (cf.
Culicover & Jackendoff 2006). While adverbs such (non) pas / not may in-
troduce an argument cluster (10a-11a), they are excluded with finite VP or S
(10b,c-11b,c).

(10) a Paul offrira un disque a Marie et (non) pas un livre a Jean.
b *Paul lit le journal et (non) pas écoute la radio.
¢ *Il neige et (non) pas il pleut.

(11) a Paul gave a record to Mary and not a book to Bill.
b *Paul read the paper and not listened to the radio.
¢ *It's raining and not it's snowing.

If ACCs are to be represented by elliptical structure A, this means one has to
enforce deletion of the finite verb in the second conjunct in (9a-10a-11a).
While such a stipulation is no doubt amenable to formalization in existing
treatments such as Beavers & Sag (2004)'s, it requires abandoning the recov-
erability condition on deletion, a rather unattractive move.

On the other hand, structure B correctly predicts those data (since the second
conjunct does not contain any verb nor project a VP) but makes it difficult to
explain the position of initial conjunctions in so-called 'correlative coordina-
tions'. As Abeillé & Godard (2000) observe, those conjunctions obligatorily
occur in French after the shared predicate, be it a verb (12a), or not (12b),

* French ainsi que differs in this respect from English as well as which is excluded as

Huddleston, Payne & Peterson (2002: 1316):

(1) *[John read the paper] as well as [Mary listened to the radio].
(i1) She [means what she says] as well as [says what she means].
(iii) She [plays the piano] as well as [sings lieder].
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rather than before (13), as expected if this predicate were included in the first
conjunct. ’

(12) a Paul compte offrir et un disque a Marie et un livre a Jean.
Paul is.planning.to offer and a record to M and a book to Jean
'Paul is planning to offer not only a record to Marie but also a book to
Jean.'

b Les résultats sont inférieurs et a la moyenne régionale de 15% et a la

moyenne nationale de 20 %
The results are inferior and to the regional average by 15% and to the
national average by 20%
"The results are inferior not only to the regional average by 15% but
also to the national average by 20%.'

(13) a *Paul compte et offrir un disque a Marie et un livre a Jean
b *Les résultats sont et inférieurs a la moyenne régionale de 15% et a
la moyenne nationale de 20 %

As suggested by Beavers & Sag (2004), one could maintain an elliptical
structure by considering that 'initial' conjunctions do not mark the left edge of
the first conjunct in coordinate structures but rather the boundary between
elided and non-elided material, hence occurring after the shared material.
While at first sight attractive, this solution makes it difficult to account for
the fact that finite V/VP/S correlative coordinations are rejected by many
French speakers with initial conjunctions et and ni (14-15-16) while none of
them rejects corresponding ACC in the scope of a finite verb (17) (cf. Mouret
2005).

(14) a %Paul [et lit et parle] I'anglais couramment.
Paul and reads and speaks English fluently
b  %Paul [ni ne lit ni ne parle] I'anglais couramment.
Paul neither NE reads nor NE speaks English fluently

(15) a %Paul [et lit le journal et écoute la radio].
Paul and reads the paper and listens to the radio
b %Paul [ni ne lit le journal ni n'écoute la radio].
Paul neither NE reads the paper nor NE listens to the radio

> English data in (i) are similarly used by Hudson (1988) to dismiss a VP analysis of
ACC. The argument is however less convincing since English correlatives may float
(ii).

(i) John gave {both / either / neither} a book to Mary {and / or / nor} a record to Bill.
(i1) John {both / either/ neither} gave a book to Mary {and / or / nor} a record to Bill.
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(16) a %Ce matin, et Paul a lu le journal et Marie a écouté la radio.
This morning, and Paul has read the paper and Marie has listened to
the radio
b %Ce matin, ni Paul n'a lu le journal, ni Marie n'a écouté la radio
This morning, neither Paul NE has read the paper nor Marie NE
has listened to the radio

(17) a Paul offrira et un disque a Marie et un livre a Jean
b Paul n'offrira ni un disque a Marie ni un livre a Jean

Assuming an elliptical structure would force us to condition the combination
of initial et and ni with some finite VP in the first conjunct to the elision of
the head verb in the second conjunct since it is the only case where such
combination is allowed. Again, such a stipulation is at odd with the simple
generalization that a non-elliptical structure makes available: if neither the
first conjunct nor the second includes a predicate, then ACCs as a whole in
(17) are non-finite and thus accepted by those speakers who reject (14-15-
16).

4.2 Further arguments

We provide two additional arguments against elliptical structures based on
the distribution of adverbs and agreement data with argument clusters con-
taining postverbal subjects.

Let us first consider additive and restrictive adverbs. As shown in (18), such
adverbs may introduce an ACC and take it as a whole as their semantic asso-
ciate. How such a reading arises with elliptical structure A or B is unclear.
One does not see how the adverb can take the ACC as a whole as its associate
if it occurs inside the first VP conjunct. Indeed, no such association out of the
first conjunct is allowed elsewhere (19).

(18) a Paul offrira seulement un disque a Marie et un livre a Jean alors qu'il
aurait pu aussi offrir des fleurs a Léa.
Paul will offer only a record to Marie and a book to Jean while he
could have also offered some flowers to Léa

b Paul offrira aussi un disque a Marie et un livre a Jean alors qu'il

aurait pu offrir seulement une bouteille de vin a leurs parents.
Paul will offer also a record to Marie and a book to Jean while he
could have offered only some bottle of wine to their parents.
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(19) a Paul compte lire seulement le journal et écouter la radio.
Paul is.planning.to read only the paper and listen to the radio
#'The only thing Paul is planning to do is to both read the paper and
listen to the radio.'
b Paul compte lire aussi le journal et écouter la radio.
Paul is.planning.to read also the paper and listen to the radio
#'Paul is planning to read the paper and listen to the radio and there is
some other thing besides those two activities that Paul is planning to do.'

Alternatively, one could try to adjoin such adverbs to the VP or S coordina-
tion as a whole and let them be linearized inside the first conjunct by some
'domain union' operation. Leaving aside the fact that such an operation
should be restricted to ACC given the absence of association out of the first
conjunct in (19), this cannot be the right solution since both restrictive and
additive adverbs fail to adjoin to finite VP or S elsewhere in French (20).

(20) a *Paul [seulement [lit le journal]] alors qu'il pourrait aussi écouter la
radio.
Paul only reads the paper while he could also listen to the radio
b *Paul [aussi [lit le journal] alors qu'il pourrait se contenter d'écouter
la radio.
Paul also reads the paper while he could only listen to the radio

On the other hand, those association phenomena do not raise more problems
than usual if one assumes structure C. The restrictive/additive adverb may be
adjoined to the coordination as a whole or, alternatively, combined at the
same level with the verb and the coordination. In both cases, it has access
locally to the coordinate structure.

A last argument against both elliptical structures A and B involves agreement
phenomena. As shown by Marandin (1999), postverbal subjects in French
'unaccusative' constructions combine as sisters with complements though still
agreeing in number with the head verb. As a consequence, one may conjoin
argument clusters containing postverbal subjects. Interestingly, two agree-
ment patterns arise. Either the verb agrees independently with each subject
and the interpretation is that of a conjunction of two independent events, as
enforced in (21a) by the adverbial quelques secondes plus tard, or the verb is
plural and the interpretation is that of a complex event, as enforced in (21b)
by the adverbial simultanément.
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(21) [Paul is driving]

a Alors {surgit / *surgissent} d'un buisson une biche, et quelques
secondes plus tard d'un champ un renard.
Then {comes / come} from a bush a doe and few seconds later from a
field a fox

b Alors {surgissent / *surgit} simultanément d'un buisson une biche et
du champ un renard.
Then {come / comes} simultaneously from a bush a doe and from a
field a fox

While the first pattern is expected with structures A and B, the second one
proves problematic: one does not see how a singular postverbal subject could
combine with a plural verb. Alternatively, one could argue that (21b) is an
ungrammatical sentence accommodated on pragmatic grounds, along the
lines of Beavers & Sag (2004)'s account of some plural agreement phenom-
ena in RNR contexts. This would be plausible if (21b) were of intermediate
acceptability compared to (21a). Since it is not the case, this solution seems
dubious.® On the other hand, nothing in principle precludes the second
agreement strategy to occur if one assumes structure C. In such case, the plu-
ral predicate does not directly combine with the first singular subject, but
rather with the coordination as whole, hence leaving room for some specific
agreement constraints (see §5.3).

4.3 A note on asyndetic coordination

We finally show that Beavers & Sag's (2004: 51-53) positive argument in
favor of ellipsis in ACC is amenable to discussion. As they argue, asyndetic
structures in English are ungrammatical when they contain only two elements
and might be best analyzed as resulting from some replanning process when
they contain more than two elements. As a consequence, no appropriate
structure is available for (22a) if one precludes a VP analysis with ellipsis, for
it would imply embedding a binary asyndetic ACC that is excluded elsew-
here. The same data obtain in French (22b) but we remain skeptical about the
argument. Judgements in the area of asyndetic constructions seem in fact
variable in both languages. Moreover, as far as French is concerned, such
judgements do not agree with data found in corpora. Indeed, we do find natu-
ral binary and non-binary asyndetic structures (23), including cases such as
(23b) where a coordination analysis seems inescapable given the general ban
in French on non-coordinated bare N' in argument positions (23c).

® The argument can be strengthened: in the absence of some adverbial that enforces
one of the readings, it is the plural agreement strategy that seems to be preferred.
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(22) a Jan travels to Rome tomorrow, to Paris on Friday ??(and will fly to
Tokyo on Sunday).
b Paul ira 2 Rome demain, a Paris vendredi ??(et se rendra a Tokyo
dimanche).

(23) a On a eu peur des bombes: on a [des femmes, des enfants] avec nous.

(France Inter, 19/07/06)
We were afraid by bombs: we have women, children with us.

b [Effets de glace, sols en verre] créaient des univers mouvants,
lumineux, impalpables. (Le Monde, 11/04/06)
Mirror effects, glass floors created moving, luminous, impalpable
universes

¢ *[Effets de glace] créaient des univers mouvant, lumineux,
impalpables.

As a matter of fact, some asyndetic structures must be analyzed as a variety
of coordination. It remains to be seen why their acceptability is often reduced
when they are uttered out of the blue. Data in (22) do not therefore provide
strong evidence in favor of an elliptical analysis of ACC.

4.4 Intermediate conclusion

As we have shown, neither a deletion-based approach nor a substitutional one
is appropriate to account for the syntactic properties of ACC. We conclude
that ACC does not involve ellipsis at all and that an adequate analysis should
instead allow non-standard constituents to be conjoined and compositionally
interpreted in the scope of some shared predicate, possibly followed by some
shared complements (see (2¢)).

5. An alternative approach in HPSG

Most existing accounts of ACC that eschew ellipsis achieve such a result by
abandoning or partially relaxing fixed phrase structures, allowing syntactic
constructs such as higher-order predicates (Dowty 1988, Steedman 1989,
2000), word strings (Hudson 1988), partial expansions of c-structure rules
(Maxwell & Manning 1996) or tuples of categories (Mela & Fouqueré 1996)
to be conjoined in the scope of some shared predicate. Leaving aside Cate-
gorial Grammar whose flexible phrase structures can be justified on inde-
pendent grounds (see Steedman 2000), the main motivation for such moves is
to account for the very fact that neither argument clusters nor ACCs as a
whole behave as ordinary constituents regarding phenomena such as clitici-
zation or extraction (24).

(24) a *C'est [un disque a Marie] que Paul offrira.

This is a record to Marie that Paul has offered
b *C'est [un disque a Marie et un livre a Jean] que Paul offrira.
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Focussing on syntactic issues, we explore an alternative approach within
HPSG, deriving 'non-constituency' neither from argument clusters nor from
ACCs, but rather from the lexical requirements of the predicate with which
such clusters combine. We sketch in §5.1 the syntax of coordination we as-
sume for French. We then show in §5.2 how argument clusters can be repre-
sented as non-headed constituents (rather than 'non'-constituents) and how
features get computed when such constructs are coordinated. We finally
show in §5.3 how 'non-constituency' can be derived from the lexicon by al-
lowing predicates to be partially saturated by some canonical (hence non-
extractible / cliticizable) ACC rather than by an ordinary sequence of con-
stituents.

5.1 A constructional syntax for coordination

Let us first briefly sketch the syntax of coordination we assume for French.
As for conjunctions, we follow Abeillé (2003,2005) by analyzing them as
'weak' heads (rather than markers) making a subconstituent with the follow-
ing phrase and inheriting from it most of their syntactic features. Assuming a
lexical type such as (25) for conjunctions (with the CONIJ feature from Sag et
al. 1985) one thus allows head-complements structures such as those illus-
trated in figures 4 and 5.”

HEAD
CONIJ conj

MARKING

SUBJ

SPR

(25) conj-wd => HEAD
MARKING
COMPS <| SUBJ >+

SPR
- -COMPS - -
NP[CONJ ef] PP[CONIJ ou]
HEMOMPS HEANMPS
conj[CONIJ er] NP[CONI nil] conj[CONJ ou]  PP[CONI nil]
| | | A
et Paul ou a Paris
Figure 4 Figure 5

" Following Abeillé (2003,2005), we take sign to be specified [CONIJ nil] by default
and the argument structure of words to contain only [CONIJ nil/] synsems, hence ex-
cluding conjuncts of the form [conj XP] in argument positions.
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Turning to the analysis of coordinate structures as a whole, we follow Pollard
& Sag (1994) among others by treating coordination as a sui-generis non-
headed construction, rather than a binary conjunction phrase or some multi-
headed construction. Given that coordinate structures in French may be sim-
plex ([X* [conj X]*]), correlative ([[conj X] [conj X]]) or asyndetic ([X X*])
we posit three subtypes of coord-cx (26a), differing on whether some con-
juncts (26b), all the conjuncts (26¢) or none of them (26¢) is headed by a
conjunction.® As in Sag et al. (1985), we make crucial use of the CONJ fea-
ture to enforce the identity of conjunctions in case more than one conjunction
is realized, hence excluding correlative coordinations such as *Ni Paul ou
Marie (lit. neither Paul or Mary).°

(26) a coord-cx =>

[N-HD-DTRS list([CONIJ nil])+list((CONJ [1]=nil])]
a simplex-coord-cx =>

[N-HD-DTRS I-to-n-list([CONI nil])+1-to-n-list([CONI [1]et/ou/ni/ainsi-quel)]
b correl-coord-cx =>

[N-HD-DTRS 2-to-n-list([CONI [1]et/ou/ni/soit])]
¢ asyndetic-coord-cx =>

[N-HD-DTRS 2-to-n-list({CONI nil])]

Feature resolution in coordinate structures has been subject to much debates.
Leaving aside agreement phenomena, the problem is basically to determine
how Wasow's generalization is to be captured. First, one must account for the
fact that coordinations of unlike categories, differing in features such as part
of speech or verbal mood can occur if (27a), and only if (27b), some shared
predicate allows each category as alternative argument (cf. Sag er al. 1985).
While analyses allowing left-peripheral ellipsis provide a straightforward
account of those data, some specific operation on features is required if such
elliptical processes are to be rejected, as we have argued they should be.

(27) a Il n'est pas certain [que Paul s'en aille] ni [que Marie {reviendra /
revienne}].
It is not certain (+ _CP[subj]/CP[ind]) that Paul leave.SUBJ nor that
Marie {come.back.IND/come.back.SUBJ}
b 1 est certain [que Paul s'en ira ]Jet [que Marie {reviendra/*revienne}].
It is certain (+_CP[ind]/*CP[subj]) that Paul leave.IND and that
Marie {come.back.IND/come.back.SUBJ}

¥ Here we use a type hierarchy for lists that slightly differs from the one that is usual-
ly assumed since Pollard & Sag (1994). See §5.2 for a justification.

? Note that we do not posit an empty conjunction in asyndetic coordinations, hence
leaving the task to the construction to provide the appropriate semantics, whatever
such semantics is.
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Second, one must account for the fact that coordination of predicates with
different subcategorization requirements can occur if (and again only if) there
exists some neutralized argument that can satisfy each of those requirements
simultaneously, as shown by French data in (28), adapted from Kayne
(1975).

(28) %Paul {nous/*1ui/*1'} a écrit et appelé(s) maintes fois.
Paul {us. ACC&DAT/ him.DAT/him.ACC} has written(+_OBJ[dat])
and called (+_OBlJ[acc]) several times.

We follow Sag (2003)'s recent account which appeals to underspecification.
We illustrate how coordination data such as (27) may be dealt with while
leaving aside the proper treatment of argument neutralization which would
take us too far. Let us consider the description in (29). It requires the coordi-
nation head features to be either equal to the head features of its daughters, or
else less specified, as represented by the < relation (meaning 'equal to' or 'a
supertype of") that holds for any embedded feature structure within [0].

(29) coord-cx =>

i HEAD [0] 1 [0] < [T]..... [1] )
voTHER | VALENCE
SLASH
COORD+
HEAD HEAD
DTRS <| VALENCE ... | VALENCE S
- SLASH SLASH .

As a consequence, coordinations of identical categories may be either fully
specified for their head features or else underspecified, while coordinations
of unlikes necessarily remain underspecified for the relevant conflicting
properties of their conjuncts, such as VFORM in (27a). Assuming on the
other hand that selectors impose a lower bound on the type of their argu-
ments, i.e. requires them to be at least as specified as stated (hence possibly
underspecified) or else more specified, the data in (27) follow, as we briefly
show. Let us assume finite to be the immediate supertype of indicative and
subjunctive in the hierarchy of possible values for the VFORM attribute. Let
us moreover assume that the instance of the adjectival predicate in (27a) is
specified as in (30a) while the instance of the adjectival predicate in (27b) is
specified as in (30b). Only an indicative CP or a coordination of such CPs
will be allowed as complement in the latter case, hence accounting for the
contrast in (26b). On the other hand, three resolutions of the VFORM feature
will be allowed in the former case (thanks to the < relation), licensing as al-
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ternative complements an indicative CP (or a coordination of such catego-
ries), a subjunctive CP (or a coordination of such categories), or else some
underspecified finite CP arising from the coordination of an indicative and a
subjunctive CP, as in (27a).

(30) a certain in (26a): [COMPS <CP[VFORM [1], finite < [1]]>]
b certain in (26b); [COMPS <CP[VFORM indicative]>]

Now, returning to the coord-cx in (29), we constrain VALENCE features of
the daughters to be equated on the mother in order to prevent predicates with
different subcategorization requirements from combining outside neutraliza-
tion contexts such as (28). We also constrain SLASH features to unify in
order to exclude asymmetric extraction patterns, since those are rejected in
French even when some asymmetric discourse relation holds between con-
juncts (compare French (31a) with English (31b)). Finally note that the co-
ord-cx is specified for a boolean feature [COORD+], an ancillary feature
which we return to in §5.3.

(31) a *Voici le livre que Paul est allé a la librairie et a acheté _.
b Here is the book that Paul went to the bookshop and bought _.

5.2 Licensing argument clusters

Argument clusters may occur not only in ACC (as symmetric conjuncts), but
also in (clausal) gapping constructions (32a,b) as well as in short answers in
dialogue (32c) with the same basic property, i. e. the cluster is non-finite
(32d). This suggests that argument clusters should be defined independently
of coordination.

(32) a Paul a mangé une pomme et [Marie une orange].
Paul has eaten an apple and Marie an orange
b Paul apprécie son café le midi autant que sa tisane le soir.
Paul enjoys his coffee at noon as much as his herbal tea the evening
¢ [I wonder what kind of goods Paul can sell and to whom in his seedy
bookshop]
- Des livres d'occasion a quelques collectionneurs aventureux, je
suppose.
Some old books to adventurous collectors, I guess.
d Paul a mangé une pomme {?et non pas / ainsi que} Marie une orange
Paul has eaten an apple {and not / as well as} Marie an orange

Postponing the issue of 'non-constituency' to §5.3, we propose analyzing such
clusters as instances of some underspecified non-headed construction ac-cx
with one daughter or more (33). The construction is valence saturated and
specified for a new head feature CLUSTER that takes as its value the list of
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synsem description of the construction daughters.'® Since other head features
remain underspecified, the combination of argument clusters with items such
as ainsi que or non pas that select for a non-finite category will hence be
allowed. Finally note that the construction amalgamates the SLASH value of
its daughters: this is needed to enforce ATB-extraction out of ACCs (see
(3a,b)).

(33) ac-cx =>

B head

HE l:(‘VLIISTER < }
SUBJ ()

SPR ()

COMPS ()

SLASH X1 U ... U Xn

N-HD-DTRS l—to—n—li$t<[SYNSEl\[ [SLAS}I Zl]],...,[SYNSEM [SLAS}I Zn]]>

MOTHER

Now turning to the feature computation that arises when such constituents
get coordinated, nothing more needs to be said to allow the variety of ACCs
mentioned in §2(ii). ACCs of unlike categories such as (3c) repeated in (34a)
will be dealt with just like ordinary coordinations of unlikes, i.e. by unders-
pecifying within the CLUSTER head feature of the coordination as a whole
the conflicting properties of the categories appearing on each conjunct's own
CLUSTER feature. Assuming the first and the second conjunct in (34a) to be
specified as in (34b) and (34c) respectively, one thus allows (among other
resolutions) the coordination as a whole to be specified as in (34d) for its
CLUSTER feature, with cpltzer_ noun as an appropriate supertype that sub-
sumes cpltizer and noun in the hierarchy of HEAD values.

(34) a Les enseignants attendent des éleves qu'ils respectent le reglement
et de leur proviseur un soutien sans faille. (PP-CP + PP-NP)
b [CLUSTER <[HEAD prep], [HEAD cpltzer]|>]
¢ [CLUSTER <[HEAD prep], [HEAD noun]>|
d [CLUSTER <[HEAD prep], [HEAD cpltzer_ noun]>|

More interestingly, coordinations of clusters of different lengths such as (3d)
repeated here in (35a) can also be accommodated by positing a list hierarchy
as in figure 6. Let the first and the second conjunct in (35a) be partially speci-
fied as in (35b) and (35c¢) respectively, one allows (again among others reso-
lutions) the ACC as whole to be specified as in (35d) for its CLUSTER fea-
ture, hence providing the amount of underspecification needed.

1% A default constraint should be stated in order to prevent signs in general from ha-
ving a non-empty list value for their CLUSTER feature. We leave this aside here.
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(35) a Paul écrira un petit poeme et une lettre a sa mere (NP+NP-PP)
b [CLUSTER <NP>+elist]
¢ [CLUSTER <NP>+1-list(PP)]
d [CLUSTER <NP>+0-to-1-list(PP)]

list
0-to-1-list 1-to-n-list

elist 1-list 2-to-n-list
Figure 6

5.3 Argument cluster coordinations as complements

Turning to the final step of our syntactic analysis, we posit a valence-
changing lexical rule (mapping words to words) that allows a given predicate
to be partially saturated by an ACC. We formulate it in (36) as a post-
inflectional lexical construction replacing some non-empty sublist of com-
plements in the COMPS of the input word by an ACC (i.e. a description that
is specified as [COORD+] and has a non-empty list value for its CLUSTER
feature) in the COMPS of the output word. Note that the sublist to be repla-
ced cannot correspond itself to a single ACC, hence preventing infinite recur-
sion.

acc-post-inflec-lex-cx

WOr
INPUT | comPs + [L2]I-to-n-list<[CAT [1]]...., [CAT [n]1> ]

word

(36)
[COORD+ ]
COMPS [LI] +<| CLUSTER <[CAT [T]], ..., [CAT [a]I> |>

COORD +
>
CLUSTER 1 - to- n - list(synsem)

OUTPUT

AL2] =<

This lexical construction achieves three main results. First note that it crucial-
ly introduces the ACC in the COMPS list. Assuming, as is standard within
HPSG, that the COMPS list only contains canonical-synsem elements as
opposed to the ARG-ST of words which may also contain gaps and pronomi-
nal affixes (i. e. non-canonical synsem elements), rule (36) correctly predicts
that ACC cannot be extracted or cliticized (see (24)). This is how we propose
to capture the 'non-constituent' properties of ACC.

Second, since only local elements appear in the COMPS sublist that is re-
placed in (36), long-distance ACC is also correctly prevented (see §2(iii))
without locating any constraint in argument clusters themselves (recall that
clusters of non-sister constituents may arise in gapping constructions, see
(6b)).
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Finally, note that the ACC replacing the sublist [L2] in (36) preserves the
syntactic CAT properties of the original complements in its CLUSTER fea-
ture. This is how Wasow's generalization is captured. Let the syntactic pro-
perties of the original complements be maximally specified and argument
cluster conjuncts will be required to be parallel. Let on the other hand those
properties remain partially underspecified and the variety of non-parallel
ACCs will be allowed to occur. Consider for example a verb like écrira and
suppose it is specified for a simplified COMPS list as in (37a). The rule in
(36) allows for an alternative entry with a COMPS list of the form (37b),
hence providing the appropriate environment for an ACC with conjuncts of
different length as in (35a/d) to occur (see figure 7).

(37) a écrira;: [COMPS <NP> + [1], 0-to-1-list(PP) < [1]]

L. COORD+
b écrira,: [COMPS < }>]
CLUSTER < NP > +[1] | 0-to-1-list(PP) = [1]

VP

SUBJ < [0]>
COMPS < >

—SUBJ <[0] > simplex - coord - cx

COMPS < [4]

CLUSTER < NP > + [C]] [4]XP | HEAD [ CLUSTER < NP > +0 - t0- 1 - list(PP)|
>

0-to-1-list(PP) = [C] COORD +

— T~

ac-cx head - compl - cx

XP [HEAD [ CLUSTER < [1]NP > +elist| | XP|HEAD [ CLUSTER < [2]NP > +1 - list([3]PP)]

CONI nil CONJ Et/\

[1INP conj XPlac-cx]
PN
[2]NP [3]PP
écrira un petit poeme et une lettre a sa mere
figure 7

We conclude this section by noting that the agreement phenomena discussed
in §4.3 can be accounted for by the additional constraint in (38).

(38) (|INPUT

CONCORD | NUM ]
)

COMPS [LT] + [L2]<..,[INDEXINUM [N] ],.>
([OUTPUT [COMPS + <[CLUSTER <...,|INDEXINUM [N] 1],..> ]> ] ]

v =plural’)
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Read in conjunction with (36), such a constraint states that if the input entry
agrees with one of its complements (i. € with some postverbal 'subject'), then
either the output entry preserves this constraint in its CLUSTER list (hence
enforcing the first agreement strategy) or the verb is plural whatever the
index number value of each cluster's corresponding complement (hence al-
lowing the second agreement strategy).

6. Conclusion

Taking French as our object language in this paper, we have provided theory-
neutral arguments against analyses that appeal to ellipsis to account for ACC.
As we have shown, neither a deletion-based approach (which might be the
right solution for Right-Node-Raising constructions), nor a substitutional one
(which might be the right solution for Gapping) is empirically appropriate.
Focussing on syntactic issues, we have then explored an alternative approach
within HPSG that eschews ellipsis by allowing non-standard constituents to
be conjoined in the scope of some shared predicate. While such non-standard
constituents are generally obtained by relaxing phrase structure, we propose
analyzing them as non-headed constituents, deriving their unusual properties
from the interplay of two different sets of constraints: those imposed by co-
ordination and those imposed by predicates that select such clusters as argu-
ments. It remains to be seen how our analysis can be paired with a proper
syntax-semantics interface.
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Abstract

The Japanese language is one of the languages where uharetsxis-
tential quantification are expressed usimigwords with the conjunctive and
disjunctive particles, respectively. In this paper, inegiby the syntactic and
semantic parallelism found in Japanese between quanficabordination,
and question, we seek to analyze these constructions irfiadifashion. We
investigate various phenomena of these constructions lamd bow these
three constructions can be uniformly analyzed as casesevatstracted ar-
guments are questioned or quantified for verbs. We then preseHPSG
formalization of the analysis.

1 Introduction

Universal/existential quantifiers can be seen as generalization of lagioplnc-
tion/disjunction. The universal (existential) quantification of an open gsiion

is the conjunction (disjunction) of all its possible instantiations. In other words
conjunction (disjunction) is a special kind of universal (existential) tjfiaation
where the domain of the variable is restricted to the set of the conjuncts @sjun
The Japanese language seems to reflect this well-known logical relapionsh
common way in Japanese to express universal or existential quantificsition
use awh-pronoun in combination witmo or ka, particles otherwise used to de-
note conjunction or disjunction (Let’s call this quantificatish-mo/ka.> Actually,
there is a strong parallelism between these two uses of the particles:

(1) a. Kare-wa ie-de-mo gakkou-de-mo asonda.
he-Top hometoc-moschooltoc-moplayed
‘He played at home and at school.

b. Kare-wa doko-de-mo  asonda.
he-Top wheretoc-moplayed
‘He played everywhere.

c. Kare-waie-ka  gakkou-(ka)-de asonda.
he-Top homekaschoolka-Loc played
‘He played at home or at school.’

d. Kare-wa doko-ka-de  asonda.
he-Top wherekaLoc played
‘He played somewhere.

Examples (1b) and (1d) are examples of universal and existentiatificetion,
respectively. In (1b), thevh-word doko ‘where’ is marked bymo, and it means

There are other languages where universal/existential quantificatimprisssed by avh-word
and a conjunctive/disjunctive particle (see, for example, Gill et al.4p0T his suggests that the use
of conjunctive and disjunctive particles in universal and existentiahtifization in Japanese is not
just a coincidence but a typological tendency.
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‘everywhere’. In (1d)dokois marked byka, and it means ‘somewhere’. Examples
(1a) and (1c) are examples of conjunctive and disjunctive coordinai®gou can
see, syntactically, (1a) and (1c) are the same as (1b) and (1d)ctigspye except
that themo/kamarked argument are repeated several times (2 times in this case)
and in each case, thveh-word is replaced by a different individual. This syntactic
correspondence between (1a, ¢) and (1b, d) is parallel with the sencant&
spondence between these examples because, as the above-mentimadddog
lationship between universal/existential quantification and conjunctiverdisye
coordination suggests, the denotations of (1a) and (1c) are the samasasoth
(1b) and (1d), respectively, except that the domain of the variablesisated to
the set of conjuncts.

But what are thevh-words doing in the quantified sentences (1b, d)? Accord-
ing to Ginzburg and Sag (2001) (henceforth GS)’s semantic ontology,hochw
they base their HPSG account of English interrogatives, questions apegi
tional abstracts whemgh-words correspond to abstracted arguments. If, in (1b, d),
the wh-words are notno/kamarked and the verb is in the interrogative form, we
have an ordinaryh-question:

(2) Kare-wa doko-de  asonda-ka?
he-ToP wheretoc playedQ
‘Where did he play?’

and its denotation, in GS’s view, is
(3) M« }[he played at]

Note here that (3) is the very open proposition which is quantified in (1b, d)

The relationship between the three constructions in question, namely question
guantification, and coordination in Japanese, is informally summarized ing=lgur
which shows the semantic relationship, what syntactic elements each ctingtruc
consists of, and how these syntactic elements are shared between thetsecco
tions.

This relationship leads us to think that the semantics of questions, quantifiers
and coordination in Japanese should be consistently accounted for sgntizatic
contributions of the particlesho/kaand ofwh-words. In the following, we show
how such an analysis can be implemented in HBSG.

2 Framework

Before proceeding with the analysis, let us first outline our generaiewsork
for representing the semantics of question and quantification and for degtif

2Hagstrom (1998) further identified the disjunctive particéewith the question markeka and
tried to analyze them uniformly as existential quantification over choicetiume We do not take
this view, however, because the disjunctive partkdeand the question markdsa are a nominal
suffix and a suffix to finite verbs, respectively, and thus we consiagrttiey are different lexical
entries belonging to different syntactic categories that happen to hasanteform.
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Quantification Coordination

syntax: . mo/ke\ syntax: emo/ka
*wh
semantics:| 0O/[X,... semantics: _ O/Ik4...},...
Question Domain Restriction
syntax: *wh Quantification

*Question marker

semantics:  A{x},...

Figure 1: Syntactic/semantic relationship between the three constructions

mo/kamarked words in HPSG. Our general semantic framework follows that of
GS’s, but with some modifications. In this section, we first explain our adapta
tion of GS’s framework, and then we introduce a feature to identifykamarked
words.

2.1 Ginzburg and Sag (2001)'s semantic framework

GS introduced a separate semantic tygeestion for the contents of interrog-
ative clauses. The typguestionhas the featur@ArRAMS, “the wh-phrase ana-
logue of QUANTS” (Ginzburg and Sag 2001:121), whose value is a s@aphms
“restriction-bearing indices” (Ginzburg and Sag 2001:121), whichesmond to
the abstracted arguments of the propositional abstractwitveords in the clause.
In their framework, questions are semantically distinguished from othesesduy
their contents being of typguestion Thus, even polar questions, questions with no
arguments abstracted, can be distinguished as questions, only withrexrpiys.
This treatment of polar questions, however, is not without problems. GS de
fine the conjunction of two propositional abstracts as follows (GinzbudySayg
2001:110):

Given a question; (= AA.0) and a questiony, (= AB.7), where
ANB=0:

NAA.0,AB.T) =gef NAUB. N{o, T}

(AA.o denotes the propositional abstract whose set of abstracted argumént is
and whose corresponding propositiorvisThat is, as the conjunction of the cor-
responding propositions with the set of abstracted arguments being the afnio
the sets of abstracted arguments of the conjuncts. But in this way, sindara po
guestion is a propositional abstract whose set of abstracted paraié¢bersmpty
set and the union of a set with the empty set is the original set itself, if ygoiocon
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a polar question with another question, the information that the truth value of the
corresponding proposition of the polar question is asked is lost. For d&athp
denotation of (4a) and (4b) will be the same, that is, (4c).

(4) a. whetheritis good and whether it is cheap
b. whether itis good and cheap
c. AM{}(Goodi)ACheayi))
d. Mp1,p2}(Goodi, p1)A\Cheagi, p2))
e. M{p}(Goodi, p)ACheayi, p))

One way to solve this problem is to regard the polarity as an argument and to
abstract it in polar questions, instead of identifying polar questions gegitmnal
abstracts with emptparRAMS.2 For example, if ‘Good’ and ‘Cheap’ in (4) have
the polarity argument as their second arguments, the denotation of (4&@nd
are distinguished as (4d) and (4e), respectively.

To implement this solution, in our framework, the tyg¥(ation) has the fea-
ture POL(ARITY), whose value is of typendex ThepPoL of a relation indicates
whether the relation holds or not. For example, a negative declaratitensers
matrix verd whoseCONT|NUCL|POL is i hasnegative(i) in its BACKGROUND®
to indicate that the verb’s polarity is negative. TiheL value is of typeindexso
that it can be abstracted. In polar questions, this index is converted rametr
with the restriction of being a polarity and put in theRAMS set.

As a byproduct of this solution, we do no longer need a separate semaic ty
for questions, for questions can now be distinguished simply by tA&nmS be-
ing non-empty: in our framework, we do not have the tgoestion and instead
PARAMS is made a feature appropriate fwa In this way,PARAMS is more “ana-
logue of QUANTS”, as PARAMS and QUANTS are both features «foa and ques-
tions and quantified clauses are distinguished from other clauses byAlraims
andQUANTS being non-empty, respectively.

2.2 mo/kamarked words

In order to be able to identify whether a word is markedny ka, or neither, we
introduce a feature calledokA. MOKA is a feature appropriate for the typart-
of-speechand its value is of typenoka The typemokahas three subtypesna,

3There are other reasons to prefer this solution. FirstPth® AMS set can be thought of as the
set of inquired information and in a polar question, something is suredaskhe truth-value of the
clause. Second, in English, there imaword, whether for this argument, as can be seen in (4a, b).
Third, and most important for this paper, this polarity argument carubatified: ‘no matter wh...’
construction is the English counterpart of Japavelsang andwhethercan be quantified as in ‘no
matter whether ...

“Throughout this paper, | use the term ‘verb’ to refer to verbs ancttidgs.

SWe will see the constraint to achieve this in section 4.1.
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ka, and -. A word’sHEAD|MOKA is moandkawhen the word is marked (suffixed)
by the conjunctive particlenoand by the disjunctive particles, respectively, and
otherwise it is -.

Parts of the type hierarchy of our framework are shown in Figure 2

soa

PARAMS sef paran) part-of-sgech
QUANTS list(quantrel) MOKA moka

| NucL  relation

INDEX index POLARITY inde
| RESTR sef( fact)

 scope-obj relation moke
[ !
mc ka -

param quant-rel

every-rel  some-rel

Figure 2: Parts of the type hierarchy

3 Data and Analysis

3.1 Quantification

In wh-mo/kathe particlesmo/kado not always mark thevh-word directly. Espe-
cially, mo can mark any verbal depend@rbntaining thevh-word.” Thus, there
are sentences that differ only in the positionned and in such cases, different
positions ofmocan lead to different meanings:

(5) a. Kujyo-ga kare-kara kuru-to komaru.
complaintNoM he-from comecoOND | hate it
‘| hate it if he complains.’

b. Kujyo-ga dare-kara-mo kuru-to komaru.
complaintnom who-frommocome<€oND | hate it
‘I hate it if everyone complains.’

5By a verbal dependent, | mean a dependent of a verb, and by ghging dependent is marked
by mo/ka | mean that the head word of the dependent is marked (suffixeatioiya

" On the other handka usually markswh-words directly and there are cases where skeh
markedwh-words are not verbal dependents. In this paper, however, \rictesirselves to cases
whereka-markedwh-words make verbal dependents.
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c. Kujyo-ga dare-kara kite-mo komaru.
complaintNom who-from comeeoND-mol hate it
‘| hate it if someone complains.’

d. Kujyo-ga dare-ka-kara kuru-to komaru.
complaintNoM who-ka-from comecoND | hate it
‘I hate it if someone complains.

Examples (5b-d) are the same as (5a), except that the arglarens abstracted
and quantified bywvh-mo/ka Examples (5b) and (5d) differ in whether tind
word is marked bymoor by ka, and accordingly their meanings differ in whether
the antecedent is quantified universally or existentially. Examples (5b)%md
differ only in the position ofmo but their meanings are so different that (5c¢)’s
meaning is the same as (5d)’s.

It has been noted in the literature (e.g., Yatsushiro (2001))rtteaharks the
scope of the universal quantifier. Considering thatalways marks a verbal depen-
dent, we propose the following principle of quantification to explain the sengantic
of whrmdadka: for eachmo/kamarked dependent of a venvh+words contained in
it can be universally/existentially quantified for the v&rbfollows from this prin-
ciple that the quantified clause is the antecedent in (5b, d) and the matrineente
in (5¢). Thus, we get the following denotations for (5b-d):

(6) a. (Vz,x complaing —I hate it
b. Vz, (x complains-1 hate it)
C. (Jz s.t.z complaing —I hate it

As (6b) and (6¢) are logically equivalent, these denotations match thd attra
pretations of (5b-d).

3.2 Question

Now consider questions. It has been noted in the literature (e.g., Hagdte®8))
that the interrogative scope is marked by the question marker, as caerbim $iee
following example:

(7) a. Kujyo-ga dare-kara kita-ka tazuneta.
complaintnom who-from camea | asked
‘| asked who complained.

b. Kujyo-ga dare-kara kita-to  omou-ka.
complaintnom who-from came-that thinke
‘Who do you think complained?’

8By saying that avh-word w is quantified for a verl», | mean thatw is quantified as a variable
of the open proposition which the maximal projectionwoflenotes. In our HPSG framework, it
means that thguant-relmade from the parameter whieihdenotes goes into th@UANTS of the
soawhich v denotes.
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So the principle of question is as follows: for each verb in the interrogétive
(vFORM beinginterrogativg, wh-words contained in its maximal projection can
be questioned for .

3.3 Interaction of constraints

Note that the principle of quantification does not say that all, or even sdrtteg o
wh-words in amo/kamarked dependent of a verb are quantified for the verb. While
kausually marks thevh-words directly and sucka-markedwh-words can only be
quantified for the word of which the/h-word is a dependentno can mark any
verbal dependent, which may contain two or matewords, and not allvhrwords
there are necessarily quantified for the verb. The following example iltestthis
point.

(8) a. Dare-mo nani-mo iwanai.
who-mo whatmosayNEG
‘Nobody says anything.’

b. Dare-ga nani-o  itte-mo kinisi-nai.
who-NOM what-ACC say-<COND-mocareNEG
‘No matter who says what, | don't care.’

c. Dare-ga nani-o  itte-mo kinisi-nai-no?
who-NOM what-ACC say-COND-mocareNEG-Q

d. John-ga nani-o itte-mo kinisi-nai.
JohnNOM what-ACC say-COND-mocareNEG
‘No matter what John says, | don'’t care.

Although both (8a) and (8b) have twatwords universally quantified bywh-mq
moappears only once in (8b) and twice in (8a). This is because, while, Jntfta
two whrwords are two separate dependents of the verb for which they anti-qua
fied, (8b) is an example where the twdrwords are contained in one dependent
of the verb for which they are quantified.

Example (8c) is the same as (8b) except that the matrix verb is marked by a
guestion marker. Unlike (8b), however, (8c) has an interesting gramrhanita-
guity. There are four interpretations of (8c) as each of thevidvavords can either
be quantified bywh-moor be questioned by the question-marker. Although, out
of context and with default prosody, the default interpretation of (8mld/be as
a polar question, where the twdt+words are both quantified (‘Don’t you care no
matter who says what?’), other interpretations are possible. For examglig-th
terpretation that the firsth-word dareis questioned and the secowti-word nani

9By saying that avh-wordw is quantified for an interrogative verh | mean that the interrogative
scope is the maximal projection of In our HPSG framework, it means that tharamwhich w
denotes goes into tHtRARAMS of the soawhich v denotes.
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is quantified (‘No matter what WHO says, you don't care?’) is natural @eprise
question to (8d) or when the firath-word dareis stressed® 11

Such an ambiguity can be explained as the result of interaction between the
principle of quantification and the principle of question. Of coursewalwords
must be either quantified or questioned once, and only once, some\Bu¢rehen
mo/kaand question-markers co-occur, as in (8c), or when a verb phrasebied-
ded in another, there will be choices as to whethenthavords are questioned
or quantified and for which verb. In our HPSG framework, these diffechoices
are represented by whether the parameters gaPr@aMS or QUANTS and which
sods PARAMS/QUANTS they go into*?

3.4 Coordination

As we noted in the introduction, conjunction (disjunction) is a special kindiahe
tification, where the domain of the variable is restricted to the set of conjutfists (
juncts). Marked byng, (1a) and (1b) are both examples of universal quantification
that differ only in the domain of the variable. In (1b), twxword dokoimplies
that the domain is the set of places. In (1a), the conjunction implies that therdoma
is the set of its conjuncts, that iShome, school}. So, we analyze a coordinated
phrase in the same way asreo/kamarkedwh-word, that is, as a parameter, ex-
cept that the domain is restricted to the set of the conjuncts and that it cabeonly
quantified for the verb of which it is a dependent, not questioned.

In a coordinated phrase, conjuncts (disjuncts) must have compatibletynta
categories whos®OKA values are not -. When they are markedkay the coor-
dinated phrase must have at least two disjunctmodmarked coordinated phrase,
on the other hand, may consist of one conjunct (or more).

%The correspondence between prosody and scopdrafuestion has been discussed in previous
works (e.g., Deguchi and Kitagawa (2002); Ishihara (2002)).

11 Out of context and with default prosody, however, interpretations dtfae as a polar question
would be unnatural. We leave it to future work to discuss exactly in whategbior with what
prosody such interpretations can be natural, that is, what pragmasiefficoconstraints are to be
imposed when not all freeh-words in amo-marked verbal dependent are quantified for the verb.
Cf. footnote 12.

12 previous works such as Shimoyama (to appear) claim the existenceabéhéncalls the island
puzzle in Japanese to the effect that all, not some,vife@/ords in amo-marked verbal dependent
are quantified for the verb and all, not some, of the remaimihgvords in an interrogative verb’s
maximal projection are questioned for the verb, thus accepting only thetietation as a polar
question for (8c). Let us call those interpretations that obey the islanditean X and those that
don't Y. Our attitude is that, although X and Y may impose different pragipaosodic constraints,
both are grammatical. Note that, although our implementation in this papgrtadmh X and Y,
it is easy to distinguish X and Y in our framework. Our implementation cailyelas modified to
acceptonly X, and it should also be easy to modify it to impose certaim@atg/prosodic constrains
only for Y, while Shimoyama’s analysis can essentially only accept Xfdoftnote 11.
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3.5 Scope ambiguity

When two or more parameters are quantified for a verb, their relativessoopt
be considered. Basically, any scope order is possible. For examp8s)irefther
of dareandnanican take wide scope over the other.

(9) a. Dare-mo-ga nani-ka-o  sitteiru.
who-mo-NoM whatka-Acc know
‘Everyone knows something.’

b. Darg-ga nani-o  itte-mo dareka-ga sakarau.
who-NOM what-AcC say-COND-mowho-ka-NOM oppose
‘No matter who says what, someone opposes it.’

But for any three parameteps, p2 andps that are quantified for the same verb, if
p1 andps are contained in the same dependent of the verlpgnsl contained in
a different dependent of the venty can only either take wide scope over bgth
andp, or take narrow scope under bgthandp-. For example, in (9b), adare
andnaniare contained in the same dependiare -ga nani-o itte-ma@anddare; is
contained in a different dependetdre,-ka-gq the scope orderdare, > dare, >
naniandnani > dare, > dare; are not possible.

4 Formalization

In this section, we formalize our analysis in our framework. Here is a ralegof

how our system workswh-words and coordinated phrases contribute as parame-
ters, restriction-bearing indices. Such a parameter can go tthems of any in-
terrogative verb whose maximal projection contains it (the casendtquestion),

or it can go to theQUANTS of any verb in amo- or ka-marked dependent of which

it is contained (the case @fh-mo/kg. When the parameter goes to tQgANTS

of a verb, it is converted to aevery-relor asome-reldepending on whether the
dependent is marked byo or by ka. If no parameter goes into tharRAMS of

an interrogative verb, the polarity of the verb goes into kheAms of the verb
instead. It is the case of a polar question.

4.1 Parameter Amalgamation

Parameters are propagated via #ft®REfeature, a head feature whose value is a
set ofparams ThesToRrEof a word designates the parameters in the word’s maxi-
mal projection that are yet to be quantified/questioned. Parameters origirlage
sToRrEvalues ofwh-words and of coordinated phrasésand each word amalga-
mates its argumentsTOREvalues (we ignore adjuncts in this paper), putting those

Bwhwords are specified in the lexicon as havpayamsin their STORES
YCoordination rule, a grammar rule which licenses coordinated phratigslates that coordi-
nated phrases haparamsin their STORES as we will see in section 4.2.
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parameters that are quantified/questioned for the word inteARRAMS/QUANTS

and others into itSTORE which is then inherited up the tree as a head feature. In
this way, each parameter is guaranteed to be either quantified or questibmexst
once. To implement this amalgamation, we introduce two new features appeopria
for the typesynsemnamelyTO-QUANTIFY andTO-QUESTION, whose values are
sets ofparams The TO-QUANTIFY andTO-QUESTION of a wordw are disjoint
subsets ofv;’s STOREand designate, whem; becomes a dependent of another
word w9, What parameters iw,'s STOREWiIll be quantified and questioned for
wy. In the amalgamation, each word uses its argumemsQUANTIFY and TO-
QUESTIONvalues to decide its OWQUANTS, PARAMS andSTORE The conditions
under which parameters are quantified/questioned for verbs aresegdras con-
straints on these features. The constraints in Figure 3 implement the ptiopaga
and retrieval of parameters.

The lexical amalgamation GfTOREIs stated in constraint (e). TI8TOREOf a
word whose content is not of tym®ais simply the union of its argumentsTORE
values. When the content of a word is of typea (that is, when the word is a
verb), the parameters in the arguments*QUANTIFY andTO-QUESTION values
go to the word’QUANTS andPARAMS, respectively, and the rest of the parameters
in the argumentsSTOREValues go to the word’'sTORE Note that the contained
differencé® operation,s;—g;—p;, in constraint (e) constrains each arguments
QUANTIFY andTO-QUESTION (¢; andp;) to be disjoint subsets of the argument’s
STORE(S;).

When the parameters in the argumems-QUANTIFY values go to the word’s
QUANTS, they are converted, by the functignto sets ofjuant-relsdepending on
the argumentstoKA values, and these sets are ordered and then concatenated, by
function h, into a list to specify the scope order. In this way, it is ensured that no
two parameters from the same dependent have a parameter from araitheen
them in the scope order, as we discussed in section 3.5. Constrairgfaessthat
only parameters frormo/kamarked arguments can be quantified.

When the word is not in the interrogative form, constraint (b) restricts the
word’s PARAMS to be empty, thus restricting, in combination with constraint (e),
every argument'’sO-QUESTIONto be empty. It is the case of a declarative clause.
When the word is in the interrogative form and the argumentsQuUESTIONVal-
ues are all empty, constraint (b) requires the worERAMS to be non-empty
and then constraint (e) requires, since the argumeamsdUESTIONVvalues are all
empty, the word'®ARAMS to be its parameterized polarity (in this paper, we ignore
possible semantic differences between positive and negative poldioqgegsit is
the case of a polar question. Otherwise, as some of the argurmeAUESTION
values are non-empty, it follows from constraint (f) that the workgAMS is not
its parameterized polarity and then constraint (e) requires the wexd'ams to be
the union of the argumentso-QUESTIONValues. It is the case ofwh-question.

15 The contained differencB—S is the same as the ordinary set differefite S, but it is defined
only for R andS such thatR C S.
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(a)[\l\//lvg}r(dA _}: [TO—QUANTIFY {}]

word
(b) [VFORM ﬂinterrogaive} = [paraws ¢

(c)root = [STORE {3 ]

word STORE
(d)([MOKA ka} D[STORE {[RESTR D]}]j = [TO—QUANTIFY }

STORE LS
(e)word= /| | CONT =So0a O
ARG-ST ([STORE ]+ [sTORE 5, )

[sTore UL(s = ¢ = p)

soa ]
QUANTs h(or der ({ f(m,q),---, T (m,,q.)})
param
CONT | pArAMS (Uinzlpi)D{ INDEX }
RESTR polarity([1])
| NUCL [POLARITY ]

STORE s STORE S,
ARG-ST (| TO-QUANTIFY @y | | TO-QUANTIFY ¢,
TO-QUESTION [ || TO-QUESTION ,
MOKA m | | MOKA m,

FE{x, ) ={g(@ x).--- 9@, x)}

param every-rel | param some-rel
g(mo,| INDEX ) = | INDEX ,9(ka,| INDEX ) = | INDEX )

RESTR RESTR [2]] RESTR RESTR
h((x.-+, %)) =or der (x) O--- O or der (x,)
word PARAMS {[ RESTR polarity]}
() POL i | ||ARG-STR ([TO-QUESTIONY] .- [TO-QUESTIONg] )

VFORM negative VFORM - negative

PARAMS —{[RESTR polarity]} PARAMS -{[RESTR polarity]}
O O
BCKGRD {negativéi)} BCKGRD { positivéi)}

(The —~ operator denotes contained differefig@nd® denotes list
concatenation.)

Figure 3: Constraints for parameter amalgamation
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Constraint (f) also requires that, when it is not the case of a polar gqoesiie
polarity of the word be specified in iBACKGROUND according to its/FORM.

As we have seen in section 3, coordinated phrasekamaarked parameters
can only be quantified immediately. It is stated in (d). Note that, as we will see
below in section 4.2, theesTRrvalue of the parameter that a coordinated phrase
represents is a singleton set whose only member is ofa¢ype

Lastly, constraint (c) requires every parameter to be questioned atifigd
somewhere.

Figure 4 provides a brief illustration of how (8c)’s interpretation as aisepr
question to (8d), the interpretation thddreis questioned andaniis quantified,
can be accepted in our system. Fiddre-gaandnani-o haveparams and,

STORE {2k | |STORE {}
VFORM interrogatve
STORE STORE {[2 MOKA mo
[ {] [ i {] TO-QUANTIFY {[2}} QUANTS { g(mo[2])}
dare-ga nani-o TO-QUESTION {[1} PARAMS {[1}}
itte—mo kinisi — nai—noka

Figure 4: Example

in their STORES as specified in the lexicon. Then, the véte-moamalgamates
theseparamsinto its own STORE Now, the TO-QUANTIFY and TO-QUESTION
values of the verlitte-mocan be non-empty, becauste-mois marked bymot®
and because it heads a dependent of an interrogativekivesbnai-nokal’ So, the
TO-QUANTIFY andTO-QUESTION of itte-mocan be any partition of itsTORE®
There are four ways of partitioning it into two sets, and one of them is thatdhe
QUANTIFY and TO-QUESTION contain and, respectively. In this case, it
follows from constraint (e) that the matrix verlisJANTS contain, converted
to anevery-re] and that the matrix verb’BARAMS contain. This is the case
shown in Figure 4, and it gives the interpretation ttiate is questioned andani
is universally quantified.

4.2 Coordination rule

Coordinated phrases are licensed by the grammar rule in Figure 5.

18Cf. constraint (a).

1Ct. constraints (b) and (e).

18They must be a partition of theTOREbecause constraint (c) requires $mEOREvalue of the
matrix verbkinisi-nai-nokato be empty and thus requires, in combination with constraint (e), the
(disjoint) union of theTo-QUANTIFY andTO-QUESTIONValues ofitte-moto be equal to itSTORE
value.
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caT  [HHeADMOKA kalmd)

param AT AT
CONT [2]| INDEX i ﬁ[ }[ }

LESTR{i 0{s;,"--,s }} INDEX S, INDEX S,
STORE {[2}}

(n > 2 whenMOKA is ka, andn > 1 whenMOKA is ma)

Figure 5: Coordination rule

The mother has a parameter in&s0REand the parameter has only one rela-
tion, of typee, in its RESTR The typec is a relation that takes two arguments, an
index and a set of indices, and it specifies that the index is a member of thie set
indices. Here, we representarelation briefly asc € y wherez is the index and
y is the set of indices.

Figure 6 is an illustration of how (1a)'s coordinated phrase is realizedrin ou
system. In this example, the two conjuncts have indicasd j respectively, and

CAT
param
CONT {INDEX k }
RESTR{k O{i, j}}
STORE{[2}}

CAT
CONT |INDEX j]

gakkou-de-mo

CASE loc
CAT E[MOKA mo}
CONT |INDEX i

ie—de—-mo

Figure 6: Example

thus the mother's ONT value is gparamwhose domain is the set éfindj.

5 Conclusion

In this paper, we have shown that question, quantification, and coticdina
Japanese can be analyzed uniformly as cases where each paraeretesd dbi-
ther by awh-word or by a coordinated phrase, is quantified or questioned for an
appropriate verb. We investigated various phenomena of these cdiustsito de-
termine the conditions under which a parameter is questioned or quantifiad for
verb, and we gave an HPSG formalization of the analysis. Our analysiaccan
count for, among other things, the quantifier scope as marked by the paositio
the conjunctive particlenoand the ambiguity of sentences like (8c), which arises
from the interaction between the principle of question and the principle aitijia
cation. Note especially that the last-mentioned ambiguity phenomenon is naturally
derived in our unified, constraint-based analysis.
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We have left two important issues for future work. First, we have igndred
syntactic difference between the conjunctive and disjunctive particlesndka,
and assumed th&aa behaves the same way@® syntactically. Actually, whileno
can mark any verbal dependeka,can only mark noun phrases, and, whilecan
only mark verbal dependentsa can mark any noun phrase regardless of whether
or not it makes a verbal dependéfitAlso, unlike in conjunctive coordination, only
the last disjunct is case-marked, and the last disjunct may or may not bearark
ka, in disjunctive coordination, as you can see in examples (1a, c). Irefutark,
we will revise the implementation so thie is processed rightl§f

Second, the question of exactly what pragmatic/prosodic constraints lee to
imposed on certain interpretations has been left unanswered. For example
of the four interpretations of (8c), only the interpretation as a polar quesio
natural out of context and with default prosgdyAlthough the implementation
given in this paper just accepts all the interpretations as grammatical, it isieasy
our framework, to identify those interpretations that would impose furthag-pr
matic/prosodic constraints, and therefore it should be easy, when theddttite
pragmatic/prosodic constraints in question is done, to revise the implementation so
that it imposes certain pragmatic/prosodic constraints for certain interpretatio
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Abstract

This paper attempts to decompose the Motion event into such
elements as Figure, Path, Vector, and Ground based upon Talmy's
framework, which makes it possible to formally analyze and
compare the lexical semantics of the deictic motion verbs within
and across languages. It is shown that the difference in
interpretations of the Path is attributable to the lexical
specifications of both deictic motion verbs and locative phrases.
It is argued that deictic motion verbs can be lexically specified
for the entailment of arrival only if they expressthe Path eventually
directed to the deictic center. A formal analysisis given based
upon the HPSG framework in order to identify the elements of a
Motion event contributed by each element of a verb phrase, and
to determine the compositional fashion in which they are combined
to give the interpretation of the verb phrase as awhole.

1 Introduction

This paper examines typical deictic motion verbs come and go in different
languages, Chinese, English, Japanese, and Korean, as well as other languages
in the literature, using Talmy's framework for analyzing motion verbs (Tamy
1975, 1985, 2000). It is an attempt to determine the cross-linguistic patterns
of spatio-temporal semantic properties of those deictic motion verbs, which
are represented as the Ground and the Path of motion in Talmy's analysis.

Talmy (1975, 1985, 2000) formalizes a situation containing motion as
a Motion event. The basic Motion event is analyzed to consist of an object
(the Figure) and its movement through a path (the Path) with respect to
another reference object (the Ground). These components can be identified
in the following sentence:

() Thebottle moved into  thecove.
[Figure] [Motion] [Path] [Ground]

Some motion verbs, e.g. enter and exit, express not only the fact of
Motion as is the case of moved in (1), but also (part of) the Path information
such as 'into/out of an enclosure.’ These motion verbs, which include the
Path of motion in their lexical meaning, are called Path-conflating motion
verbs. According to Talmy, deictic motion verbs are akind of Path-conflating
verb with a special choice of the Path and the Ground, and 'the Deictic
component of Path typically has only the two member notions "toward the
speaker" and "in adirection other than toward the speaker.”" (Talmy 2000:56)
Thus, the lexical meaning of come can be seen as conflated with the speaker
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as the Ground as represented in (2).

(2) come
MOVE TOWARD apoint whichisthelocation of the speaker
[Motion] [Vector ] [Conformation ] [Ground ]

[Path ]

In (2), MOVE is an abstract verb which represents motion in a Motion
event, and TOWARD is a component of the Path called Vector. The Vector
expresses 'the basic types of arrival, traversal, and departure that a Figural
schema can execute with respect to a Ground schema (Talmy 2000:53), and
is represented in terms of abstract prepositions, called 'deep prepositions,’
such as TOWARD and TO. It expresses the meaning of a preposition as
well as the Path information conflated within the semantics of motion verbs.
The Conformation is another component of the Path and specifies the spatial
relation of the Path to the Ground.

Talmy's analytical framework makes it possible to schematize the
meanings of deictic motion verbs viewed as path-conflating verbs, and to
compare the elements of meanings of the deictic maotion verbs across different
languages. More specificaly, this paper takes Talmy's claim as the starting
point that the choice of Path and Ground in the lexical meanings of comeis
"TOWARD a point which is the location of the speaker,' and go expresses
the motion with the Ground which is complementary to that of come, i.e.
"TOWARD a point which is not the location of the speaker." It will then
show, beyond typical examples, that this characterization of the lexical
semantics of the deictic motion verbsistoo simplistic: the Vector TOWARD
does not always describe the Path involved in the meanings of all deictic
motion verbs even within a single language. It is argued that the distinction
of the Vectors TOWARD and TO in the semantics of come and go provide a
natural account for the asymmetry in the interpretation of time expressions
that modify the motion verbs, along-standing problem since Fillmore (1975).
The distribution of the Vectors within and across languages is analyzed to
demonstrate that only the Path directed toward the deictic center can give
rise to the Vector TO.

In the following sections, data from Chinese, English, Japanese, and
Korean are collected and analyzed by the present author. Other examples
and analyses borrowed from other sources are indicated by the accompanying
references. The term 'coming verbs' is used as a cover term to refer to the
deictic motion verbs (or verb affixes) in various languages which require the
Ground of the described motion to be the location of the speaker, as well as
other locations that are analyzed to constitute the deictic center. The term
does not presuppose the same denotational range as the English verb come,
nor the uniqueness of such a verb within a language (cf. Wilkins and Hill
(1994) and Lucy (1994) for a criticism of such assumptions).
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2 TheVector TO and the Entailment of Arrival

The Vector istypicaly represented by the preposition of locative or directional
prepositional phrases. In Path-conflating motion verbs including deictic
motion verbs, the Vector also appears as part of the lexical semantics of the
verbs. The Vector, in effect, specifies the boundedness of the Path: e.g.
TOWARD indicates a path unbounded at the end while TO indicates a
bounded path with an end point. The examples in (3) show that the motion
does not have exactly the same Vector when it is described as coming and
going in English, Japanese, and Korean. Although the use of the coming
and the going verbs, if acceptable at al, naturally requires different utterance
situations, the examples are intended to show the different acceptability of
the coming and going verbs when they are followed by the second clause 'he
has not arrived yet, which forces the unbounded reading of the Path.*

(3) E: He*camel went to school at eight, but he hasn't arrived yet.

J  Kare-wa hatizi-ni gakkou-ni *ki-/ iki-masita-ga mada
he-tor  eight o'clock-at school-to  come-/ go-past-but yet

tuite-ima-sen.
arriVe-NONPST-NEG
'He went to school at eight, but he hasn't arrived yet.’

K: Ku-nun yeodelsi-ey hakyo-ey *wa/ kass-nunte ku-nun acik
he-tor  eight-at school-to come-/ go-rast-but he-tor  yet

tochakhaci-anh-assta.
arrive-NeG-pAST
'He went to school at eight, but he hasn't arrived yet.'

Given the second sentence which states that the Figure has not arrived, the
use of thecoming verbsin past tense or perfective aspect in the first clauseis
unacceptable. In other words, only the going verbs, but not the coming

'In the following examples, the uppercase letters which precede sentences,
C, E, Jand K indicate the examples are in Chinese, English, Japanese, and Korean,
respectively. Inthe gloss, abbreviations are used as: cmpL for completive; inF(initive);
NEG(ative); Nnom (inative); NonpasT for non-past; pasT; Proc(ressive); q(uestion); and

Tor(ic).
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verbs, allow the unbounded interpretation of the Path which is compatible
with non-arrival. The same discrepancy in the interpretation of the Path
expressed by the coming and going verbs is reported in kommen ‘come’ and
gehen 'go’ in German (Rauh 1981; Watanabe 1994), and la mai ‘come (move
hither)' and la hou 'go (move thither)' in Longgu, an Austronesian language
(Wilkins and Hill 1995). In these languages, the Vector of the Path conflated
in the lexical semantics of the coming verbsis TO asin 'MOVE TO apoint,’
indicating the expressed path is necessarily bounded, while the going verbs
express the motion 'MOVE TOWARD a point.'

The difference of the Vectors conflated in the lexical semantics of the
coming and going verbs manifests itself in the choice of motion verbsin the
situation where the arrival of the Figure is at issue. In the Korean example
in (4), where the arrival of the Figure, i.e. the typhoon, rather than its
motion is questioned, the unanimous choice of the coming verb indicates the
inappropriateness of the going verb, which does not entail the arrival of the
Figure at the end of the Path. The example (4) assumes a tel ephone conversation
with a distant friend.

(4) K: Tayphwung-i nenuy tongnay-ey o-/ *ka-ass-€?
typhoon-vom your town-to  come-/ go-PasT-Q
'Has the typhoon come to your town?

The location of the addressee can play the role of the Ground of the coming
verb in Korean when the speaker empathized with the Ground more than
with the Figure. Since it is unlikely that the speaker empathizes more with
the typhoon than with the addressee, the choice of coming verb in (4) is
predictable in Korean. At the same time, the contrast with the following
example (5), in which the arrival of the Figure is not the direct issue, shows
that there is more to the choice of deictic motion verbs in Korean. The
example in (5) assumes a telephone conversation, and the indefinite noun
phrase as the sentence subject is intended to solicit the interpretation of the
situation where the speaker empathizes more with the addressee, located at
the Ground, than with the Figure, i.e. someone from the power company,
triggering the use of the coming verb asisthe casein (4). The first choice of
the motion verb of all six Korean speakers tested, however, is kata 'go,’
while four speakers additionally accept ota 'come.’

(5) K: Cenkihoysa-ey cenhwa-hamyen, nwukwunka ol-/ kal-kepnita.
power company-to telephone-doif, someone  come/ go-will
'If you call the power company, someone will come.'

Both examples (4) and (5) assume the situation where the choice of the
coming verb is possible in terms of the empathy hierarchy between the
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Figure and the Ground in Korean. The difference of the preference of
motion verbs, however, is only attributable to the different Vectors conflated
in the lexical semantics of the motion verbs: when the arrival of the Figureis
questioned as in (4), the bounded Path expressed by ota ‘come," and hence
the entailment of arrival, play the critical role in describing the motion,
leaving the use of kata 'go’ unacceptable, while in (5), where the entailment
of arrival is not an issue, kata 'go' is equally acceptable or preferred to
express the motion toward the location of the addressee as the Ground.

The choice of the coming verbs illustrated in (3) and (4) above should
not be taken as indicating that the coming verbs never cooccur with a
prepositional phrase that expresses an unbounded path. Together with the
preposition toward, e.g. came toward the goal, the verb phrase as a whole
expresses the motion with the Path not bounded at the end, i.e. 'MOVE
TOWARD a point.'" Rather, the examples in (3) illustrate that, combined
with the same locative phrase to school, which presumably introduces the
Vector TO? the verb phrases headed by the coming verbs necessarily express
a bounded path while the verb phrases headed by the going verbs do not.
Since the Vector expressed by the locative phrase to school is identical
regardless of whether the motion is described ascoming or going, the different
acceptability of the motion verbs in (3) must be attributed to the Vector
expressed as part of the lexical semantics of the motion verbs themselves.
In aformal analysis, it is necessary to capture the compositional fashion in
which the Vector expressed by the verb phrase as awhole is calculated from
both Vectors contributed by the deictic motion verbs, which are taken to be
path-conflating verbs and thus to contain a Vector, and by the cooccurring
locative phrases.

’As shown in (3), locative phrases are indicated by the suffixes -ni 'to' (or -e
't0") in Japanese, -ey 'to’ (or -lo 'to") in Korean. In addition to these suffixes, each
language has away to explicitly express an unbounded path, i.e. the Vector TOWARD:

(i) J gakko-ni mukat-te Kki-/itta

school-to  head-iNF come-/ go-PasT
(lit.) went/ came heading for school'

K: hakyo-ey hyanghaye wa/ kassta
school-to  head-INF come/ go-pAST
(lit.) went/ came heading for school'

The verbs mukat-te in Japanese and hyangha-ye in Korean are non-finite forms of

path-conflating verbs muka-u 'head (for)' and hyangha-ta ‘head (for)' respectively,
which are not deictic and may occur independently of the deictic motion verbs.
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3 TheVector TOWARD and the L ack of Entailment of Arrival

Unlike the languages discussed in Section 2, the deictic motion verbs in
Chinese, do not entail arrival as (6) shows.

(6) Chinese
Taba dian lai/ qu xuexiao danshi ta hai me dao.
he eight o'clock come/ go school but  he yet not arrive
'(lit.) He came/went to school at eight, but he has not arrived.'

In Chinese, alocative phrase directly follows the verb without a preposition
as shown in (6), and the use of neither lai ‘come' nor qu 'go’ together with the
locative phrase entails the arrival of the Figure asindicated by the acceptability
of both motion verbs. The same lack of entailment of arrival is reported for
the coming verb in Mparntwe Arrernte, an Australian language (Wilkins and
Hill 1995).2 In these languages, both motion verbs can equally express an
unbounded path: i.e.'MOVE TOWARD apoint.'

Although not reflected in the English translation, example (6) has an
inchoative reading. That is, the time expression 'at eight' expresses the
departure time, rather than the arrival time, regardless of whether the motion
is described by the coming or the going verb. Viewing the interpretation of
point-of-time expressions as the indication of the boundedness of the Path,
the coming and going verbs in (6) can be taken to express the Path bounded
at the start, rather than at the end.

In his seminal work on deictic motion verbs in English, Fillmore (1975)
claims, without a further explanation, that the reference time of come is the
arrival time and the reference time of go is the departure time. As claimed,
the point-of-time expression in He came to school at eight can be interpreted
only as the arrival time in English as well as in Japanese and Korean in (3).
The invariable arrival time interpretation of the time expression with the
coming verbs in the languages in Section 2 is associated with their invariable
bounded interpretation of the Path, i.e. 'TO a point.' Despite Fillmore's
claim, however, time expressions with the going verbs do not always indicate
the departure time, as pointed out by Cinque (1972). Thisistrue not only in
English, Japanese, and Korean, but also in Chinese as demonstrated in (7):
the context, which strongly suggests the arrival of the Figure at the end point

*Willkins and Hill (1995) claim that, though peyte- 'come’ and ihe- 'go' in
Mparntwe Arrente are pragmatically oppositional, the motion verb ihe- 'go’ is not
semantically deictic. The deictic interpretation of ihe- arises only pragmatically
since the use of it implies that the described motion cannot be described by, and
hence must be the opposite of, peyte- ‘come,’ which is claimed to be semantically

deictic.

290



of the Path, gives rise to the interpretation of the time expression as the
arrival time even when the motion is described by thegoing verbs.

(7) C: Yinyuehui yinggai shi yi dian  kaishi,
concert  besupposedto be one o'clock start

suoyi wo yi dian  hui qu yinyueting.

S0 I one o'clock will go concert hall
"The concert is supposed to start at one. So | will go to the concert
hall at one.’

E: The concert was supposed to start at one. So | went to the concert
hall at one.

J  Konsaato-wa itizi-ni hazimaru-kotoninatte-imasita.
concert-tor  one o'clock-at begin-be supposed to-past

Dakara watasi-wa itizi-ni kaizyo-ni iki-masita.
S0 I-Top one o'clock-at concert hall-to go-PAST

"The concert was supposed to start at one. So | went to the concert
hall at one.’

K: Khonsethu-nun hansi-ey yellilo toyeissee-ssta.
concert-top oneo'clock-at start  be supposed to-past

Kureseo, na-hun hansi-ey khonsethu-ey ka-ssta.

so [-Top oneo'clock-at concert-to gO-PAST

"The concert was supposed to start at one. So | went to the concert
at one.'

In (7), the natural reading of ‘one o'clock’ is the time when the Figure arrives
at the concert hall. That is, while expressed by the going verbs, the Figureis
described to have reached the concert hall at the end point of the motion,
rather than merely heading for the direction of the concert hall. Thus,
though the lexical semantics of the going verbsin all the languages aboveis
schematized with the Path " TOWARD the point,' the Vector is defeasible in
the sense that the meaning of the entire verb phrase including the locative
phrase may be calculated to be 'MOVE TO a point.' The Vector TOWARD
conflated in the lexical semantics of the going verbs does not preclude the
possibility that the Path is bounded at the end as a special case of the
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unbounded path if provided with the right context. The examples in (7)
demonstrate that, when the arrival of the Figure isimplied at the end of the
motion described by the going verbs, the cooccurring time expression is
interpreted as the arrival time, as is the case of the coming verbs with the
lexically specified Path 'TO apoint.’

The asymmetry of the Vector conflated in the lexical semantics of the
coming verbs and the going verbs in languages like English, Japanese, and
Korean, is further evidenced by utterances where no additional Vector is
introduced by an explicit locative phrase. Example (8) assumes a telephone
conversation with a friend, inquiring what time the addressee plans to arrive
at the party to which the speaker plansto go aswell.

(8) What time will you be coming/ going?

When the arrival time is inquired, and thus the bounded end of the Path is
the concern, the motion can be described either ascoming or going, regardless
of the absence of a locative phrase. On the other hand, when the departure
time is inquired due to concern about a traffic jam, for example, the motion
can be described only as going, e.g. What time will you be * coming/going?,
again indicating that the Vector associated with come is lexically determined
to be TO, which precludes the possibility of interpreting the time expression
as the departure time.

Dowty (1979:60) points out that 'an activity verb describing movement
behaves like an accomplishment verb if it occurs with either a locative-of-
destination or with an adverb of extent,’ as in John walked to the park/ a
mile It iswell known that the boundedness in time, i.e. telicity, is not a
property of lexical verbs alone: (3) through (7) are al examples of the telic
(accomplishment) use of the motion verbs, and are telic by virtue of the
cooccurring locative phrases. The relevant distinction here, however, is the
point along the Path where the telic Motion event is interpreted as reaching
the 'climax’ or ‘terminus point (Vendler 1957) in time.

Those motion verbs which entail the arrival of the Figure, such as the
coming verbs in English, Japanese, and Korean, are lexically determined to
express the Path as bounded at the end, and the terminus point in time is
necessarily associated with the bounded end of the Path, i.e. point-of-time
expressions are interpreted as the arrival time. On the other hand, the
motion verbs that do not entail the arrival of the Figure, such as the coming
verb in Chinese, and the going verbs in all the languages discussed in Sections
2 and 3, are not lexically determined to express a bounded path. Their
lexical semantics, however, does not preclude the possibility that, if provided
with the right context, the Path expressed by the entire VP is bounded either
at the start or the end as a specia case of an unbounded path, allowing
point-of -time expressions to be interpreted as the departure time or the arrival
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time, respectively.”

4 Other Vectors

In Sections 2 and 3, it is shown that only coming verbs in some languages
exhibit the bounded end of the Path, entailing the arrival of the Figure of the
motion at the Ground. This section explores the deictic motion verbs in
other languages which express arather different kind of Path, to determine if
any generalization in the distribution of the boundedness of the Path emerges.

Otomanguean languages exhibit a very different kind of Vectors of the
Path as documented in Texmelucan Zapotec (Speck and Pickett 1976), Isthmus
Zapotec (Pickett 1976), and Diuxi Mixtec (Kuiper and Merrifield 1975).° In
these languages, (some) deictic motion verbs express a 'round trip' (Kuiper
and Merrifield 1975:32) or 'two-way motion' (Pickett 1976:163). Following
the authors' analyses, the coming verbs refer to the verbs whaose initial motion
is directed toward the location of the speaker and/or the addressee, i.e. verbs
expressing the motion which might be expressed in English as 'come and
then return.” The motion expressed by the going verbs, on the other hand,
might be trandated as 'go and then return.'

According to Speck and Pickett (1976), Texmelucan Zapotec has two
coming verbs and two going verbs as shown in (9). These coming and going
verbs are cross-classified according to the notion of '‘Base,' which is defined
as 'the place where the person in motion normally or expectedly returns
(Speck and Pickett 1976:61).

“Aske (1989), analyzing the Path-conflating verbs in Spanish in Talmy's
framework, distinguishes the notions of boundedness and telicity of the Path. The
'telic path phrase' is claimed to be a bounded path which predicates ‘an end-of-path
location [...] of the Figure' (Ask 1989:6). Although the distinction between the
boundedness and the telicity of the Path is not clear to the present author, both
appear to be a spatial notion. Slobin and Hoiting (1994) interpret Aske's telic path
as a characterization of movement across some kind of boundary, again a spatial

notion.

*Wilkins and Hill (1995) report a non-deictic two-way motion verb root
alpe- in Mparntwe Arrernte, an Australian language. When it is suffixed to adeictic
one-way motion verb petye- ‘come,’ pety-alpe- expresses a motion event in which
'the figure moves back along a return path towards the place thought of as the place
where speaker is' (Wilkins and Hill 1995:223). In Tila Chol, a Mayan language, the
two-way motion verb tsajni expresses a two-way motion 'go from and come back to
the base of the addressee’ (Hoopert and Warkentin 1977:15). However, it is not
clear whether or not the Path expressed by these verbs are bounded, and they are not

included in the following discussion.
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(9) Deictic motion verbsin Texmelucan Zapotec (Speck and Pickett 1976)
-yeed ‘come, (come toward a Base and return)’
-iid  'come, (come toward a non-Base and return)’
ya  'go, (go toward a Base and return)’
-a  'go, (go toward anon-Base and return)’

Thus, for example, the motion expressed by the first going verb -ya
'go," is more accurately described as 'go toward a Base of the Figure and
then return. 'The example in (10) with -ya describes the motion to San
Lorenzo and then from San Lorenzo back to the start point.

(10) Texmelucan Zapotec (Speck and Pickett 1976: 61)
Karp bi b-yay Skeey
Policarpo aready cwmp-go,-he  San Lorenzo
'Policarpo already went to San Lorenzo.'

Furthermore, the going verbs in Texmelucan Zapotec entail the arrival of the
Figure: they indicate not merely a two-way motion but also the completion
of the return trip back to the start point. Thus in (10), the description of the
motion by b-ya-y, in completive aspect, entails that Policarpo is actually
back at the start point.

The coming verbs, on the other hand, lack the entailment of arrival. In
(11), the second coming verb -iid ‘come,’ or ‘come toward a non-Base of the
Figure and then return' in completive aspect indicates that the return motion
from Oaxaca has been initiated while it does not necessarily imply that
Policarpo has actually reached the place where he started from, as suggested
by the second sentence. (Although the going verbs entail the arrival, the use
of the first going verb ya- in progressive aspect in the second sentence only
indicates Policarpo headed back to his Base.)

(11) Texmelucan Zapotec (Speck and Pickett 1976: 61)
Karp b-iid yu lola?. sa yay.
Policarpo cvr-come, he Oaxaca recently proc go-he
'Policarpo came to Oaxaca. He just left (for home).'

The arrival, traversal, and departure represented by the small set of
Vectors which Talmy (1975, 2000) proposes do not remotely describe the
motion exemplified above. Given the lack of appropriate Vectors, the Path
expressed by the two-way motion deictic maotion verbs can be represented in
terms of a sequence of abstract prepositions TO/TOWARD and VIA as
'BACK TO/TOWARD a start point VIA apoint,’ where TO and TOWARD
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indicate the paths bounded and unbounded at the end of the return motion,
respectively. The term coming verbs in those languages with the two-way
motion verbs refer to those deictic motion verbs that express the motion
initially directed to the deictic center, i.e. 'VIA apoint which is the location
of the speaker or the addressee,' while the going verbs refer to those which
express the motion initially directed to the non-deictic center, i.e. 'VIA a
point which is neither the location of the speaker nor the addressee.’

The second coming verb -iid in (11) expresses a motion of the Figure
initially to Oaxaca, which is the deictic center and is a hon-Base of the
Figure, and then back toward the start point without entailing arrival at the
start point. Thus, the lexical meaning of the coming verb -iid may be, more
accurately though somewhat clumsily, schematized as: 'MOVE BACK
TOWARD a start point VIA a point which is the location of the speaker or
the addressee AND which is not a Base of the Figure." On the other hand,
the lexical semantics of the first going verb -ya- in (10), which entails the
arrival of the Figure back at the start point, is schematized as 'MOVE
BACK TO a start point VIA a point which is neither the location of the
speaker nor the addressee AND which is aBase of the Figure.'

The Vector BACK TO employed in the schematization of the two-way
Path makes it clear that, in Texmelucan Zapotec, it is the going verbs that
entail the arrival of the Figure at the end of the Path while in the languages
discussed in Section 2, i.e. English, Japanese, and Korean, it is the coming
verbs that entail the arrival of the Figure. Thus, the Path is bounded either at
the end point of the one-way motion described as coming, or at the start
point of the two-way motion described as going. In the rest of this section,
various one-way or two-way deictic motion verbs with the entailment of
arrival are shown to follow the same pattern.

In Isthmus Zapotec, unlike in any other languages that have been
discussed, both coming and going verbs entail the arrival of the Figure at the
end of the Path (Pickett 1976). However, not both deictic motion verbs
express a two-way motion in Isthmus Zapotec. The coming verb -eeda-
expresses only a one-way motion, while the going verb - expresses a
two-way motion. Thus, both with the bounded Path, the lexical semantics of
the coming verb is schematized with the Path 'TO a point which is the
location of the speaker,' and the going verb is schematized with the Path
'BACK TO astart point VVIA apoint which is not the location of the speaker.®
Note that the bounded end of the Path is either the end point of the motion
described by the one-way coming verb, asis the case of the coming verbsin
English, Japanese, and Korean, or the end point of the return motion, i.e. the
start point of the motion described by the two-way going verb, asis the case
of the two-way going verbs in Texmelucan Zapotec.

The system of the deictic motion verbs in Diuxi Mixtec is somehow

®It is not clear from Pickett (1976) whether the location of the addressee
plays the role of the Ground of the coming verb.
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more complicated as analyzed by Kuiper and Merrifield (1975). As shown
in (12), it includes two one-way coming verbs, ndis and vasi, and two
one-way going verbs, nii?# and g?;, and they are cross-classified according
to a Base of the Figure as the Ground as is the case with Texmelucan
Zapotec. In addition to these one-way deictic motion verbs, Diuxi Mixtec
has atwo-way coming verb kisi and atwo-way going verb se?é.

(12) Motion verbsin Diuxi Mixtec (Kuiper and Merrifield 1975)
ndis 'come, (cometoward aBase)'
vas  'come, (come toward a non-Base)'
kisi ~ '‘come and return’

ni?i 'go, (go toward aBase)'
i?7  'go, (go toward a non-Base)'

$e?¢  'goand return’
C C

All six motion verbs express the unbounded path and do not entail the
arrival of the Figure at the end of the motion as: 'they view the movement of
an Agent [Figure] as not yet initiated and, therefore, potential, or asinitiated
and, therefore, completive. The focus is on the initiation of the motion.'
(Kuiper and Merrifield 1975:33)" The following example (13) shows the
use of the one-way going verb nii?u 'go,’ or 'go toward a Base of the Figure.’

’In spite of such a claim that all deictic motion verbs express the Motion
with the unbounded Path, every example which illustrates the point contains one of
the two one-way going verbs nii?7 'go toward a Base' and hi?; 'go toward a non-Base
in Kuiper and Merrifield (1975). Furthermore, in spite of the claim for the unbounded
Path, vasi, a one-way coming verb (toward a non-Base) is said to be trandlatable as
perfective in English 'because of the implication that the Agent [Figure] remains at
Goa [Ground]' at the utterance time asin:

(i) Diuxi Mixtec (Kuiper and Merrifield 1975:37; the glossis given by the present

author)
vasi-te nindda
CMPL come-he Oaxaca

'He has come to Oaxaca.'

The implication that the Figure is located at the Ground at the utterance time seems
to indicate, contrary to the authors' claim, that the one-way coming verb vasi entails
the arrival of the Figure. Even if that is the case, however, the claim of this paper
still holds that the bounded end of the Path is the end point of the one-way motion

described ascoming (or the start point of the two-way motion described asgoing).
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(13) Diuxi Mixtec (Kuiper and Merrifield 1975:35; the gloss is given by the
present author)

hwé-nu?i-te dyusi
cvrL-go,-he  Diuxi
'He went (home there) to Diuxi.'

The motion verb hwa-mi?u in completive aspect indicates the motion has
been initiated but 'does not necessarily imply that the Agent [Figure] of the
verb actually reaches the expected destination [Ground] even when the
destination is explicitly stated in the sentence' (Kuiper and Merrifield 1975:35).
Thus, the deictic motion verbs in Diuxi Mixtec are similar to Chinese in that
they do not entail the arrival of the Figure regardless of whether they express
coming or going motion.

The distribution of Vectors, (BACK) TO and (BACK) TOWARD,
surveyed throughout this paper reveals that the choice of Vector employed
by various deictic motion verbs is not always uniform even within a single
language. At the same time, the distribution of the Vector is not totally
random, and a pattern of distribution across languages emerges: if deictic
motion verbs entail the arrival of the Figure, i.e. are schematized with the
Vector (BACK) TO, the bounded end of the Path is expressed either as the
end point of the one-way coming motion or as the start point of the two-way
going motion. The coming verbs which express the one-way motion 'TO a
point' are represented by English, Japanese, Korean, German, Longgu, and
Isthmus Zapotec. The going verbs which express two-way motion 'BACK
TO adtart point' are represented by Texmelucan Zapotec and |sthmus Zapotec.
Since Isthmus Zapotec has only a one-way coming verb and a two-way
going verb, both deictic motion verbs entail the arrival of the Figure. On the
other hand, no deictic motion verbs entail arrival in Chinese, Mparntwe
Arrernte, and Diuxi Mixtec.

A moment of reflection clarifies that the uniform characterization of
the deictic motion verbs which entail arrival is that they all express the
motion with the Path ultimately directed to the deictic center, typically the
location of the speaker. That is, a language can include the entailment of
arrival as part of the lexical semantics of the deictic motion verbs only if the
verbs describe the motion ending where the speaker can perceive the Figure's
arrival. On the other hand, the verbs which express the motion away from
the deictic center, i.e. the one-way going verbs and the two-way coming
verbs, necessarily lack the entailment of arrival.

5 A Unified Analysis of the Vector

It has been shown that the coming verbs with alocative phrase, e.g. come to
school, entail the arrival of the Figure in English, Japanese, and Korea, and
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the Path expressed by the VPs is bounded at the end. The same locative
phrase does not necessarily indicate the arrival location when combined with
the coming verb in Chinese and the going verbsin all of the languages. Itis
clear that the Vector expressed by the VP as a whole is contributed both by
locative phrases and the deictic motion verbs, which are taken to be Path-
conflating verbs and thus to contain a Vector as part of their lexical semantics.
The following lexical entries for come in (14) (as well as the coming verbs
in Japanese and Korean) and to in (15) attempt to capture the way the Vector
of the VP is calculated in some compositional fashion. The feature
configuration is loosely based on Pollard and Sag (1994) and Sag et al.
(2003).

(14) come
[ [HEAD verb
SYN SPR <NP>
VAL INDX i
COMPS < (P | mELN dirl D>
| RSTR<...[|NST j ]>
'INDX s,
CNT RELN move RELN dir
SIT s, INST j
RSTR<IEGR | » B p_GRND k >
PATH j STRT -
| BOUND |23
RELN speaker—loc]
CNTXTRSTR <|\\sT K >

In (14), the index i of the subject NP provides the index of FGR (Figure) of
the Motion event expressed as the move RELN (relation). The PATH index
j isshared with the INDX (index) value of the (optional) locative complement,
which makesit possible for both the verb and the complement PP to contribute
to the RSTR (restriction) on the Path. The fact that the verb is deictic is
captured by the D-GRND (deictic-Ground) valuek, which, in effect, indicates
the index of the speaker's location as the INST(ance) value of the speaker-
loc(ation) RELN in the contextual restriction, CNTXT|RSTR. That is, the
deictic verb expresses a Motion with the Path directed toward the location of
the speaker.

The restriction [1] on the PATH index j is specified as the directional
relation [RELN dir], which represents both kinds of paths with Vectors TO
and TOWARD. The positive value + of BOUND|STRT (start) and
BOUNDIEND will indicate Paths bounded at the start and at the end,
respectively. Asshown in (14), come islexicaly specified to express a path
which is unbounded at the start, i.e. [BOUNDI|STRT —], while the default
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positive value \+ of BOUNDI|END allows the verb to occur either in an
expression of a bounded path, e.g. come to school, or an unbounded path,
e.g. come toward school . The boundedness specification in (14) means that,
if the Path expressed by the entire VP is bounded at all, it must be bounded
at theend. It isassumed that the interpretation of point-of-time expressions
is sendgitive to the BOUND values, and that the terminus point in time indicated
by the time expression is necessarily associated with the bounded point of
the Path, i.e. either a bounded end point, [END +], or a bounded start point,
[STRT +]. Since come is lexically specified to be [BOUNDI|STRT -], a
cooccurring point-of-time expression, e.g. come at eight o'clock, is taken to
induce [BOUND|END +] and to be interpreted as the arrival time.

The boundedness specification of the Path is aso induced by the locative
phrases headed by the prepositionto in (15).

(15) to

[HEAD prep

SPR <>
VAL[COMPS <NP,>]

'INDX j

SYN

CNT RELN dir

INST |
GRND |
BOUNDIEND +v—

RSTR <] >

The unspecified value, i.e. + v —, of BOUND|END of the preposition is
intended to allow for both a bounded path, e.g. come to school, and an
unbounded path, i.e. go to school in a sentence like (3). The prepositions
which necessarily indicate an unbounded path, e.g. toward, will be lexicaly
specified as[BOUNDI|END —]. The index of the Path [INDX j] is projected
onto the PP via the Semantic Inheritance Principle. The index | of the
prepositional object NP provides the index of the GRND of the Path. When
the deictic motion verb come combines with the locative complement to
school, the restriction on the Path index j isinstantiated asin (16).

(16) cometo schooal

RELN dir
INST j

D-GRND k
GRND |

BOUND[E-II\_IRDT +—]

The resolved feature structure (16) states that the Path j is directed toward
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the speaker (the index k), with the school as its Ground (the index I), and
bounded at the end, which signifiesthe arrival of the Figure. The cooccurrence
of the location of the speaker as the deictic ground, i.e. [D-GRND k], and
the bounded end, i.e. [BOUND|END +], of the Path represents the
generalization discussed in Section 4: if an expression of a Motion event
entails the arrival of the Figure, then the deictic motion verb involved must
be the one that expresses the Path directed toward the location of the speaker.

Thelexical entry for go (aswell asthe going verbs in Chinese, Japanese,
and Korean) is identical to that of comein (14) except for the restriction on
the Path, shownin (17).

(A7) go

RELN dir

INST |
D-GRND -k

GRND |

BOUND[END 0]

The restriction on the Path represents the Path whose deictic ground is NOT
the location of the speaker, i.e. [D-GRND —-K], and is totally unspecified for
the boundedness. When combined with a locative phrase headed by to in
(15), the interpretation of the VP is still ambiguous between a bounded and
an unbounded path. The ambiguity is resolved to be [BOUND|STRT +,
END -] in a context such as (3), where the time expression indicates the
departure time, or to be [BOUNDI|STRT —, END +] in a context such as (7)
with the time expression indicating the arrival time.

The lexical entry for lai '‘come' in Chinese, which, unlike English,
Japanese, and Korean, does not entail the arrival of the Figure, shares the
unspecificity of the boundedness of the Path with go in (17), while its
D-GRND value is the speaker's location in the same way as the coming
verbsin the other languages.

An example of two-way motion verbs which entail the arrival of the
Figure is given in (18), which illustrates the lexical entry for -ya 'go," or 'go
toward a Base of the Figure and then return’ in Texmelucan Zapotec.
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(18) -ya'go toward a base of the Figure and then return’

[ 'HEAD verb

SYN VAL SPR <NP>

_ COMPS <NP>

[INDX s,
CNT gI%_LN move| [RELN bidir

S, INST |
RSTR<EGRT | |GRND | g
PATH | D-GRND -k
STRT -
| BOUND [B' ] |
RELN speaker—loc] [RELN base
CNTXTIRSTR < INST K ], [L’\C';S-er ]>
[

The bidirectional relation [RELN bidir] in the RSTR value specifies
the restriction on the PATH index j and represents the 'round trip' expressed
by the two-way motion verb. In this relation, the values of D-GRND and
GRND specify the properties of the mid point of the Path where the return
trip starts, rather than the end point of the Path. The mid point corresponds
to the Ground of the Vector VIA. In (18), the D-GRND vaue -k indicates
that the deictic Ground is not the location of the speaker k, which is the
INST vaue of the speaker-loc RELN in the context restriction, CNTXT|REST.
The GRND index | is contributed by the index of the locative complement.
In addition, the GRND index | is shared with the INST value of the base
RELN in CNTXT|REST, which indicates that the Ground is a Base of the
Figurei. The Path represented by these indicesis 'VIA a point which is not
the location of the speaker AND which is a Base of the Figure.'

In Texmelucan Zapotec (as well as in other Otomanguean languages),
the locative NP which indicates the Ground of the motion directly follows
the verb without a preposition. In (18), theindex | of the locative complement
NP provides the index of the Ground: i.e. it is shared with the GRND value
of the bidir RELN. Unlike English, Korean, and Japanese, the semantic
content of a locative phrase does not contribute to the determination of the
boundedness of the Path. Consequently, the bounded end [BOUND|END +]
of the Path is solely determined by the lexical entry of the verb.

In thedir RELN such asfor come in (14), which represents the direction
of a one-way motion, [BOUNDI|END +] indicates the bounded end of the
Path and corresponds to the Vector TO, while in the bidir RELN in (18),
[BOUND|END +] indicates the bounded end of areturn path and corresponds
to the Vector BACK TO. Asgeneralized in Section 4, deictic motion verbs
that entail arrival express the motion with the Path ultimately directed to the
deictic center. If two-way motion verbs entail arrival, i.e. [BOUND|END
+], it implies that the initial motion is necessarily directed not toward the
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location of the speaker, i.e. [D-GRND -K].

6 Conclusion

This paper has examined the deictic motion verbs in different languages,
Chinese, English, Japanese, and Korean as well as other languages in the
literature, using Talmy's framework as an attempt to determine the cross-
linguistic patterns of spatio-temporal semantic properties of those deictic
motion verbs. It has been shown that the lexical semantics of the coming
verbs in English, Japanese, and Korean are conflated with a bounded Path,
which gives rise to the entailment of arrival of the Figure. On the other
hand, the coming verb in Chinese, as well as the going verbs in all of the
languages are conflated with an unbounded Path and conseguently, do not
entail the arrival of the Figure. The difference in the Path is reflected in the
interpretation of the cooccurring point-of-time expression: with the bounded
Path schematized by the Vector TO, the time expression marks the arrival
time, whileit is either the arrival time or the departure time with the unbounded
Path schematized by the Vector TOWARD, depending on the context of
utterance.

In addition to these languages, Diuxi Mixtec, Isthmus Zapotec, and
Texmelucan Zapotec, languages with two-way motion verbs, were analyzed
to characterize the distribution of the entailment of arrival. As the unified
pattern of the distribution of the Vectors TO and BACK TO, which represent
the arrival of the Figure, the bounded end is shown to be either at the end
point of the one-way coming motion, or at the start point of the two-way
going motion. It is concluded that deictic motion verbs, whether expressing
a one-way motion or a two-way motion, can be lexically specified for the
entailment of arrival only if they express the Path eventually directed to the
deictic center, typically the location of the speaker.

A formal analysisis given to represent the bounded end of the Path as
the feature-value specification [BOUND|END +] in a (bi)directional relation
restricting the Path. The boundedness value for an entire VP is determined
by the lexical specifications of verbs as well as by locative phrases. The
generalization that only an expression of a Motion directed toward the deictic
center can entail arrival is captured as the cooccurrence of [BOUND|END +]
with the location of the speaker as the deictic ground, i.e. [D-GRND K] for a
one-way motion, and with [D-GRND -k] for a two-way motion.
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Abstract

We will provide an analysis of negative concord in sentential negation in
three languages, French, Polish and German. The focus of the paper is (1)
the typological variation with respect to the realization of negative concord
in the three languages under investigation and (2) the treatment of lexical
exceptions within the different typological classes. We will propose a unified
theory of negative concord which identifies a common core system and adds
language-specific constraints which can handle typological variation between
languages and lexical exceptions within a given language.

1 Introduction

Negative concord (NC) can be explored from two perspectives: Either the general
pattern of negation is investigated from a typological perspective or the negation
system of a particular language is presented in considerable detail. In this study
we attempt to combine these two approaches and propose a fine-grained analysis
including idiosyncratic exceptions embedded in a typological perspective. A key
insight for our analysis is the observation that languages which are predominantly
NC languages often contain lexical exceptions to this tendency, i.e. words which
do not enter into a concord relationship. Similarly, languages in which multiple
negative expressions are obligatorily interpreted as separate negative quantifiers
(—3) may contain words which prefer a negative concord interpretation. We con-
sider it an important feature or our theory that it is formulated in a surface-oriented
framework without abstract syntactic nodes or invisible categories which drive the
semantic interpretation.

We will present a grammar architecture for expressing the difference between
optional, obligatory and impossible NC as a consequence of different realizations
of cross-linguistic properties of language. Our typological approach, illustrated
here with data from French, Polish and German, aims at modeling NC across
languages as a consequence of different basic principles of the semantic combi-
natorics, of language-specific constraints, and of idiosyncratic lexical properties.
This lexicalist view will be supported with lexical items in languages with pre-
dominantly obligatory concord or predominantly impossible concord which break
the general pattern and can only be described as lexicalized exceptions. This will
lead to a theory which is prepared to accommodate exceptions without imposing
mutually inconsistent constraints. We will argue that the basic principles should
be expressed in terms of agreement requirements and the lexical idiosyncrasies as
collocational restrictions.

fWe thank Olivier Bonami, Gilles Boyé, and Daniéle Godard for comments and creative sugges-
tions on French, Beata Trawifiski and Adam Przepidrkowski for help with Polish, and Garrett Hubing
for proofreading the manuscript.
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2 French, Polish and German

In this section we give a brief overview of the distribution of n-words and senten-
tial negation markers as well as their interaction in producing sentential negation
in finite sentences in French, Polish and German. Although sentential negation
in French and German will (in accordance with the literature) be identified as be-
longing to different typological systems, we will then proceed to show that there
are exceptional expressions in both languages with apparently identical syntactic
distribution and semantic behavior.

2.1 CoreData

Negation in French, which is a standard example of an NC language, has been stud-
ied thoroughly (Gaatone, 1971; Cristea, 1971; Muller, 1991; Grevisse and Goosse,
1993). It is famous for the peculiar behavior of the lexical elements that are asso-
ciated with negation. The most prominent ones are the pre-verbal negation parti-
cle ne, the negative adverb pas, and so-called n-words such as personne (nobody)
and rien (nothing). We will follow the syntactic analysis of French negation as
proposed in Kim (1996). As in Rowlett (1998) we suppose that the pre-verbal
negation particle ne does not carry semantic negation in any register of modern
European French, but the negative adverb pas always does.! On the basis of these
two assumptions, we investigate the distributional properties of n-words. N-words
can express sentential negation (1-a). In combination with other n-words a single
negation reading (SN) is possible (1-b). With a clause-mate negative marker (NM)
pas, n-words trigger a DN reading (1-c).?

(1) a Jeann’a parlé & personne. [SN]
Jean NE has talked to nobody
‘Jean hasn’t talked to anyone.’
b. Personnen’a rien dit. [SN,DN]
nobody  NE has nothing said
‘Nobody said anything.” [SN] or: ‘Nobody said nothing.” [DN]
c. Personne n’est pas venu. [DN]
nobody  NE is not come
‘Nobody did not come.’

1The negative adverb pas occurs in comparatives as in (i). Wilmet (1997) uses this observation
to argue that comparatives are, to a certain extent, negative.

(i a. Il faut  avoir I’esprit  plus libre que jene Iai pas.
it needs have the spirit more free than I NE it have NM
‘One must have a freer spirit than | do.” (Racine, after Wilmet 1997, p. 513)
b. Il estplus instruit  que je suis pas.
he is more instructed than I am NM
‘He is better instructed than I am.” (Sturm, 1981, p. 24)

2Non-European varieties of French show single negation readings for sentences such as (1-c).
See Sections 5.2.1 and 6 for a more detailed discussion.
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To summarize the basic facts of French, n-words display optional NC, but the
negative marker pas does not participate in NC.

Negation in Polish represents a second typological class.® The examples in
(2) show that sentential negation in Polish typically requires a pre-verbal negative
marker nie (Kups¢, 2000, ta; Kupst and Przepiodrkowski, 2002). N-words must co-
occur with the negative marker, and only a single negation reading is possible (2-b).

(2) a. Janek *(nie) pomaga nikomu. [SN]
Janek (NM) helps  nobody
‘Janek doesn’t help anybody.’
b. Nikt *(nie) pomaga ojcu. [SN]
nobody (NM) helps  father
‘Nobody helps his father.’

More than one n-word can occur in the same clause (3). In these cases, again,
only a single negation reading is available.

3 a. Nic nikomu  *(nie) powiedziatem. [SN]
nothing.GEN nobody.DAT (NM) I-told
‘I didn’t tell anybody anything.’
b. Nikt nigdy nikogo niczym  *(nie) uszczesliwit. [SN]
nobody never nobody.GEN with nothing (NM) made happy
‘Nobody has ever made anybody happy with anything.’

The obligatoriness of the NM in Polish makes it difficult to distinguish n-words
from negative polarity items (NPI). NPIs are expressions that cannot occur in af-
firmative statements. Many languages have a group of indefinite NPIs, such as
English anything or a word. Btaszczak (1999) argues for an analysis of Polish n-
words as NPIs. Richter and Sailer (2004a) provide counter-arguments in favor of
the inherent negativity of Polish n-words. In particular, in non-verbal projections,
n-words can express negation, whereas uncontroversial corresponding NPIs can-
not. The examples in (4) show that the NPI stowo (a word) is ungrammatical if
there is no (potentially elided) licensing negation in short answers, whereas the n-
word zaden (no) can occur without such licensing, (5). The genitive of negation in
(4) may provide evidence for the presence of an elided verbal negation; accusative
case excludes this as a straightforward option.

(@) Powiedziat co$? *Stowo./ Stowa./ Stowa  nie powiedzial.
he said something Word.Acc/ Word.GEN/ Word.GEN NM he said
‘Did he say something/anything? Not even a word./ He did not say even a

word.’
G) e przeczytate$ ksiazek? Zadna./  Zadnej.
How many you read books? None.Acc./ None.GEN.

‘How many books have you read? None’

3See Richter and Sailer (2004a,b) for an in-depth discussion of the Polish data and a review of
the relevant literature.
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In German the negation particle nicht and n-words (niemand (no one)) always
express negation and never enter an NC relation. The data in (6) are syntactically
parallel to those in (1).

(6) a. Hans sprach mit niemandem. [SN]
Hans talked with no one
b.  Niemand sprach mit niemandem. [DN]
no one talked with no one
¢. Niemand kam nicht. [DN]
noone  came not
‘No one didn’t come.’

These data show that n-words in German do not enter NC. The negative marker
nicht need not be present and does not enter into NC.

So far we have considered the negation systems of three types of languages. In
all three languages, n-words must be considered as inherently negative. Nonethe-
less the interpretation of sentences with n-words and the possibility of their co-
occurrence with other n-words and with the negative marker differ. On the basis of
the interpretation of clauses with more than one n-word, we call French an optional
NC language, Polish an obligatory NC language, and German a no-NC language.
Giannakidou (2005) gives a typologically oriented overview over NC. According
to her, optional NC is attested in Romance languages (Italian, Catalan), obligatory
NC is found in the Slavic languages, but also in Greek, Hungarian, Rumanian and
Japanese. English and Dutch are no-NC languages — at least in their standard
variety.

2.2 Exceptionsin French and German

In addition to the core data of the previous section, both French and German have a
number of exceptional n-words.* French mot expresses negation (7-a). In contrast
to personne a DN reading is not possible in combination with n-words (7-b) and
the combination with pas is ungrammatical (7-c).> Surprisingly the German n-
word Dreck behaves in exactly the same way in (8-a) and (8-b).

@) a. Jeann’a dit mot. [SN]
Jean NE has said word
*Jean said nothing.’
b. Personnen’a dit mot. [SN]
nobody  NE has said word
‘Nobody said anything.’

*We have not been able to find exceptional n-words in Polish so far.

5As pointed out to us by Olivier Bonami and Gilles Boyé, for many speakers (7-a) is not gram-
matical, whereas the other two sentences in (7) are. For these speakers mot is an NPI, similar to
English a word or Polish stowo (a word) in (4).

5Some German speakers reject (8-c), which we find fully grammatical.
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c. *Il ne dit pas mot.
he NE says not word

8 a. Dasgeht dicheinen Dreckan. [SN]

this concerns you a dirt  PART
“This is none of your business.’

b. Dasgeht niemanden einen Dreck an. [SN]
this concerns no one a dirt  PART
“This is no one’s business.’

c. Dasgeht dichkeinen Dreckan. [SN]
this concerns you no dirt  PART
“This is none of your business.’

Notice that while mot and Dreck behave like n-words with respect to the truth
conditions of the respective sentences, they are severely constrained with respect
to the verbs they can combine with. In French the original lexical meaning of
specialized n-words such as mot is an important factor: mot (literally: word) can
only combine with verbs of saying.

9 a. Jeann’a dit rien du tout/ mot.
Jean NE has said nothing atall/  word
b. Jeann’a  acheté rien du tout/ *mot.
Jean NE has bought nothing at all/  word

Similarly, German Dreck only combines with a restricted number of verbs,
verbs of intellectual concern such as kiimmern, scheren (both meaning care or con-
cern), or interessieren (interest).

(10) a. Dasschert/ interessiert mich einen Dreck/ gar nicht.
this concerns/ interests me a dirt/  notatall
‘I don’t care about this at all.’
b.  Das gefallt mir *einen Dreck/ gar nicht.
this pleases me a dirt/  notatall
‘I don’t like this at all.”

3 Precursorsand Theoretical Prerequisites

3.1 NC with Truth Conditional Semanticsin HPSG

There are a number of previous studies on NC in HPSG which link syntax to a
truth conditional semantic analysis. De Swart and Sag (2002) provide an HPSG
analysis of NC in terms of the lexical retrieval of quantifiers. Lexical retrieval is
combined with the option of forming a polyadic quantifier, i.e. merging a sequence
of expressions of the form =3z, into a single quantifier =3a; ... x,. A language-
specific parameter will determine whether such an absorption is possible. DeSwart
(2006) uses this syntactic framework to provide an optimality theoretic account of
the characteristic interpretation strategies in a number of languages. This theory
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captures the general patterns (NC/non-NC) of the languages, but it remains unclear
how to incorporate lexical idiosyncrasies which contradict the general pattern of a
language in this analysis.

Richter and Sailer (1999) discuss a set of data similar to those we investigate
here. Their analysis, formulated in terms of a traditional Ty2 semantics using the
lambda calculus and type shifting rules for the semantic combinatorics, focuses on
the idiosyncrasies of the French data and models all of French negation in terms of
a lexical ambiguity of n-words and idiosyncratic collocational restrictions for each
reading of the n-words. While this approach describes both the general pattern and
the idiosyncratic data, it fails to capture typological generalizations and a distinc-
tion between the general case and exceptions. This distinction is, however, clearly
present in the data.

Richter and Sailer (2004a) present an analysis of Polish as a strict NC language.
The analysis uses Lexical Resource Semantics (LRS) and exploits the possibility
that two items may contribute the same negation to the logical form of a clause.
They enforce strict NC by a language-specific principle saying that, in Polish, ev-
ery verbal projection may have at most one negation in its logical form. This
analysis accounts for one particular general pattern of NC in a fairly elegant way.
However, it has not been shown how different NC patterns ranging from obligatory
to impossible concord can be accommodated.

3.2 Lexical Resource Semantics

Following Richter and Sailer 2004a, our semantic interpretations will be couched
in terms of LRS. LRS crucially allows us to use (1) a semantic combinatorics
different from the lambda calculus, (2) techniques of scope underspecification, (3)
identity constraints for (pieces of) semantic representations, and (4) expressions of
Ty2 as logical representations.

In LRS the semantic information of a sign is encoded in its L (OGICAL-)F(ORM)
value. The value of this attribute contains the following two attributes:” PARTS lists
all subexpressions that are contributed by a sign. The EX(TERNAL-)C(ONTENT) is
the logical form of a phrase. The combinatoric principles determine that the PARTS
list of a phrase is the concatenation of the daughters’ PARTS lists. Furthermore,
the ExC value of an utterance consists exactly of the expressions on the utterance’s
PARTS list.

3.3 A Collocation Module

Richter and Sailer (1999) use a collocation module to account for n-words in gen-
eral. Soehn (2006) modifies this module in a theory of idiomatic expressions and
integrates it with an LRS semantics. A sign has a list-valued attribute coLL. Col-
locationally restricted items have a non-empty coLL value, which may contain

"LRS uses some more attributes, which, however, do not play a role in this paper.
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various barrier objects indicating the syntactic domain in which their context re-
quirements must be satisfied. For our data, this will always be the smallest com-
plete clause containing a given lexical item. Barrier objects have several attributes
which are used to specify (local) syntactic or semantic properties that the relevant
barrier must have, such as Loc-LIc for its local value and LF-LIC for properties of
its logical form.

4 Analysisl: The Typological Patterns

41 NC Universals

It has been argued in the literature that the conceptually most attractive analysis
of the data is one which assumes a single lexical entry for any given n-word and
characterizes their occurrence restrictions in terms of entailment properties of the
admissible contexts of the n-word (see for example Giannakidou (1997)). The data
above permit a treatment with a single lexical entry for each n-word only under the
assumption of negation agreement. Consider sentences with the n-word mot but
without another n-word. Then the only potential overt source of a negation in the
clause is the n-word mot. Negation must, thus, be part of its semantic contribution,
which in turn must be licensed by the lexical entry of the word. When mot occurs
together with personne, we would erroneously predict the absence of an SN reading
unless we assume negation agreement. The same observation holds for the other n-
words. Clearly negative instances like the examples (1), (5) and (6-a) above force
us to assume that negation is part of the semantic contribution of n-words in all
three languages under consideration. In (11) we state the common properties of all
n-words considered in the present paper.

(12) Schematic lexical description of an n-word:8
PHON (personne/nikt/niemand)
SYNSEM NP and human’(z) < (is a component of) «

EXC Jz(a A B) and [1] is a component of ~y
PARTS (z,[1], human’(zx), —y)

Given the characteristics of LRS mentioned in Section 3.2, optional negation
agreement is available as a basic option of the semantic combinatorics: Each n-
word contributes negation (=), but n-words can agree, i.e. they may contribute the
same semantic negation to an utterance.

Our discussion of the core data has revealed that the negative marker also con-
tributes negation in all three languages. In (12) the relevant semantic contribution
of the NM is sketched. Note that syntactically the NMs differ considerably: Ger-
man nicht is a simple adverb, Polish nie is a verbal prefix and French pas is an

8Greek letters in the descriptions refer to subterms which are not specified in more detail. Occa-
sionally we write o < 3 to indicate that the Ty2 expression described by « is a subterm (component)
of the Ty2 expression described by 8. PARTS lists are somewhat simplified throughout this paper.
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adverb to VP or a complement of the verb (Kim and Sag, 2002).

(12) Schematic lexical description of a negative marker:®

PHON (pas/nie/nicht)
SYNSEM [LOC CAT HEAD MOD LOC CAT HEAD verb]
LF[PARTS (=6)]

Based on these sketches of lexical entries we can now look at the three config-
urations discussed in Section 2.1: a sentence with only an n-word, a sentence with
an n-word and an NM, and a sentence with two n-words. In all cases, we will show
what the possible interpretations are if we do not impose any language-specific
constraints. In Section 4.2 we will introduce the principles which will restrict the
range of readings to those which are actually attested in each language.

In (13-a) a sentence with one n-word and no NM is given in the three languages
under discussion. In (13-b) the semantic contributions of the words in the sentence,
i.e. their PARTS lists are stated.

(13) a. (i) Jeann’aparléa personne. (French)
J.  talked  with nobody
(if) *Janek rozmawiat z nikim. (Polish)

(iii) Hans sprach mit niemandem. (German)
b.  Semantic contributions of the words:

n-word: [PARTS (z,3z(ax A B), human'(z), =)
proper name:  [PARTS (j)]
verb: [PARTS (talk'(j, 2))]

Due to the combinatoric principles of LRS, the PARTS list of the sentences
in (13) contains exactly the elements of all the PARTS lists of the words in the
sentence. The resulting list is indicated in (14).

(14) PARTS list of the sentences in (13):
[PARTS (z, 3z(cx A B), human'(z), v, ], talk’ (j, z)) |

We know that the logical form of the sentences must be composed of exactly the

expressions in (14). However, the list does not explicitly encode the relative em-

bedding of these expressions. For example, we do not know from looking at (14)

whether human’(x) occurs in the restrictor or in the scope of the existential quanti-

fier, i.e., whether it is a component of «. or 8. This information is partially specified
in the lexical entries as well as in the combinatorial principles of LRS. In (15) the

relevant restrictions are indicated, together with their source.

9Since Polish nie is a verbal prefix, (12) has to be re-interpreted in this case as describing the
semantic contribution of nie to Polish negated verb forms. The moD feature does not play a role in
Polish, except for indicating that nie modifies the semantics of verbs in morphology.
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(15) Subterm constraints on the semantic contributions:
human’(z) <«  (lexical entry of the n-word)
Jz(...)<a—y (lexical entry of the n-word)
talk’(j, z) < 8 (syntactic combination of verb + n-word)

Only the logical form in (16) consists exactly of the expressions on the PARTS
list and at the same time satisfies these constraints.

(16)  Potential reading: =3z (human’(z) A talk/(j, z))

The second type of sentences that we want to discuss contains one n-word and
an NM. The examples for our three languages are given in (17-a). In (17-b) the
lexical contribution of the NM is given. The contribution of the other words is
identical to that in (13-b) above.

(a7) a (i) Jeann’a pasparlé a personne. (French)
J. NE has NM talked with nobody
(if)  Janek nie rozmawiat z nikim. (Polish)

(ifi) Hans sprach mit niemandem nicht. (German)
b.  Semantic contributions of the words:
see (13-b)
n-marker:  [pPARTS (-d)]

Collecting these expressions, we arrive at the PARTS list in (18).

(18) PARTS list of the sentences in (17):
[PARTS (z, 3z(c A B), human’(z), ~y, =4, j, talk’(j, z)) |

In order to deduce the logical forms of the sentences, we have to consider
the subterm constraints contributed by the lexical entries and imposed by their
syntactic combination. The relevant restrictions are collected in (19).

(19) Constraints on the semantic embedding:
human’(z) <«  (lexical entry of the n-word)
Jz(...) <y (lexical entry of the n-word)
talk'(j, z) <6 (combination NM + verb)
talk’(j, z) < 8 (syntactic combination verb + n-word)

In (20) we indicate the logical forms which are compatible with these conditions.

(20)  Potential readings:1©
a. ——3dz(human’(z) A talk'(j, z))
b. —=3z(human’(z) A —talk'(j, z)) [DN]
(= Vz(human'(z) — talk'(j, z)))

ONote that =3z—(human’(z) A talk’(j, z)) is excluded due to background assumptions about
representing quantifiers syntactically as generalized quantifiers, i.e 3z(a A §8) as 3(z, «, 3).
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c. —Jz(human’(z) A talk’(j,x)) [SN]

Out of the three potential readings, (20-c) is the single negation reading which
is attested for the French and the Polish sentence in (17). It may arise since nothing
enforces that —~ (contributed by the n-word) and —¢ (contributed by the NM) be
distinct expressions.

The logical form in (20-b) is the double negation reading that we reported for
German and French in Section 2.1. The logical form contains two negations. It
arises if - and —J are extensionally distinct logical forms (y = 3z(...), 6 =
talk’(j, x)). The reading in (20-a) has not yet been mentioned in our discussion. It
is available in German and French. However, it requires special stress patterns and
comes with restrictions on word order in German. As a denial form it is used to
reject a previous claim that John had talked to nobody (i.e. that =3z (human’(z) A
talk’(j, z)) is true). 1t

Finally, we consider the sentence type with two n-words and no NM (21-a). In
(21-b) we state the semantic contribution of the second n-word, which is analogous
to that of the first n-word in(13-b).

(21) a. (i) Personnen’a parlé a personne. (French)
Nobody  NE has talked to nobody
(if) *Nikt rozmawiat z nikim. (Polish)
(ili)) Niemand sprach mit niemandem. (German)
b.  Semantic contributions of the words:
2nd n-word: [PaRTs (y, Jy(a’ A B'), human’(y), ~')]

The lexical semantic contributions add up to the PARTS list in (22).

(22) PARTS list of the sentences in (21):

PARTS z, Hx(oz//\ B), htJman (x), —l|’y7y, Jy(a' A B,
human (y)a e 7"57y7talk (y7 fE)

In addition to the embedding constraints in (15) we also know that human’(y) must
be in the restrictor of the second existential quantifier, i.e., it must be a component
of o, and we know that the scope of the quantifier must contain talK(z, y), i.e.
talk’(z, y) must be a component of 5’.

If, in addition, we assume that the subject takes scope over the direct object,
we can derive three possible readings, given in (23).

(23) Potential readings (assuming subject > object)
a. ——3Jy(human’(y) A Jz(human’(z) A talk’(y,x)))
b. —3Jy(human’(y) A =3z(human’(z) A talk’(y,z))) [DN]
c. —Jy(human’(y) A Jz(human’(z) A talk'(y,z))) [SN]

The double negation reading in (23-b) is attested for the French and the German
sentence in (21). The single negation reading, (23-c), is found for French.

\We are grateful to Daniéle Godard for discussion of the French data.
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The reading in (23-a) seems to be absent in all three languages. The problem is
that there is a negation intervening between the negation and the existential quan-
tifier contributed by the same n-word: If the first “—" is contributed by the subject,
then the “—" of the direct object intervenes between the subject’s negation and its
quantifier (3« ...). If the first “—" stems from the direct object, then the subject’s
“=" intervenes between the object’s negation and its quantifier (3y...). We can
exclude this kind of linear intervention by adding the following line to the lexical

specification of n-words in(11).%2

(24) Intervention condition, to be added to the specification in(11):

andnotEe( —e<y andﬂx(a/\ﬂ)qe)

The condition in (24) says that there may not be an expression e such that —e is in
the scope of the negation contributed by the n-word (—+), and at the same time, the
existential quantifier contributed by the n-word (3x...)) isine.

In this section we showed that we can derive all and only the attested readings
if we assume the lexical specifications for the n-words in (11) (augmented with
(24)) and for the negative marker in (12), and apply the combinatorial principles of
LRS without any further restrictions. We saw that not all of the resulting readings
are available in all languages. In the next section we will present language-specific
principles that will allow us to impose the correct restrictions for each language.

4.2 Typological Constraints

In this section we will present the general principles which determine the typolog-
ical type of the negation system of each language. We will first look at Polish, then
at German, and finally at French.

42,1 Polish

To enforce obligatory negative concord for Polish, Richter and Sailer (2004a) pro-
poses the NEGATION COMPLEXITY CONSTRAINT, given in (25). Remember that
in LRS, the EXCONT value is the logical form of a sign, the MAIN value is the main
semantic constant contributed by the sign’s lexical head.

(25) The NEGATION COMPLEXITY CONSTRAINT:
For each sign, there may be at most one negation that is a component of
the EXCONT value and has the MAIN value as its component.

With this principle we can rule out the double negation reading and the denial
reading given in (20) for the Polish sentence in (17). In this sentence, the MAIN

270 distinguish clearly between the HPSG description language and the semantic representation
language we use not, and and E for negation, conjunction and existential quantification in the
former.
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value is the constant talk’. In the hypothetical EXCONT values in (20-a) and (20-b)
this constant is in the scope of two negations.

To guarantee the presence of the NM in negated verbal projections, we must
invoke a second language-specific principle for Polish. We called this principle the
NEG CRITERION, due to its similarity in effect to the Neg Criterion of Haegeman
and Zanuttini (1996).

(26)  The NEG CRITERION:
For every verb, if there is a negation in the EXCONT value of the verb
that has scope over the verb’s MAIN value, then that negation must be an
element of the verb’s PARTS list.

Since the Polish NM nie is a verbal prefix, its semantic contribution is part of the
semantic contribution of a negated verb. If a sentence contains an n-word and a
negated verb, as the Polish sentence in (17), the NEG CRITERION is met. In (13)
and in (21), however, there is no negation in the semantic contribution of the verb.
Despite its absence in the verb, in all the potential logical forms of the complete
sentence the verb’s MAIN value (talk’) is in the scope of a negation. Thus, the
NEG CRITERION correctly excludes these sentences. Note that if we add a pre-
verbal negation in sentence (21), the sentence becomes grammatical. Due to the
NEGATION COMPLEXITY CONSTRAINT it has only a single negation reading.

4.2.2 German

For Polish the constraint in (25) prevents double negation readings. For German,
a non-NC language, we need a constraint that prohibits negation agreement. This
constraint is given in (27).

(27) NEGATION FAITHFULNESS CONSTRAINT (German, Dutch, English):

a. Inevery phrase: there is no element of the form —«a which is on the
PARTS list of both the head-daughter and the nonhead-daughter.

H-DTR LF PARTS
N-DTR LF PARTS
b. phrase = =
and not E[f E« | and renber ([[A))
and nmenber (@,B)

Let us reconsider the sentences with two words which contribute a negation, i.e.
sentences (17) and (21). Their single negation readings in (20-¢) and (23-c) arise by
the identification of the negation contributed within the VP (either by the negative
marker or by the n-word in object position) and the negation contributed by the
subject. As an immediate consequence, when the subject combines with the VP,
both constituents have a negation in their PARTS list. To derive a single negation
reading, these negations must be identical, i.e. there must be an expression —«
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which is on the head-daughter’s and on the nonhead-daughter’s PARTS list. This is,
however, what the constraint in (27) excludes.

4.2.3 French

For French n-words of the personne-type nothing needs to be said, as LRS allows
for negation agreement but does not enforce it. This means that the ambiguity of a
sentence with two n-words such as (21) is correctly predicted. At the moment we
cannot yet exclude the single negation reading of a sentence with an n-word and
the NM (i.e. of the type in (17)). This has to be postponed until the next section,
where we will derive it from lexical properties of pas in European French.

Olivier Bonami and Gilles Boyé (p.c.) brought to our attention a number of
interesting n-words in French slang, such as que dalle, que tchi and oualou (all
meaning nothing), which are beyond the well-known core of French n-words.*3
According to a preliminary google search and introspective judgements of a small
number of native speakers, these n-words pattern exactly like other n-words in
French: They license negative polarity items (28-b), they show negative concord
with other n-words (29), and they express a double negation when combined with
pas (30). We did not find an instance of a double negation reading with quedalle
and another n-word, though.

(28) a. *Je fous toute sorte de chose pendant les vacances.
I madeall sorts of things during the holidays
b. On foutait rien/ que dalle/ que tchi/ oualou

One made nothing
‘We did nothing.’

(29)  (internet data)

a. maission va dansce sens la, plus  personne fait
but if onegoesin this direction there no more nobody  does
guedalle
nothing
‘but if one goes in this direction, nobody does anything anymore.’
(found by O. Bonami)

b. enréalité ces initiatives n’apportent absolument que dalle &
in reality these initiatives NE bring  absolutely nothing to
personne ...

nobody
‘In reality, these initiatives don’t serve anything at all to anybody.’

(30) C’est pas quedalle
that’s NM nothing
‘That’s not nothing.’

3Their non-standard status is also documented by (i) their high frequency of occurrence without
ne and (ii) the considerable amount of orthographic variants (which include for que dalle: quedalle,
kedal, que le dail, for que tchi: ketchi, keutchi, for oualou: waloo, walloo, walou).
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While these n-words deserve a more systematic investigation, our preliminary sur-
vey suggests that they follow the pattern of the well-studied n-words in French.

4.3 Summary

In this section we demonstrated that we can assume the same semantic specifi-
cations for n-words and negative markers in French, Polish, and German. The
typological differences in the negation systems are derived from language-specific
restrictions on the mutual compatibility of negative items in a sentence.

In our theory optional NC is the simplest case, which is typologically correct.
Strict NC can be enforced and might even be preferred because it leads to less
complex logical forms. For the rare cases of non-NC languages a principle like
(27) can account for the general pattern. Thus, these languages have more complex
grammars than NC languages, which may explain their typological markedness.

5 Analysislil: Exceptional N-Words

While the negation agreement behavior of personne/nikt/niemand-type n-words
follows from the architecture of LRS and general typological principles, our ac-
count of the n-words mot and Dreck in (7) and (8), and of the negative adverb pas
is lexicalized and treats them as idiosyncratic items. Their lexical entries contain
collocational restrictions which exclude some of the readings we expect to find
according to the general principles.

5.1 Collocationally Restricted N-Words

In Section 2.2 we showed that French mot (word) and German einen Dreck (a
dirt) are inherently negative, exhibit obligatory NC with other negative items in the
sentence, and are restricted to co-occur only with a small number of verbs. French
has a number of n-words similar to mot: The n-word goutte (drop) co-occurs with
verbs of drinking, but also with verbs of perception (voir, entendre (see, hear)),
or comprehension (comprendre, connaitre (understand, know)). The n-word mie
(crumb), the most archaic of the three, is attested with écouter (listen) and attendre
(wait/expect). Our brief overview shows that the verbs with which each of these
n-words co-occurs are not fully predictable from the literal meaning of the n-words.

It is worth noting that the negation marker pas was historically just one more
of these specialized n-words. Motivated by its literal meaning (step), it used to
combine preferably with verbs of movement. In Section 4.2.3 we observed that
the interaction of pas with n-words does not follow completely from the general
principles of the negation system of European French. For other varieties such
as Canadian French (Acadian), reported in Richter and Sailer (1999), pas is fully
integrated in the optional concord system. There we find both single and double
negation readings for sentences which contain an n-word and pas ((1-c), (17)). We
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conclude that in European French, pas has a regular grammatical meaning but,
nonetheless, is (still) not free from idiosyncratic collocational restrictions.

In Section 2.2 we showed that the exceptional German n-word einen Dreck is
similar to French mot: It is inherently negative, it does not lead to double nega-
tion readings and it is collocationally restricted to a small class of verbs. German
has a number of other such specialized n-words (Sailer ta), including den/ einen
Teufel (the/ a devil) or einen feuchten Kehrricht (a damp dust), which collocate
with roughly the same class of verbs attested for einen Dreck.

The phrase einen Dreck violates the general typological pattern of German,
which excludes NC. Interestingly, we also find French n-words that go against the
otherwise stable ban on single negation readings with pas. There is a third group
of n-words in French, also mentioned in Richter and Sailer 1999, which includes
ame que vive (soul that lives). This n-word behaves analogously to mot, but it can
form a single negation reading with pas, excluding a double negation reading.

(31) a. llny a (pas) ame qui vive dans cet endroit désert. [SN]
It NE there has NM aliving soul in  this place deserted
“There isn’t a living soul in this deserted place’
b. Personnen’a  jamais rencontré ame qui vive dans cet endroit

nobody  NE has never met alivingsoul in this place
désert. [SN]
deserted

‘Nobody has ever met anyone in this deserted place.’

5.2 Analysis

We are now ready to show that the behavior of the exceptional words can be cap-
tured using the collocation theory of Soehn (2006) outlined in Section 3.3. The
necessary collocational restrictions will directly express the distributional idiosyn-
crasy we find: For pas it will refer to abstract items in the logical form, for mot it
will mention the verb class. The lexical entries of einen Dreck and &me qui vive
will be the most elaborate, reflecting their unusual behavior relative to the negation
systems of French and German.

5.2.1 The Lexical Entry of pas

Since pas is a negative marker its semantic contribution is as described for negative
markers in general in (12). However, we have to add a collocational restriction
within its coLL value in which we specify that no other item may agree with it
within the same clause. This enforces the DN reading in (1-c) and in (17).
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(32) Sketch of the relevant part of the lexical entry of pas:
PHON (pas)
SYNSEM ADV

LF [PARTS <ﬁ6>} and —¢ occurs exactly once in [Al

coLL complete-clause
LF-LiC [PARTS [A]]

5.2.2 The Lexical Entry of mot-type N-Words

The lexical entry of mot in (33) is consistent with (11). In addition, it contains
a non-empty coLL value expressing that: (i) its collocational restrictions must be
satisfied in the smallest complete clause containing mot; (ii) in this clause, mot
must combine with a verb of saying (we use the attribute LISTEME from Soehn
2006 to express this); (iii) while mot contributes a negation, this negation may not
be distinct from other negations in the same clause. Under this analysis, the incom-
patibility of pas and mot in (7-c) is an immediate consequence of the contradictory
collocational requirements of the two items.

(33) Sketch of the lexical entry of the exceptional n-word mot:

[PHON (mot)
SYNSEM NP

e |EXC [ 3z(a A B)
PARTS (z,[1], thing’(z), =)

complete-clause
COLL< Loc-LIC [CAT HEAD LISTEME saying] >

LF-LiC  [PaRTS [A]]
and thing’(z) is a component of « and [1] is a component of
and if there is an element in [a] of the form =6, then § = ~

5.2.3 The Lexical Entry of einen Dreck-type N-Words

At the surface the pattern of German Dreck in (8) is analogous to that of mot.
However, we have to take into account that the negation systems of French and
German are fundamentally different. French has optional NC, in German NC is
impossible. We assume that Dreck is lexically specified as optionally introducing
a negation. Collocationally it is just like mot. A clause-mate negation may not be
distinct from the negation contributed by Dreck. This leads to the effect that Dreck
does not contribute a negation in the context of a negative marker or an n-word.

This analysis also makes the right predictions for (34), in which there are two
words, an n-word and a negative determiner, which contribute negation.

(34) Das schert niemanden keinen Dreck. [DN]
this concerns no one no dirt
‘No one does not care about this.’
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In this case, the typological pattern of German is responsible for the double
negation reading, and Dreck does not contribute a negative component.

(35) Sketch of the lexical entry of the exceptional n-word Dreck:

[PHON (Dreck)
SYNSEM NP

EXC Jz(a A B)
|:PARTS ([T, thing’ () )(® <ﬁ7>)}

complete-clause
coLL < [LOC-LIC [CAT HEAD LISTEME intell-concern] >
LF-Lic  [PARTS [A]]
and thing’(z) is a component of «
and [1]is a component of an expression —J in
and if there is an element in [a] of the form =6, then § = ~

To model n-words such as ame qui vive (a living soul) in (31), we assume
a lexical entry which is like the one for einen Dreck in (35) with different local
collocation requirements (i.e. a different Loc-LIc specification), but with identical
logical form collocations: The PARTS list contains an optional negation operator
(*(®—y)™), and the logical form of the smallest clause containing the n-word must
have a negation (—d), but this negation may not be distinct from —y. It follows
that whereas the version of einen Dreck without negation is required in German
whenever another negative item occurs in the same clause, &me que vive only needs
to be non-negative if it co-occurs with pas.

6 Summary

The theory of NC which we have developed in this paper has three layers. The
universal core system is determined by the semantic combinatorics of LRS and
the structure of the collocation theory. At the same time common lexical semantic
specifications of the important words of the sentential negation system (n-words
and negative markers) have been identified. Without additional assumptions, the
core system delineates the same potential readings for French, Polish and Ger-
man. In the second layer, the typological principles distinguish among the three
language-specific typological classes of NC we saw. In the third layer, language
internal idiosyncrasies, i.e. exceptions to the general typological class, are han-
dled by exceptional collocation requirements of small classes of lexical items. As
a result, we distinguish clearly between (i) the overall type of the language and
(i) lexical items with principle-governed versus idiosyncratic behavior. Previous
approaches have not been able to combine these two aspects.

Our analysis distinguishes three typological classes of NC. French is the sim-
plest case, since the core of n-words exhibits an unmarked behavior. Double nega-
tion readings and single negation readings with two n-words are optional. The
system is unstable due to a collocationally restricted function word, the negative
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marker pas. Polish is a pure NC language. Two language-specific principles (25)
and (26)) enforce obligatory NC and the presence of the verbal negative marker,
nie, in negative sentences. The obligatory presence of the NM in Polish makes
it non-trivial to distinguish n-words from NPIs in this system. German marks the
other end of the scale. German forbids NC with a third language-specific principle,
which we called NEGATION FAITHFULNESS CONSTRAINT (27).

The analysis makes the following predictions: (1) We expect that functional
items in a language show fewer or no collocational properties. This is attested for
French pas. Historically, pas was collocationally as restricted as mot. Its collo-
cational restrictions today are more general than those of the mot type. However,
the incompatibility of mot and pas still follows from their respective collocational
requirements alone. In non-European variants of French, pas does not have a col-
locational restriction, i.e. it behaves according to the general principle and permits
optional NC. (2) For non-NC languages, items which enforce “NC-like” interpre-
tations have complex semantic contributions and collocational requirements. Thus,
they are highly marked. In fact, we only find very few of them in German. They
have not been noticed in the literature, and we conjecture that their overall fre-
quency in languages is very low.*

At the heart of our analysis is the technique of enforcing, forbidding or per-
mitting structural identity between (components of) signs in complex structures.
In HPSG this is the single most important device of linguistic description. It is
used to model agreement in the nominal domain, coindexation in Binding Theory
and subject-verb agreement in the sentential domain. In LRS analyses of semantic
phenomena, structural identity of semantic representations has been used before to
model tense agreement in Afrikaans (Sailer 2004) and interrogative agreement in
multiple wh-questions in German (Richter and Sailer 2001). In the present con-
tribution we argued that a typologically oriented analysis of NC can exploit nega-
tion agreement to account simultaneously for (1) the dominance of NC or multiple
negation in a given language and (2) the occurrence of lexically marked excep-
tions to each pattern. We integrated lexical exceptions in such a way that they are
distinguished as special cases which need to be learned individually.

1postal (2004) presents intriguing data on idiosyncratic English slang n-words/minimizers such
as squat. They seem to mean nothing in isolation (i-a), and they don’t allow for a DN reading if
a negative marker or an n-word is present ((i-b), (i-c)). However, in contrast to French mot and
German Dreck, squat does not license NPIs (such as in years in (i-d)). Postal, thus, treats squat as
being ambiguous between a zero-quantifier in(i-a) and an NPI in (i-b) and (i-c). We do not attempt
to analyze squat in this paper, but the data supports the point that NC-like items in non-NC languages
show clearly marked behavior.
(i) Claudia saw squat. (= Claudia saw nothing.)
Claudia didn’t see squat. (= Claudia didn’t see anything.)
Nobody knows squat about your topic. (= Nobody knows anything ....) (internet data)
Helga has said nothing/ *squat to me in years.

2o o
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Abstract

This paper presents an overview of a proposed linearisation grammar,
which relies solely upon information residing in lexical heads to constrain
word order. Word order information, which encompasses discontinuity as
well as linear precedence conditions, is explicitly encoded as part of the fea-
ture structure of lexical heads, thus dispensing with a separate LP specifi-
cation or linearisation-specific feature like DOM for phrases. Instead, such
lexicon-originated word order constraints are enforced in projections, prop-
agated upwards and accumulated in the compound PHON feature, which
represents phonological yields in an underspecified manner. Though limited
somewhat in generative capacity, this approach covers the key phenomena
that motivated linearisation grammars with a simpler grammar architecture
without phrase structure rules.

1 Introduction

In this paper I would like to show there can be a serious monostratal alternative
to the standard linearisation grammar in HPSG (Reape, 1994; Kathol, 2000) which
posits a separate, ‘phenogrammatical’ representation, in particular Word Order Do-
main initiated by Reape, in order to account for, inter alia, scrambled discontinu-
ity phenomena frequently observed in freer word order languages like German,
Japanese and Korean. My central proposal consists in representing word-order re-
lated constraints that encompass discontinuity as well as linear precedence explic-
itly inside the feature structure, as values of the Word Order Constraints (WOCs)
feature. In what follows I present a rather radical version of implementing this
idea, wherein all the WOCs originate from lexical heads and are applied to lo-
cal sisters. By way of compensation, we render PHON a compound feature en-
riched with word order information, through which WOCs propagate upwards, to
ensure that the LP conditions in discontinuous phrases are enforced. Admittedly,
this setup would require somewhat extensive modifications to other components
of the grammar, at times dictating particular phrase structure construals. Also, the
fully lexicalised system presented here does not quite achieve the same constrain-
ing power as the versatile DOM-oriented system. However, I will argue that our
conservative extension to the classical HPSG can handle most of the phenomena
claimed to require a separate linearisation-specific domain.

It would be worth noting, before getting into the details, that the main moti-
vation behind my proposal is of a rather technical nature, namely the search for
a simpler and reusable grammar architecture rather than a linguistically plausible
account. The standard ID/LP style framework, which is largely inherited by the
existent linearisation grammars (cf. Daniels (2005)), may well be a more intuitive
and plausible route. However, given the usual advantages of a lexicalist frame-
work, I believe it is worthwhile to push its boundary. For if word order information
— a source of great many language-specific idiosyncrasies — was incorporated into
the lexicon in its entirety, not only could we dispense with phrase structure rules
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but also reuse many of the general schemata — such as Head Complement Schema
— cross-linguistically. This in turn would bring immense benefits to computational
grammar building too, as all the parsing work could then be borne by a single,
universal word order free algorithm for any language (Sato, 2006).

2 Standard Linearisation Account

Below is an example of scrambled discontinuity from German of the kind that
motivated linearisation grammars, where (1) is in canonical word order while (1)
shows its scrambled variants.

@)) Ich glaube, dass der Vater dem Jungen das Buch zu lesen erlaubt.
I believe Comp the father(nom) the boy(dat) the book(acc) to read allow

‘I think that the father allows the boy to read the book’

1) Ich glaube, dass der Vater [das Buch] dem Jungen [zu lesen] erlaubt
Ich glaube, dass dem Jungen [das Buch] der Vater [zu lesen] erlaubt
Ich glaube, dass [das Buch] dem Jungen der Vater [zu lesen] erlaubt

Notice that the lower VP is realised discontinuously in (1’) (in square brack-
ets).! Such instances are not adequately covered by context free phrase structure
rules (Suhre, 2000) and call for some non-CFG machinery for constituent order-
ing, such that (1) discontinuity/interleaving can be allowed and (2) appropriate
LP constraints are enforced. Reape’s account invokes some separate mechanisms
to handle such ordering, in addition to the introduction of DOM (Reape, 1994).
Firstly, Reape’s ‘default’ combinatorial operation for a phrasal projection is do-
main union (rather than append as in context free rules), which is essentially
discontinuity-allowing but order-preserving merging of lists. Secondly, in order
to distinguish between the potentially discontinuous and obligatorily contiguous
cases, the UNIONED feature is introduced into phrases, which indicates whether
the phrase is intervenable at upper nodes. For example the lower zu-infinitival VP
in the above example is UNIONED + and hence is domain-unioned into its mother,
allowing for discontinuous realisation. Thirdly, LP constraints are stated in the LP
component of the grammar. For example, the constraint COMPS<ZU-INF-V in
German blocks the ungrammatical zu lesen das Buch sequence. The fact that the
domain union operation preserves the relative order of constituents ensures that the
LP compliance is preserved non-locally at upper nodes. In sum, the interaction
of domain union, the UNIONED feature and LP statements controls the way that

"Under the ‘biclausal’ construal, which is generally accepted to be more appropriate for the “in-
coherent’ object control constructions in question (Gunji, 1999) than the ‘monoclausal’ alternative,
or argument composition (Hinrichs and Nakazawa, 1990). Note that I am not employing a biclausal
construal throughout, however. I am in agreement with Kathol and Miiller in preferring argument
composition for ‘coherent’ constructions (Kathol, 2000; Miiller, 2002).
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constituents are linearised in DOM, ruling out the unacceptable sequences while
endorsing grammatical ones such as the examples in (1°).

DOM is a list of signs or ‘domain objects’ (consisting of PHONs and synsems)
cumulatively percolated and as such contains a considerable duplication of infor-
mation with other parts of the feature structure. This is necessitated, it is claimed,
by the existence of non-local word order constraints that operate across local do-
mains. Yet what I find striking about Reape’s work is that despite his invocation of
separate machineries to enforce the potentially non-local constraints, the majority
of the word order conditions are applied in fact to sisters. Even for discontinuity,
inherently non-local though it is, the intervenability information originates from
a local feature, UNIONED. Genuinely non-local word order conditions, namely
those that linearise particular constituents from inside different local nodes, seem
far and few between. Provided all LP constraints are rendered locally applicable
— a contentious proposition I will discuss in the next section — all that would re-
main for DOM to do is percolation of intervenability information. This suggests
the possibility to dispense with a linearisation-specific feature like DOM, if the
fragmented word-order related information can be accordingly streamlined. I will
argue that this is indeed possible in the following section.

3 Word Order Constraints Lexicalised

The underlying idea for lexically encoded word-order constraints (WOCsS) is sim-
ple: since the dependents of a lexical head are available as its valences, it should
be possible to state the relative linear order and adjacency between the head and
a dependent sister, as well as between its dependent sisters, inside it. The WOC-
incorporated feature structure would look like the following, with the German verb
and noun we saw earlier in the examples:

[zu-inf-verb noun
CONSTITS < zu-1

PHON {zu esen} PHON CONSTITS {Buch
CONSTRS{} CONSTRS{}

np det
71SYNSEM | ... | COMPS
‘ l < CASE Acc GEN Neut

> SYNSEM | ...| SPR

WOCs {<} WOCS {~, <}

Let us first focus on the WOCs feature, whose value is a set of word-order
related constraints. For the current proposal I include ADJ (for adjacency, rep-
resented above as ~) and LP (<) though the feature may contain any relational
constraint with the proviso of its formalisability. The crucial point is that interven-
ability and LP constraints both come from a single feature, working essentially in
the like manner. Naturally, there is a restriction on the operands of these relations:
they have to be either the synsem of the head or of one of the complements. Also,
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it is stipulated that one cannot state a constituent is adjacent to/precedes itself. > In
the examples the WOC:s feature of zu-lesen says, for its projection, its accusative
complement NP must precede the verb itself, while that of the noun Buch says that
the attached determiner must both precede and be adjacent to itself.>

These lexically encoded WOCs are enforced in a modified Head-Complement
Schema (Pollard and Sag, 1994) (in the case of the head-complement projection),
as shown below. I am assuming a flat structure for VPs, therefore COMPS include
the subject.* For simplicity only the ADJ constraint is shown, but the LP constraint
would work in an analogous manner. Notice that a new, enriched PHON feature
now contains the subfeature CONSTRS (constraints), as well as the CONSTITS
(constituents), the unordered set of its phonological components. Thus, the PHON
feature overall represents any of the legitimate word order patterns endorsed by
CONSTRS with the words in CONSTITS in an underspecified way. Crucially, this
is where WOC:s are percolated into, and hence linearisation takes place.

[ head-comp-structure

phon

CONSTITS U{{} ..... ..... }

PHON

COMPS ()
WOCs

head-cat

PN |:CONSTITS {}}

CONSTRS{ }
HD-DTR

SYNSEM [COMPS [ss—a1] [ss—ai] [ss—aj] ,|ss—anl>}

WOCs{___ ss—ailfss—aj }U wocrest

sign sign sign sign
CONSTITS CONSTITS CONSTITS CONSTITS
COMP-DTRs( |PHN| || HN [ [, .| PHN - HN
CONSTRS CONSTRS CONSTRS CONSTRS
SYNSEM SYNSEM SYNSEM SYNSEM

The reader is asked to interpret and in the head daughter’s WOCs to
represent any two synsems chosen from the daughters including the head, namely
[ss-ai, € {lss-hdp5=aq,... ss=am}. The structure sharing of and between
WOCS and COMPS indicates that the ADJ constraint applies to these two argu-
ments, i.e. [ must be adjacent to il Notice that the categories being unified

2Furthermore we define A[lex]<B, where A is a lexical head, to mean A linearly precedes all the
constituents of, or alternatively, the right periphery of, B. A<B[lex] can be similarly defined, such
that the left periphery of A precedes B. Meanwhile A[lex]~B is taken to mean A and B together
constitute a contiguous string, whatever the order is. Therefore the adjacency relation is symmetric.
Also, the non-head string, B, may itself be non-contiguous.

3For the sake of the argument I am glossing over two facts here: (1) zu lesen is not really a word
and (2) a noun can be non-adjacent if adjoined by a nominal modifier e.g. an adjective. We will come
back to this point in Section 4.1.

*Our treatment is extended to the configurational analysis in Section 4.1.
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between WOCS and COMPS, their synsem information is fully available for lin-
earisation. Now, only for these WOC-applicable daughters, the PHON|CONSTITS
values are paired up with the appropriate operator (in this case P4i~paj) and pushed
to the mother’s PHON|CONSTRS feature. In short, the relevant WOCs, originally
stated in a lexical head on a pair of categories, is converted into the LP or ADJ
specification between the corresponding PHONS and passed up into the mother.

Another important point is that the CONSTRS subfeature is cumulatively in-
herited. Notice that all the non-head daughters’ CONSTRS values (€a1.... caq]) —
the word order constraints applicable to each of their daughters, namely the result
of WOC application at the lower nodes — are also passed up, collecting effectively
all the CONSTRS values of its descendants. This means the information concern-
ing word order, as tied to particular string pairs, is never lost and passed up all the
way through, enabling WOC:s to be enforced at any point at an upper node. This is
how the discontinuity/adjacency condition can be enforced, since the ADJ specifi-
cation gets percolated up to the top node and blocks/endorses the relevant phrase
being intervened wherever such intervention is to take place. This is the task that
was borne by the UNIONED feature and domain union in Reape’s framework.

Lastly, the applied WOCs are discharged, in a similar manner to the COMPS
feature except that for WOCs both operands of an ADJ/LP pair have to be en-
countered for discharge. Thus there may remain undischarged WOC pairs in the
mother (wocress). This is in anticipation for extending the schema to other phrasal
structures, which we will discuss in the next section.

Let us now see how the Schema works out with our control verb examples
(1) and (1’). Following is the WOC specification of the head, erlaubt. Notice in
particular that there is no WOC involving the infinitival VP complement:

[subord-obj-ctrl-verb

CONSTITS { erlaubt }
PHON
CONSTRS {}
SYNSEM | ... | COMPS " ]| ,[zu-inﬁvp]
CASE Nom CASE Dat

WOCS {<,<}

The result of successively applying the Schema up to the erlaubt projection is
shown below (only the PHON feature).

[subordinate-clause

erlaubt }U Vater } der}}u Jungen } dem }}

CONSTITS
PHON Uzu—lesen }UBuch},das}}}

CONSTRS { (221 <(o1], (02 (o], [T ], (2], [ <o), (a3 el

All the scrambled variants as in (1”) would be endorsed by this representation. No-
tice that it endorses extraposed instances e.g. der Vater dem Jungen erlaubt das
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Buch zu lesen, due to the lack of LP requirement between erlaubt and its comple-
ment VP, as well as ‘the third construction’ der Vater dem Jungen das Buch erlaubt
zu lesen, coupled with the lack of adjacency requirement therebetween. It seems
that all the acceptable word order patterns are captured by this representation.

The ‘weakness’ — or price for simplicity — of our monostratal representation
lies in the fact that the PHON feature, if augmented by the word order information
in CONSTRs, is (naturally) still devoid of local, above all synsem, features. Once
a (maximal) projection of a phrase has been completed, the local information of
its non-immediate lower nodes is no longer available, making a higher-node LP
condition impossible that works ‘down’ the trees and checks the LP between el-
ements in its non-immediate lower nodes. For example, problematic cases arise
when a control verb like erlauben further embeds another control verb in a non-
extraposed, or intraclausal, construction. The first of the following examples is
generally considered ungrammatical, as opposed to the second, grammatical extra-
posed counterpart:

(2) * ..dass der Vater dem Jungen zu versuchen das Buch zu lesen erlaubt.
Comp the father the boy the book toread try allow

intended: °...that the father allows the boy to try to read the book’

(2’) ...dass der Vater dem Jungen erlaubt, zu versuchen, das Buch zu lesen.

There is nothing to rule out (2) in our current WOC specification for erlauben and
it might seem as if some non-local constraint was at play, presumably to the effect
that if another control verb (in this case, zu versuchen) is embedded, its comple-
ment VP (das Buch zu lesen) must precede it. To generalise, in the intraclausal
environment, multiply embedded zu-infinitive VPs must obey what can be called
directionality of government: let the highest governor that appears at the clause-
final position be V; (in this case erlaubt), its immediate governee and second high-
est governor Vo (zu versuchen) and its governee Vs (zu lesen), then V3<Vo<Vj is
the only acceptable order, not the ‘crossing’ Vo<V3<Vj.

My tentative response is as follows: I am sceptical about the validity of describ-
ing the constraint operating in examples such as the above as instances of non-local
LP condition. Generally speaking, other means inside our lexicalist approach are
available that render the LP constraints local that would nevertheless have the same
effect. Regarding the above case, differentiating intraclausal and non-intraclausal
VPs> by means of subtyping would do the job of ruling out (2) while retaining
(2°), as we will see in Section 4.2, where we discuss subtyping. To be sure, there
are more difficult cases in German® or in Japanese and Korean” and it would be a

5T am using the term ‘non-intraclausal’ as a cover term to refer both the (fully) extraposed case and
the third construction (partially extraposed) case. Further subdivision may well become necessary
if, as indicated by Rambow (1994) in his analyses of the relevant data, the two cases differ in word
order patterns.

%As Rambow points out, the third construction shows more involved constraints if a control verb
is further embedded.

"Floating quantifiers could count as examples.
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folly to prejudge for other languages. However, our locality-abiding head-driven
approach can adequately cover the core phenomena with a due augmentation.

4 Extension

So far we have only been focusing on Head-Complement Structure, of a particular
clausal type at that. I do aspire to make the proposed lexicalised WOCsS applicable
generally, so some additions and modifications to the standard theory are in order.

4.1 Head-Specifier Structure

Firstly, the same treatment can be extended to cover Head-Specifier Structure such
as NPs as well as clauses in a configurational analysis quite straightforwardly.
WOCs can be written into a specifier-taking word in pretty much the same way,
and the corresponding Schema would be analogous to Head-Complement Schema.
I assume both verbs and nouns select for both SPR and COMPS valences (though
either may be an empty list), so the both WOC:s applicable to the head-complement
projection and to the head-specifier projection should be written into these word
types. Given the similarity between these structures, a supertype, functor-valence-
structure, that contains the WOCs feature is proposed, as in the following type
hierarchy:
functor-valence-structure

/\

head-comp-structure head-spr-structure

NN

nominal ~ vp np  clause

The preceding consideration also leads us to a second point, mentioned earlier
in the footnotes in the preceding section: it is not just words but also their bar-
level projections that should carry WOC information. Nominals or the subject-less
VP in a configurational analysis should keep its SPR valence undischarged, and
hence retain the WOCs for SPR. This is why we employed the staggered discharge
mechanism: WOCs are applied step by step, first to COMPS and next to SPR, each
time the relevant WOCs being discharged.

4.2 Subtyping

Now that the WOCs are encoded in lexical heads, it is essential, for succinct and
non-redundant specification of word order, to have a type hierarchy of words in
terms of WOC:s for specific languages. For example German verbs may be sub-
typed as in the following. Types subord-verb and zu-inf-verb should contain a
WOC that requires that its complements precede the verb, while for the matrix
verb types one needs to specify the V2 (declarative) and V1 (polar interrogative)
word order patterns.
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verb

matrix-verb subord-verb  zu-inf-verb

decl-verb polar-int-verb

I expect such subtyping based on the word order of complements to raise some
issues of broader concern. One is of plausibility: as Kathol (2000) argues (Ch. 7),
the issue of clause types may be a matter that should not be determined on the level
of the head a clause is a projection of but on the level of clause itself. However, I
defer this question for later consideration, as our first priority is to examine whether
our approach is technically extensible at all to other principal constructions. Closer
to the bone in this sense are two technical issues the German V2 word order evokes,
as this word order pattern involves the requirement that any, but only one of the ar-
guments/adjuncts be in the preverval position. We consider here the first issue, the
singularity of the fronted constituent, and will discuss the second issue of adjuncts
in the following separate section. The singularity of the fronted constituent could
cause a problem under our lexicalist but linearisation-based approach, since the
standard lexicalist device invoked for this purpose, SLASH percolation (Pollard,
1990; Netter, 1992), would be at odds with our linearisation-based WOC:s feature,
but linearisation is usually neutral to the number of fronted constituents.® However,
we could get around the problem by using disjunctive WOCs, namely by requiring
that only one of the complements of a verb both precedes and is adjacent to the
verb and all the other complements follow it. That is, provided that V of the type
decl-verb subcategorises for Compy, ... Comp;, ... and Comp,,, we require that
V=Comp; and V<Compy, ... and V<Comp,, for any (but only one) i.’

Such subtyping affords us certain flexibility to adapt to more subtle differ-
ences in word order. We have seen in Section 3 (examples of (2)) that a stronger
constraint applies to intraclausal zu-infinitive VPs than extraposed counterparts,
namely that of directionality. The following subtyping is proposed, essentially to
make a distinction between intraclausal and non-intraclausal zu-infinitives, the at-
tributes of which may be inherited by control verbs.

ctrl-verb embedded-zu-inf-verb

T

intra-zu-inf-v  nonintra-zu-inf-v

zu-inf-intra-ctrl-v zu-inf-nonintra-ctrl-y

8In fact a purely linearisation-based account that ensures this singularity of the preverbal con-
stituent is offered by Kathol (ibid., Ch.5), but clause-types, on which he crucially relies to enforce
LP conditions, are not available to our lexicalist approach.

The actual processing of such WOCs however would require a mechanism of satisfying disjunc-
tive constraints, which can be a source of inefficiency. For methods to process such a disjunctive
statement efficiently see Sato (forthcoming); Maxwell III and Kaplan (1981).
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We could then add an extra WOC only for the zu-inf-intra-ctrl-verb type, as below.
The additional WOC (underlined) requires for this type of verb that the comple-
ment VP must precede it, in order to enforce the desired directionality effect.

zu-inf-intra-ctrl-verb

wocs {[Erl<m. . Lo<m

The last jigsaw to complete the picture is to specify a finite control verb like er-
laubt to subcategorise either for zu-inf-intra-verb or for zu-inf-nonintra-verb, and
to require in its WOCs that it follows its complement VP for the former case.

4.3 Head-Adjunct Structure

The distinction between complement and adjunct is notoriously elusive and has
been a matter of considerable debate (see e.g. Przepidrkowski (1999)). This fuzzi-
ness also manifests itself in the German V2 word order, where an adjunct equally
qualifies as the constituent to front to the preverbal position. The need somehow to
treat adjuncts on ‘equal’ terms to arguments is particularly acute in our approach,
since we would need an access to adjuncts as well as arguments in the same valence
entry of a lexical head. The tentative solution I offer here is to adopt the increas-
ingly influential Adjunct-As-Complement account proposed by Bouma and van
Noord amongst others (van Noord and Bouma, 1994), which will afford us a local
list including adjuncts to operate on. Under a more recent version of this proposal
(Bouma et al., 2001), an adjunct is iteratively added through Argument Structure
Extension to the COMPS list and this is combined with other valence lists (e.g.
SUBJ) to form an extended list, DEPS (dependents) list. This list enables us to
state the desired WOC statements that hold between a head, its complements and
(now dependent) adjuncts in a straightforward manner.'® Below is an example of a
noun, English or German, which states it is modified by an adjective, which must
precede the noun. We could drop this LP requirement for verb modification by
adverbs to express they can appear before or after the verb.

HEAD
noun HEAD adj
COMPS = [a]| COMPS €B<|:MOD [HEAD m)un]:| >
WOCs

WOCs [ [od) <}

'Bouma et al. (op. cit) are however sceptical about the uniform application of Adjunct-As-
Complement theory to all the head-adjunct structures (pp.35f). Also, under this setup an infinite
number of DEPS list is produced for a single head, which can be problematic in (particularly bottom-
up) processing. For an eclectic approach to adjuncts that controls such explosion and can adapt to
both traditional and Adjunct-As-Complement treatments see Sato (forthcoming).
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5 Conclusion and future tasks

In the above I have given an overview of a possible lexicalist grammar with the
incorporated WOCs feature that handles word order phenomena problematic to
CFG including discontinuous constituency. In particular, I have shown that with a
due augmentation of the PHON feature the classical cases of discontinuity-causing
scrambling can be adequately covered, without invoking a linearisation-specific
domain.

Yet the ideas presented here remain at a rather high level of abstraction and
need yet to be tested thoroughly against more real data. One issue missing from the
discussion above is how to constrain linearisation according to categories/types of
the constituents involved rather than cases/obliqueness of complements. For exam-
ple, it is generally preferred to put pronominals before non-pronominals in the Mit-
telfeld of a German subordinate clause. In our framework, where no linearisation-
specific domain is available, this information would have to be somehow written
into the WOC:s. This would involve putting into a lexical supertype generic WOCs,
which are then to be unified with the dependents of its subtypes, as and when ap-
plicable. However, since such a generic WOC is not anchored to particular depen-
dents, quantified statements (such as ‘all the pronominal complement NPs should
precede non-pronominal counterparts’) would be required.

Another major issue yet to be addressed is unbounded dependency. A fully
linearisation-based account of UDCs would be advantageous to our approach in
terms of uniformity, but no such account has been fully developed to the best of
my knowledge, though Penn (1999) attempts at a limited use of linearisation for
this purpose. If the standard SLASH mechanism was to be adopted as well, then
the way the gapped element should interact with WOCs would need to be speci-
fied. On the other hand, a linearisation account of UDCs does not seem entirely
inconceivable, if the singularity of the gap/filler can be warranted by disjunctive
WOCs. !

Also, what has been presented here is a rather radicalised (fully lexicalist) ver-
sion, the plausibility of which may well be a matter of debate particularly as we
have been witnessing a significant shift towards the constructionist paradigm in
HPSG. A radicalism can breed a bias: we have already seen that our insistence
on lexicalised WOCs compels us to adopt a non-traditional treatment of adjuncts.
This radicality is an intended one, however, to make the contrast with the existent
approaches clear. Though I intend to pursue the lexicalist possibility further, it is
worth noting our central proposal, a ‘head-driven’ mechanism of word order spec-
ification, would essentially remain intact if the WOCs feature was introduced to
phrasal heads as well. This move may pave way to a more plausible and powerful
grammar, where one could state non-local word order conditions more naturally.

""Unboundedness would pose no problem to such a linearisation-based account as discontinuous
phrases can be endorsed however long the interval may be, but the main difficulty would concern
how to prevent the gap from being filled in some intermediate (non-leftmost) position.

336



References

Bouma, Gosse, Malouf, Robert and Sag, Ivan. 2001. Satisfying Constraints on
Extraction and Adjunction. Natural Language and Linguistic Theory 19(1).

Daniels, M. 2005. Generalized ID/LP Grammar. Ph. D.thesis, Ohio State Univer-
sity.

Gunji, Takao. 1999. On Lexicalist Treatments of Japanese Causatives. In R. Levine
and G. Green (eds.), Studies in Contemporary Phrase Structure Grammar, CUP.

Hinrichs, Erhard and Nakazawa, Tsuneko. 1990. Subcategorization and VP struc-
ture in German. In S. Hughes and J. Salmons (eds.), Proceedings of the Third
Symposium on Germanic Linguistics.

Kathol, Andreas. 2000. Linear Syntax. OUP.

Maxwell 111, John T. and Kaplan, Ronald M. 1981. A Method for Disjunctive Con-
straint Satisfaction. In M. Tomita (ed.), Current Issues in Parsing Technology,
Dordrecht: Kluwer Academic Publishers.

Miiller, Stefan. 2002. Complex Predicates. CSLI, Stanford.

Netter, Klaus. 1992. On Non-Head Non-Movement. An HPSG Treatment of Fi-
nite Verb Position in German. In G. Gorz (ed.), Proceedings of KONVENS 92,
Springer.

Penn, Gerald. 1999. Linearization and Wh-extraction in HPSG: Evidence from
Serbo-Croatian. In R. Borsely and A. Przepiorkowski (eds.), Slavic in HPSG,
CSLIL

Pollard, Carl. 1990. On Head Non-movement. In W Sijstma and A van Hork (eds.),
Proceedings of the Symposium on Discontinuous Constituency.

Pollard, Carl and Sag, Ivan. 1994. Head-Driven Phrase Structure Grammar. CSLI.

Przepidrkowski, Adam. 1999. Case Assignment and the Complement-Adjunct
Dichotomy: A Non-Configurational Constraint-Based Approach. Ph. D.thesis,
Universitdt Tiibingen, Germany.

Rambow, Owen. 1994. Formal and Computational Aspects of Natural Language
Syntax. Ph. D.thesis, University of Pennsylvania.

Reape, Mike. 1994. Domain Union and Word Order Variation in German. In J. Ner-
bonne et al. (ed.), German in Head-Driven Phrase Structure Grammar.

Sato, Yo. 2006. Constrained Free Word Order Parsing with Lexicalised Linearisa-
tion Grammar. In Proceedings of 9th Annual CLUK Research Collogquium, Open
University, UK.

337



Sato, Yo. forthcoming. For a Unified Schema of Modification: underspecified ac-
count.

Suhre, Oliver. 2000. Computational Aspects of a Grammar Formalism for
Languages with Freer Word Order. Diplomarbeit, Eberhard-Karls-Universitit
Tiibingen.

van Noord, G. and Bouma, G. 1994. The Scope of Adjuncts and the Processing of
Lexical Rules. In Proceedings of COLING 94.

338



A unified analysis of French causatives

Harry J. Tily

Department of Linguistics, Stanford University

Ivan A. Sag

Department of Linguistics, Stanford University

Proceedings of the 13th International Conference on
Head-Driven Phrase Structure Grammar

Linguistic Modelling Laboratory,
Institute for Parallel Processing,
Bulgarian Academy of Sciences,
Sofia,
Held in Varna

Stefan Miiller (Editor)
2006
Stanford, CA: CSLI Publications

pages 339-359

Tily, Harry J. & Ivan A. Sag. 2006. A unified analysis of French causatives. In
Stefan Miiller (ed.), Proceedings of the 13th International Conference on Head-
Driven Phrase Structure Grammar, Varna, 339-359. Stanford, CA: CSLI Publica-
tions. DOI: 10.21248/hpsg.2006.19.


http://doi.org/10.21248/hpsg.2006.19
http://creativecommons.org/licenses/by/4.0/

Abstract

The treatment of French causatives and pronominal affixéged in
Miller and Sag (1997) and Abeillé et al. (1998) is notableifs compre-
hensive coverage and analytic detail, but it relies on a remolbad hoc
features and types that have little empirical justificatiéfe sketch a new
treatment of the same data set, which eliminates multiplied¢ entries for
the causative, as well as a number of other undesirabletémdbvices. Our
account builds on a long-standing observation that seeimiagularities in
the system of case assignment to the “causeédicf are not in fact excep-
tional, but determined by the general case assignment metahtransitive
verbs. This generalization, first incorporated into an HR®@lysis by Bratt
(1990), was abandoned in subsequent HPSG work that sougkpémd the
coverage of French beyond that of Bratt's analysis. Our beat is to show
that broad coverage need not come at the expense of lingaligtsignificant
generalizations.

1 Introduction

1.1 The composition causative

The verbfaire is the canonical French causative, exemplified by the foligueen-
tences from Miller (1991) and Abeillé et al. (1998).

(1) a. Pierre fait écouter Jean a Marie
Pierre makes to.listen JeanMarie D
‘Pierre makes Marie listen to Jean’

b. Paul le-fera lire  aux éleves de terminale
Paul ita-will. make to.read the senior year students.
‘Paul will make the senior year students read it’

c. la chaleura fait s'evanouir Paul
the heatn has madesE.to.faint Paula
‘The heat made Paul faint’

Within the lexicalist literature, a recent and successfehd in the analysis
of French complex predicates has suggested that much ohtémal structure
assumed for (e.g.) English complex VPs is unjustified fomEhe(Miller, 1991;
Abeillé et al., 1998; Abeillé and Godard, 2000, 2002). &stjzular, certain verbs

TThanks are due to Marie Catherine de Marneffe and Frédérpssot for judgments; to Frank
Richter, Frangois Mouret, Olivier Bonami, Stefan Mulkrd others at the HPSGO06 conference for
their input; and especially to Daniele Godard and Anne Aé&br generously giving their time and
expertise to guide our analysis towards its final revision.

1in the glosses throughouty,..A and D are used to differentiate between the nominative, ac-
cusative, and dative {an Miller's terms) arguments of a verb. We make no claims alibe status
of case in Frenchseindicates a reflexive pronominal in the famitye, te, se...
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NP VP
|

Pierre
\Y BINP [4NP

fait boire du the a Marie
(@, 2,B8,4) (NP,3E)

Figure 1:'Pierre makes Marie drink tea’

which appear to subcategorize for a dependent verb phrasedegn successfully
analysed as consisting of only a single VP, in which the embdd/erb and all
of its complements are treated as complements of the upstaib. This analysis
applies to the causatives as well as certain other verbablyahe tense auxiliaries.
This analysis is achieved via the technique of “argumentpmmsition” (Hinrichs
and Nakazawa, 1990), and results in a structure where thedvis and all of their
complements are sisters. An illustration is given in Figlre

One of the chief pieces of evidence for the flat VP is the plag#rof pronom-
inal affixes? which always appear on the finite verb, even when they areveegts
of the subordinate verb. This can be seen in (1b), in whéght') is associated se-
mantically with the downstairs vetise but morphologically with the upstairs verb
fera— it has “climbed”. However, there is one exception: a claspronominal
affixes we will callintrinsic affixes, as well as theefamily of reflexives, fail to
climb onto the causative (although they do climb onto tensdiaries):

(2) a. Lacraintedu scandalea fait se-tuer le juge
the fear of.the scandal has masieto.kill the judgea
‘The fear of scandal made the judge kill himself/herself’

b. Cette décision fera en-vouloir atout le monde a Jean
that decision will. mak&N-to.want at everybody  Jean.
‘Such a decision will make Jean angry at everybody’

The intrinsics are affixes that are lexically/idiomatigadissociated with a verb and
carry no reference. For example, the verbvouloir(‘to get angry at someone’) has
an associated affienwhich is identical in form to the general purpose pronominal

2Romance grammarians have often taken these dependentipsotmbe clitics. This has led to
a terminological difficulty for modern lexicalist accountshich follow Miller (1991), who argues
at length that the “clitics” are in fact affixes by the crigenf Zwicky and Pullum (1983). We also
follow Miller here and consistently use the term “affix”, nar than “clitic”.
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en(‘of them’), but does not contribute any independent megirthe VP. In (2b),
en does not climb onto the causatifera. Moreover, when any one intrinsic or
reflexive is present on the subcategorized vaibopther affixal arguments of that
verb must also be realized locally: they are “trapped”. Bameple, in (3), the affix
enis a regular indirect argument of the subcategorized verlzhvivould usually
climb and be realized non-locally:

(3) Mariea fait s’en-souvenir Jean
Marie has madsE.EN-to.remember Jean
‘Marie made Jean remember it’

The presence of the reflexigg however, traps it on the subcategorized verb.

A further subtlety in the behavior of composition causatiezbs is the case
that they assign their ‘causee’ argument. Curiously, tlse caarking of the causee
seems to be dependent on properties of the embedded verlen Givintransi-
tive infinitive as complementaire assigns accusative case to its causee; given a
transitive infinitive, it assigns dative ca3e:

(4) a. Leprof fait lire [Iéleve
the teacher makes to.read the student.
‘The teacher makes the student read’

b. Leprof fait lire Proust aléleve
the teacher makes to.read Proust the student.
‘The teacher makes (‘t0’) the student read Proust’

This is equally true when the causee is realized as a proradraffix, as it is in
(5):
(5) a. Le prof le-fait lire
the teacher hinn-makes to.read
‘The teacher makes him read’

b. Le prof lui-fait lire  Proust
the teacher hinm-makes to.read Proust
‘The teacher makes ‘to’ him read Proust’

However, certain verbs resist this generalization. In (6@ subcategorized verb
realizes no direct object, and yet the causee is dative wisie in (6b) the causee
is dative:

(6) a. Le prof luikle-fait voir / comprendre
The teacher hinm/x.A-makes to.see / to.understand
‘The teacher makes him see / understand’

3French does not have a strong morphological case markingraySubjects, objects and indirect
objects are distinguished by differing (but syncretic) ptalogical forms when they are realized
as pronominal affixes. When realized syntactically (as al, N&bjects and direct objects are not
distinguished, but indirect objects appear with the dummsppsitional markeg (for a broadly
compatible treatment, see Abeillé et al. (2005)).

342



b. Son chef luitle-fait en-vouloir a tout le monde
her boss hen/«.A-makeseN-to.want at everyone
‘Her boss makes her angry at everyone’

c. Il.fait se.les-laver auxles enfants
he.makes SE.them-to.wash the childrem/«.A
‘He makes the children wash them (their hands)’

Even if we consider the intrinsic affiento be a direct object, it is realized down-
stairs before argument composition occurs. Therefore nsaturated argument of
vouloir can be visible whefaire selects it, and so we would expect the intransitive
behavior. The same problem is illustrated in (6c¢): the dimdgject of the down-
stairs verb is “trapped” on the subcategorized infinitivedese of the presence of
the reflexivesg and yet the causee case marking remains dative. If affirtizee
tion suppresses an argument, as all analyses of which wenaire auggest, then
one would expect an infinitive that has realized its diregedbto pattern as an
intransitive. Given these exceptions, it does not seemilges® rely on the sim-
ple generalization that the transitivity of the subcatémgat verb determines the
causee’s case marking.

1.2 Miller and Sag 1997

In the first section, we listed three important facts that aalysis of the French
composition causative should incorporate:

e the causative verb must compose the arguments of its sgjoceted verb to
give rise to the flat VP;

e pronominal affixes associated with the subcategorized wert climb onto
the causative, except where any among them is intrinsicflexiee;

¢ the causee argument must be assigned the appropriate akisg, into ac-
count the transitivity generalization and its apparenegkions.

The analysis presented by Miller and Sag (1997) (hencetdi®®7) is the most
comprehensive account of the causative that we are awarndfwill serve as
our starting poinf. Hence, we will assume a degree of familiarity with this anal-
ysis, including its type hierarchy (which will be similar tmr own) and its basic
treatment of morphology.

4A number of other authors have presented analyses influemgédiller and Sag. Notable
among them are Calcagno and Pollard (1999), who considevaér range of causatives than we
discuss here, and focus on providing a more elaborate amtadaheory of argument realization
and structural case, but not the details of pronominal preece. Crysmann (2003) attempts both to
eliminate the typelff and to remove ad-hoc book-keeping features (an issue thatsseaddress),
while providing a uniform treatment for Italian. HowevenySmann'’s analysis does not address the
issue of having multiple lexical entries for the causative.

343



MS97 succeeds in accounting for the above facts, thoughes do at a cost —
it posits additional “bookkeeping” features and types totaee the empirical data,
rather than finding a parsimonious generalization. For etamMS97 subtypes
words intoclitic-words which have realized pronominal affixes, apléin-words
which have not, despite there being little evidence that diigtinction is ever se-
lected for. It also imposes an almost equivalent distimchetweerbasic-verband
reduced-verkio identify those verbs that have suppressed argumentsatizing
them affixally. However, to state the selection restrictiaf the causative and
capture the trapping effect described above, it is necgdsaassume that verbs
that have realized arguments affixally as well as havingrisitt affixes arébasic-
verbsand notreduced-verbsThis stipulation reduces the distinction to @ hoc
descriptive solution.

Another expedient but undesirable device relied on by MS9fié binary fea-
ture TRANS, used to stipulate the transitivity of a verb. In order toaatt for the
apparent failure of some intransitives to respect the auase marking general-
ization described above, transitivity is stipulated on gbey-verb basis, ignoring
the actual length of the argument structure list. This iguistically unnatural, re-
ducing the notion of transitivity to an arbitrary distinmti unrelated taRGUMENT-
STRUCTUREIlength. Moreover, in order to make this work, one has to pvgit
lexical entries for composition causatifaire: one which selects for arfRANS +]
verb and assigns its causee dative case; and another whacksder a fRANS —]
verb and assigns its causee accusative case.

In this paper, we present a treatment of the compositionataedaire based
on Miller and Sag (1997) that equally well captures the fatgscribed above,
but which dispenses with the featureans, the typeshasic-verb, reduced-verb,
plain-word andclitic-word (though we instead make use of a book-keeping feature
comparable to the former dichotomy), and the need for nleligxical entries for
faire. Instead, we suggest a principled lexical semantic basithéphenomenon
of differential causee case, and from this we derive a mor&panious treatment.

2 Re-evaluating the data

As the issue of causee case marking is the least well treatda iexisting litera-
ture, we will focus on it here. The basic pattern is shown i} (@peated here as

(7):

(7) a. Le prof fait lire [Iéleve
the teacher makes to.read the student.
‘The teacher makes the student read’

b. Le prof fait lire Proust al'éleve
the teacher makes to.read Proust the student.
‘The teacher makes ‘to’ the student read Proust
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ARG-ST (NP) & A & (NPj, V[ARG-ST (NPj) @ } >]
Figure 2: Simplified lexical entry for composition causatfaire

Given an argument composition analysis of the complex VReasribed above, a
natural way to capture the causee case-marking facts is giw8ratt (1990). First,
we assume that the first object on every verb’s argumenttsteics constrained to
be accusative, and any further objects are required to lxeedat oblique. Then,
achieving the correct case-marking facts is simply a maftperforming argument
composition in a novel way: rather than appending the segoaized verb’s argu-
ments to the end dhire’'s argument structure, we insert them before the causee.
This constraint is schematized in Figure 2.

Now, when the subcategorized verb is transitive, its lisblgects ) is non-
empty, and so the causee (Y notfaire’s first object, and receives dative case.
Only when the subcategorized verb is intransitiv@di€mpty, in which case the
causee ends up the first object, receiving accusative>c@bes the causee’s case
falls out naturally from the observation that French verdisetat most one ac-
cusative object (henceforBratt’'s generalizatioh

Unfortunately, this simple treatment does not deal witegtdarities like (6a),
repeated here as (8):

(8) Le prof luikle-fait voir / comprendre
The teacher hinn/x.A-makes to.see / to.understand
‘The teacher makes him see / understand’

MS97 deals with the irregularities in the data through d&ifian: although most
intransitive verbs bear the valug§ANS —], certain verbs (such as the usevaiir
in (8) above) are lexically specified to beHANS +].

An alternative approach that would enable us to preserveé'8generalization
would be to suppose that there is an invisible (“null”) direbject on the argument
structure of those seemingly intransitive verbs that pattie transitives. This
null object, indicatedoro,® will be inherited asfaire’s direct object and result in
dative marking on the causee, as sketched in Figure 2.

At first glance, positing a null argument seems no Ed$octhan the feature
TRANS. However, there does appear to be some linguistic justiicdbr the pres-
ence of null arguments in French. The phenomenonudifinstantiationhas been
studied in some depth (Fillmore, 1986). certain verbal argnts may be omit-
ted according to verb-specific lexical licensing restdos, and when appropriate

5In this simple sketch, we ignore the possibility of non-abjitems on the inheritedRG-ST.
The final analysis given later resolves this issue.

6Here we assume thpto is a phonologically null subtype aign, choosing terminology familiar
from the analysis of unexpressed subjects. In work in pegjmar, Fillmore, Kay and Michaelis and
Sag flesh out a typology of unexpressed arguments compalithi¢he analysis here. We assume that
the daughters list of a phrasal construction may includeramgber ofpros thus they are “silently
saturated”.
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PHON [feu/

ARG-ST (NP) @ @A & <NPj, \

PHON  /vwas/
ARG-ST (NPj) & [A(pro)
Figure 3: Deriving dative causee case marking given intti@asvoir

pragmatic conditions are met. Lambrecht and Lemoine (2p€®)ide a typology
of null instantiation for French based on Fillmore’s work Bnglish.

In Lambrecht and Lemoine’s classification, and followinfrirore’s, indefinite
null instantiation(INI) refers to cases where the specific identity of the miggib-
ject is not and cannot be inferred from the context by the lggreéBuch instances
impose a “generic” interpretation of the missing argum&gwfinite null instantia-
tion (DNI), on the other hand, is more closely related to anaphdiasing objects
whose specific referent is readily identifiable in contex dassified as instances
of DNI. The sentences in (9) illustrate INI, while (10) illuastes DNI?

(9) a. Maman est occupée; elle.coud
mother is busy; she.sews
‘Mother is busy; she is sewing’

b. Il-a encore bu
he-has again drunk
‘He drank again’

(10) Je-jouais du piano. Puis nous-avons éteint
I-played piano. Then we-have turned.out
‘| played piano. Then we turned out (the lights)’

We can compare this behavior with the problematic exampiergi (8). It appears
that the intransitive use afoir which leads to dative case marking is an instance
of (or is at least closely related to) DNI. The argument canmeoeive a generic
interpretation: there must be some appropriate referattstseen for the sentence
to be felicitous. Therefore, we claim that DNI missing oltgeare in fact present
aspros on the argument structure, though INI objects are trulgabs

Lambrecht and Lemoine (2005) also discuss the followingreshin accept-
ability between verbs with an INI object depending on thepectual class:

(11) a. Une fois sortie de la forét, on-voyait/#on-a vu daveau
once left from the forest one-saw/#one-has seen anew
‘Once you were out of the forest, you could see again’

"These data are taken from Lambrecht and Lemoine (2005).olildtbe noted that these sen-
tences were produced in natural casual speech, but arecstiofguite specific contextual and prag-
matic licensing and so may seem less acceptable out of ¢amtexwritten form.
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b. Deux heures plus tard, je-mangeais/#j'ai mangé de rmuve
two hours later, I-ate/#l.have eaten anew
“Two hours later, | was eating again’

The examples in (11) are intended as a continuation of a gassdescribing a
situation where the speaker could temporarily not see, @& safull that they
could not eat.

Both of these examples are well formed in the imperfect (‘6wating’) but not
the perfect (‘I ate’) construction. Lambrecht and Lemoimieipret this in terms of
the inability of a definite referent to be the direct objecttudse verbs, as in these
contexts, they are coerced from their default aspectuatekinto a stative reading
expressing the property of being able to see or eat:

... the perfect fornon a vu'you saw’ would necessarily be interpreted
as evoking a definite object referent (eog. a vu ce qui €tait pasé

‘you saw what (had) happened’). Likewise, ... the perfecinf@ai
mang would evoke the idea of a meal rather than some undefined
edible thing. —Lambrecht and Lemoine (2005)

If this is the case, then we need not treat the fact that védbsdir fail to obey
the pattern of the transitive infinitive as an arbitrary tatistipulation. Rather, it is
the interpretation of the (missing) argument itself whiglhdlevant, and the identity
of the verb is only relevant insofar as it constrains theizatibn potential of that
argument. In fact, we find occurrences of a causative comdiwiith intransitive
voir thatdo give rise to an accusative causee; such uses are exactywiese the
interpretation of the argument carries a generic rathar geecific reference:

(12) Jésus fait voir les aveugles
Jesus makes to.see the blind.
‘Jesus makes the blind sgd&ecome able to see)

3 Analysis

3.1 The construction-based grammar

Following Sag (to appear) and Fillmore et al. (ms.), we medelstructs as feature
structures of the form sketched in Figuré Zhe immediate subtypes obnstruct
arelexical-construct(lex-cx) andphrasal-construc{phr-cx, which form the top
of the hierarchy of construct types sketched in Figufe 5:

8Note that we write type constraints as AVMs where the typecifigation is followed by an
implication arrow, indicating that all objects of the sgemd type or its subtypes must obey the
constraints given. We deliberately avoid writing the tyene outside the AVM, as such notation
is associated with the more expressive implications aatsttiwith RSRL-style HPSGs (Richter,
2004), in which an arbitrary feature structure descriptioety be provided as the antecedent.

9Here derv-cxt abbreviatesderivational-construct infl-cxt, inflectional-construct pinfl-cxt,
postinflectional-construcandlex-item lexical item
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construct=
MTR  sign
DTRS list(sign)

Figure 4. Type constraint otonstructs

construct

/\

lex-cxt phr-cxt
derv-cxt infl-cxt  pinfl-cxt  lex-item

Figure 5: The construct type hierarchy

What then is a construction? According to Fillmore et al. .jies construction
is a constraint defining the properties that are common tmathbers of a family
of constructs. That is, a construction is a constraint ofitien shown in Figure 6,
wherex-cxtis the name of some construct type, i.e. some subtype of fectn-
struct Each construction licenses a grammatically distinctiass of constructs.

[x-cxt }
Figure 6: A construction

Even lexical items, since they too are constructs, have a BITRDTRS value.
Lexical items are subject to a constraint requiring the DMalBe to be the empty
list, which means that lexical entries will license constsuike the one in Figure 7.
On this view of things, lexical entries are also construtdioThat is, a lexical entry
is a constraint that defines a class of lexical items. Larmggrssare “constructed”
from lexical items via lexical and phrasal constructions.

Much of the motivation for a construction-based analysisiPSG has to do
with delimiting the locality of selection (Sag, to appeakpor this reason, the va-
lency geometry is slightly different from Pollard and Sa§9%4). In particular, the
featurevaL (ENCY) is a list (of signs!) that contains all of a sign’s valentsitth
remain to be saturated, aBXTERNAL-ARGUMENT (X-ARG) is a list containing
at most one privileged member gL (e.g. the subject of a verb).

3.2 Pronominal affixes

Rather than segregating pronominal affixes into pronom(joaff) and anaphoric
(a-aff) types as Miller and Sag do, we instead introduce a binatyfeanTRIN(SIC)
on objects of typeff. Intrinsic affixes and reflexives carry the valuafrIN +],
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lex-item

pn-Ixm

PHON /kim/
ARG-ST ()
MTR INDEX i
name-fr
SEM
FRAMES NAME
NAMED

Figure 7: A lexical item

while all other affixes carry the valueNTRIN —].

Kim
[

;

In our proposal, a definite null realization of a verb’s argurncorresponds to
the presence of pro on argument structure. We claim that arguments suppressed
by affixal realization have the same syntactic status as Dfliraents, and we
formulate our treatment of affixal realization so as to eadiiat theseros are
present when an affix is realized. We do this via lexical caresions which remove
an affixal element fronARG-ST (suppressing the argument) and which, in certain
cases, insertpro in its place. Rather than realizing the corresponding maliqaiy
at the moment that the argument is suppressed, we insteawd riése presence of
an affix to be realized using a list-valued feattrRAFS(PRONOMINAL-AFFIXES).
This allows us to implement all of the morphological operas at a single point,
using inflectional constructions to be described I&ter.

derv-cxt
ARG-ST [Al® ( pro; ) @ [B]
MTR {pror ) /@
PRAFS [& ([2))
aff
ARG-ST [A® INTRIN
DTRS
SEM|IND
PRAFS

>@E>

Figure 8: Nonintrinsic pronominal affixation construction

Each of the two lexical constructions in Figures 8 and 9 segges a singlaff

10n an earlier version of this paper presented in Varna in send06, we attempted to define a
single construction which replaced all the relevafis with prosin one step. However, its formula-
tion went beyond the descriptive power of the constraintdege assume here, and we consider the
introduction of the featurerRAFsand addition of an extra construction preferable to extegdhe

mathematical basis of the theory.
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_derv-cxt

VTR ARG-ST D
PRAFS [C & ([2)

DTRS <
PRAFS

aff
ARG-ST @ <

/1]

INTRIN +

>@m>

Figure 9: Intrinsic pronominal affixation construction

argument, and records the identity of that affix in #m®aFslist. Figure 8 only
applies to lexemes with aNTRIN —] affixal argument. The affix is removed from
the argument structure, butpgo is inserted in its place. The second construction,
in Figure 9, instead removes intrinsic affixes, and does eplace the removed
argument. Hence, we ensure that verbs realizing a reflexieetdbject have the
same valency as intransitives, correctly predicting thesea’s case in sentences
like the following:

(13) Paulfait se.raser Figaro
Paul makesE.shave Figaroxcc
‘Paul makes Figaro shave himself’

“Clitic climbing” and “clitic trapping” are discussed belo

The featureeRAFS performs a “bookkeeping” function — it records the feature
structure’s progress through a multi-step operation. ttasmparable to theLTs
feature of Monachesi (1999). However, because we malea-sa feature olex-
emeand notword, the distinction between units which have and which have not
suppresseaff arguments is visible only to the morphology, and not to the- sy
tax. This prevents a syntactic constraint from selectingaty for a word with
certain affixes, which remains a technically available,ndttested possibility for
Monachesi’'s grammar.

3.3 Inflectional constructions

In the construction-based grammiaxemesre promoted tavordsby aninflectional-
cxt Subtypes of this construct correspond to the differentspaf speech; verbs
are handled by constructs of typerb-infl-cxt There are a large number of con-
structions describingerb-infl-cxs: one for each verb inflection class. However, as
pronominal affixes are realized in basically the same wagandiess of the affixal
ending, we can declare the necessity to realize pronomffigés just once, as a
constraint on all such constructions, as sketched in Figj0re

The functionaf f i x takes three arguments: the syntactic category of the host,
the (inflected) morphological form of the host, and and adfgtronominals to be
affixed. The constraint in Figure 10 leaves the morpholddisan unspecified,
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[verb-infl-cxt =

VTR word
PHON affix(@, [

verb-Ixm
DTRS < PRAFS >

SYN|CAT

Figure 10: Type constraint orerb-infl-cxs

leaving it to be filled in by the actual inflectional constioos. Space limitations
preclude a detailed discussion of the morphological proeethat is implemented
by af fi x, but this function behaves much like Miller and Sagiszkr, a fairly
trivial mapping between inflected verb forms and the fullfpa@fd forms.

One property of Erar crucial to the MS97 analysis is the requirement that
the morphological realization of any affix on a past parteipe null — French
past participles can never host pronominal affixes. In MSBig, is guaranteed
by a statement thatdrar is the identity function when given a past participle
as argument, even if that participle has affixal argumentse fecessity for this
stems from assumptions about structure sharing: in theafaamexiliary-participle
constructions (unlike other flat complex VP constructiomréfs inherited from the
participle appear on the argument structure of both thelianxiand the subcate-
gorized participle. As MS97 also states thatadhis always realized on the word
in whose argument structure it appears, it should predatt an affixal argument
of a participle is realized twice, on both the participle ane auxiliary.

In our analysis, by contrasaff arguments and the morphological realization
corresponding to them have complementary distributionly @en a lexical con-
struction has moved thaff to the PRAFsIist will it be realized. We can therefore
do without the stipulation that past participles realizeitlffixes covertly. Instead,
we state that nf | ect is only a partial function, having no resolution given a past
participle and any list of affixes other than the empty listisTis in fact a sig-
nificant improvement: since the application gfdar to any past participle yields
a valid (but unaffixed) form, the MS97 account wrongly préslithat participles
used outside of tense auxiliary constructions (for exagrggenoun modifiers) may
have affixal arguments which aneverrealized!!

The initial value ofPRAFsonN all lexemes licensed directly by a lexical item is
the empty list. This is simply to say that any affixes that epdealized must first

11The problems with MS97’s definition ofdrar are even more striking when similar phenom-
ena are considered cross-linguistically. Italian, fortamee, does not prohibit affixation on past
participles in all cases; in fact, it only prohibits them imxdiary constructions (Monachesi, 1999).
If we relax for Italian the statement thanf | ect cannot be resolved to an affixed past participle,
our analysis goes part way towards predicting the Italiga dathout generating the ungrammatical
“double realization” VPs that MS97 must avoid by stipulati®Ve leave a fuller investigation of the
application of this approach to Italian for subsequentaede
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have been introduced on the argument structure. We spédsfyith the constraint
onlex-itemsin Figure 11.

lex-item=
lexeme
MTR .
PRAFS elist
DTRS elist

Figure 11: Type constraint on lexical items

An example of an inflectional construction which producessttiird-person singu-
lar form of a regularer verb is given in Figure 12.

[verb-infl-cxt |
PHON inflect((J, @, [)
X-ARG NP[3
MTR  [SYN [ <. 13sd >} /]
CAT|VFORM fin
SEM
DTRS <[STEMS|SLOT—3 ]>

Figure 12: A simplifiednflectional-cxt

We adopt the theory of inflection presented by Bonami andeBlyis volume),
which assumes that morphological information on the lexenemcoded as stem
space with a feature for each slot in the inflectional paradigng amere regularity
is encoded as constraints on those slots. A fuller exposttiothis theory as it
applies to French verbs is given in Bonami and Boyé (2006). 8balysis does not
depend on this, however, and is compatible with other treatmof morphology.

Most inflections are instantiated by a family of construstionuch like Figure
12, and we will not spell out the details of the morphologigatadigms here. For
infinitives, we require a slightly more constrained constiien, because we need
to limit the infinitives that causativiaire can combine with. It is the “trapping”
property which is at issue here: we need to ensure that prmabrarguments of
the downstairs verb obligatorily climb, unless they arecaapanied by an intrinsic
affix, in which case they must be realized on the infinitiveisTdmounts to saying
that faire selects for either (1) an infinitive that has no intrinsic uargents and
realizes no pronominal affixes or (2) an infinitive that hadieed all its pronominal
affixes, among which is at least one intrinsic.

Related properties of German embedded infinitivals led B&865) to identify
two classes of constructions: (1) the coherent constmstiovhere two verbs (or
more) are adjacent and both verbs’ arguments appear tadaras arguments of
the ‘higher’ verb, and (2) the incoherent constructionseretthe verbs display the
expected biphrasal behavior. With this precedent, we ggbtiie VFORM value
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inf(infinitive) into two classescoh-inf(coherent-infinitivi andinc-inf (incoherent-
infinitive). This typing is shown in Figure 13.

vform
/\
inf
/\

coh-inf inc-inf
Figure 13: Subtypes of infinitive

Of course, this division is very similar to the distinctiomadn in MS97 and in
Abeillé et al. (1998) betweenasic-verbandreduced-verb- two subtypes ofiead
However, there are clear differences. Crysmann (2003)tpoint that MS97’s type
distinction should prohibit coordinations of basic verlgl aeduced verbs, which
he argues can be perfectly grammatical. Our system is netttiirvulnerable to
this criticism, since our coherence distinction does ngress the actual presence
or absence of pronominal affixes, but rather the suitabdityhe infinitive to be
the subcategorized verb in an argument composition clusinitives that realize
pronominals and those that don’t may be coordinated, as &ntheirvFORM
values resolve to the same coherence type (the same sulftypge o

With these types in hand, we can proceed to specify inflegtioonstructions
for infinitives that license coherent and incoherent inffireis. We place no con-
straints on the incoherent infinitives; any verbal lexemeg megolve to license an
incoherent infinitive word. However, there are two narrovsgibilities for the co-
herent infinitives: those which realize no affixes and havéntrinsic arguments,
and those which realize all their affixes and have intringigiments. This state of
affairs is illustrated in Figure 14.

For an infinitive that realizes no pronominal affixes to beerednt, it must have
no intrinsic affixes on its argument structure (since thesstmot be allowed to
climb). We specify that the argument structure in this casanonintrin-list a
subtype oflist which is guaranteed to contain mdfs that are [NTRIN +]. This
can be effected through the type inheritance system muchaaslasd lists are
implemented:?

12For example, this could be done as followsnonintrin-list

REST nonintrin-list

/\

[nonaﬁ-ne-nonintrin-lisb ] aff-ne-nonintrin-list=-

FIRST nonaff aff
FIRST
INTRINSIC —

elist [ne-nonintrin-list:}
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[verb-infl-cxt

[MORPHFORM affix(J, 2, D)
MTR

. /1]
SYN|CAT|VFORM inc-inf

DTRS <[STEMS\SLOT—9 D

[verb-infl-cxt

- MORPH|FORM affix(J, 2, 0)
SYN|CAT|VFORM coh-inf

PRAFS ()
DTRS < A-S nonintrin-list >

STEMS|SLOT-9

[verb-infl-cxt

- MORPH| FORM affix(d, 2, )
SYN|CAT|VFORM coh-inf

aff
PRAFS s
INTRIN +
DTRS

A-S list(nonaf)
STEMS|SLOT-9

Figure 14: The infinitive inflectional constructions

3.4 Argument composition

In order to implement Bratt's generalization, we rely on aer of general struc-
tural properties of the language. First, we assume a stdratdiqueness ordering

of all ARG-sT lists: subjects precede direct objects, which precededntiobjects,
which precede other arguments and then other adjuncts, Wextapitalize on the
fact that French verbs are either intransitive or transjtlwut they never have more
than a single direct object NP. In Figure 15 we sketch an apj@i@ simple struc-
tural case system: X abbreviates an unmarked direct argument (i.e. a subject
or direct object) and X®' abbreviates a more oblique argument, encompassing
indirect objects, prepositional and complement phrases paedicative NPs.

We tacitly assume a theory of prepositions and oblique aegumarkers in the
spirit of the “weak heads” of Tseng (2002), Abeillé et aD@3) or Miller (1991).
These authors suggest that certain apparent prepositieris fact not the head of
a PP, but something more likenaarkermodifying an NP, in much the same way
as the treatment of complementizers given in Pollard and($2@y). The precise
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lexeme

verb-Ixm=-
A-S|FIRST [0 ( XP9")

Syn CAT verb
X-ARG [1]

A

intran-verb-Ixm=- tran-verb-Ixm=-
A-S|REST list(XP°P') A-S|REST (NP ) @ list(XP°P)

Figure 15: Constraints on lexeme types

details of this are not important for our purposes; all tisatécessary is that we be
able to underspecify a noun phrase so that it can resolve édloer a direct object
or an indirect object — this is the status of the causee argumeur treatment.

Having set the stage in this way, the lexical entries for thepglex predicate
verbs are quite simple: both the causative (Figure 16) ansetauxiliary (Fig-
ure 17) compose the argument structurd 6f a subcategorized verb into their
own argument structure. The causative additionally intoes$ a causee argument
which is coindexed with the unexpressed subject of the $aboezed verb (NP.
This argument is underspecified for case, so by constraintsan-verb-lexemén
Figure 15 it must resolve to be direct (accusative) if it is fhist object, or indi-
rect (dative) if not:® The causee must resolve to be either a direct (accusative) or
indirect (dative) object, and it is placed among the argushé@rherited from the
subcategorized verb. The subcategorized verb will havigraesd appropriate case
marking to its own arguments by the same constraints. Sbisftiansitive, there
will be an accusative object which must resolve as a membgt, ofieaning that
the causee will be non-initial, and resolve to be an indimgect. If the verbal
complement is intransitive, thgal will resolve to the empty list, as the causee
must resolve to either a direct or indirect objdetiye is atran-verb-Ixmand hence
requires a direct object. Thus we preserve Bratt's gergaiidin.

It is worth noting that we only mentioaRG-ST, and nevewALENCE in our
constraints. Previous treatments have varied in usinghegler argument struc-
ture as the locus of composition. MS97 and Abeillé et al9g)9make use of an
argument structure/valency discrepancy to predict thiemdift behavior of tense
auxiliaries (which were taken to perform argument compasibn ARG-ST) and
the composition causative (which composed fromdbapslist). Because we do
not rely on this distinction, we can retain the standard gt realization prin-
ciple and assume thaiRG-ST and vAL are identified in the normal case. Thus,

13We assume that the causee can be underspecified in such aawiyctn resolve to a direct or
indirect object, but nothing more oblique. Itis possiblel&fine a typing within a theory of structural
case typing that allows this, but doing so is well beyond ttape of this paper.
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[lex-item

[tran-verb-Ixm |
ARG-STR (XP;) @ [Al & (NP;) @
word
MTR y|ARG-STR (proj ) @A @B
SYN|CAT|VFORM coh-inf
SEM
SEM causdi, [1])

Figure 16: Lexical entry for composition causatiagre

although we assume here that itARG-ST which is relevant, nothing hinges on
this.

The entry for the tense auxiliary in Figure 17 simply inheatl of its particip-
ial complement’s arguments. The possibility that the paiie might realize any
affixal arguments is ruled out by the morphological functidfi x as discussed in
section 3.3.

[lex-item 1
verb-Ixm
word
A-S
MTR A-S [AP(V
SYN|CAT|VFORM ppart
SEM
SEM precedefl], t1)

Figure 17: Lexical entry for tense auxiliagwoir

4 Summary

Our analysis improves on that of Miller and Sag (1997) in thiefving ways:
¢ It specifies a uniform analysis for compositifaire, without needing multi-
ple lexical entries, and it captures Bratt's generalizatio

¢ It does so so in a principled way, appealing to the notion dfinstantiation
(Fillmore, 1986; Lambrecht and Lemoine, 2005; Fillmoreletras.).

e It eliminates much of Miller and Sag’s partitioning of thepty hierarchy;,
including:
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[lex-item (lexical entry forfaire, Figure 16)

tran-verb-Ixm
STEMS|SLOT-3  /fe/

MTR :
Ul are-sT <NPi,NPd”,NP‘J?b',@V>
PRAFS ()
[DTRS () |
[lex-item (lexical entry formange) i
[tran-verb-Ixm |
STEMS|SLOT-9  /madgze/
ot -
INTRIN -
MTR . PERS 3
A-S <pro,-, NPT >
SYN|AGR |NUM sg
GEND mas
SEM|IND K
PRAFS ()
[DTRS () ]

derv-cxt (affixing construction, Figure 8)

i i (R
DTRS ([@)
[inflectional-cxt (Figure 14) inflectional-cxt (Figure 14)
wor wor
MTR [6] P:OdN /maze/ |/ 3] MTR [P:OdN /lefs/}/
SYN|CAT coh-inf DTRS ([@)
DTRS ([3])
) [phrasal-cxt (head—con;ps construction)
MTR|PHON /lofe magze ozafa/
HD-DTR
s (Baglon /5 ])

Figure 18:Partial analysis ofe fait manger aux enfan{émake the children eat it")
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— the distinction betweeplain-word and clitic-word, which is now in-
visible to the syntax;

— the distinction betweereduced-vertandbasic-verb(we retain a simi-
lar distinction incoh-inf/inc-inf as discussed below)

— the distinction between-aff andp-aff. (Naturally, the binding theory
must still have a way to discriminate between referential amaphoric
pronouns, but it can now be stated as a semantic property.)

e It dispenses with thad hocfeature fRANS £], and reverts to an empirical
notion of transitivity as determined by argument structure

The cost of these improvements are the additional featyresiN andPRAFS the
subtypingcoh-inf/inc-inf and a number of new constructions.

TheINTRIN feature is justified, as (1) there are nonintrinsic and msig vari-
ants of every pronominal other than the reflexives, and @htin-existence of non-
intrinsic reflexives shows that intrinsic status is a propef pronominals them-
selves rather than of the verbs that select them. Arkwersfeature and the con-
structions that move affixes froaRG-ST to PRAFSallow a complex operation (the
replacement of a number afffs with pros) to be stated as several simpler steps.
PRAFSis alexemefeature, and so is not available to be selected syntagtiCHitle
coh-inf/inc-infdistinction is an improvement on MS9#sd-vb/bas-vhn that (1)
it is limited to infinitives, (2) it does not make incorrecteglictions about coordi-
nation potential, and (3) it is motivated by similar pheno@eross-linguistically
(Bech, 1955). Other than the two affixing constructions fratcessPRAFS the
only new constructions are theflectional-cxtsfor infinitives that distinguish be-
tween coherent and incoherent infinitives. Any grammar rgstime at least one
inflectional-cxtfor infinitives, so our net addition to the grammar is minimal

We have outlined a treatment of pronominal affixes and thelralvior under
the composition causative and other argument compositdnswvhich continues
an HPSG tradition of providing broad-coverage formal graarsrfor French. In
doing so, however, we have eliminated a numbeadyhocdescriptive devices and
have replaced them with a more principled linguistic ac¢dbat appeals to null
instantiation and argument composition to derive comparetverage.
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Abstract

Conventional wisdom holds that productive morphology gutar mor-
phology. Drawing evidence from French, we argue that thergggon of
many lexeme formation processes is simplified if we hold thagroduc-
tive rule may give rise to inflectionally irregular lexeme®ve argue that
the notion of astem spaceallows for a straightforward description of this
phenomenon: each lexeme comes equipped with a vector dbpodistinct
stems, which serve as bases for inflectional form constrmctiThe stem
space is structured by default relations which encode thelae pattern of
inflection; (partial) irregularities occur when a lexemesgifies a stem space
violating the default relations. Derived irregularity ien the effect of a pro-
ductive lexeme formation rule which specifies an irregulamrsspace for its
output.

1 Productive irregular inflection

1.1 Background

A central issue in the modeling of inflection is how the notidrfir)regular inflec-
tion is taken into account. A distinct possibility is to githee notion no theoretical
status (see e.g. Stump, 2001). For morphologists that sqaleserve the intuition
that irregular inflection necessitate specific modelingrdhare two options. Either
we take regularity to be a design property of morphologigateams, and thus try to
model every possible process as regular, limiting irregylao the description of
blatant suppletion phenomena; this position is the defaultnost morphophono-
logical work in the tradition of Chomsky and Halle (1968)das strongly defended
by proponents of distributed morphology (Halle and Maraa®93). Or we take
regularity to be an empirical property, that is manifesténformance: speakers are
able to inflect an unknown lexeme according to a regular pattaut will not be
able to inflect a lexeme according to an irregular patterns pbsition is assumed
in much of the psycholinguistic litterature on inflectiondadefended forcefully, if
somewhat partially, by Pinker (1999) and work cited therein

In this paper we assume the second position. Note that we tdmnumit our-
selves to any particular view of the processing of inflectibnt simply assume
that (ir)regularity is a real grammatical phenomenon, thahanifest not only in
psycholinguistic behavior but also in language change anglyihchronic gram-
mar. Our main empirical argument concerns the status oflex®rmation rules:
we show that despite conventional wisdom, the output ofrfexéormation rules
should not always be considered inflectionally regular.
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# lexeme trans. ms. sg. fem. sg.

(i) RAPIDE ‘fast’ /vapid/ /vapid/
(i) VIEUX ‘old’ /Vig/ /Vigj/

(i) PeTIT ‘small’ /pati/ /patit/
(iv) BREF ‘brief’ /buef/ /bev/
(V) GITAN ‘gipsy’ /3itd/ /3itan/

(vi) RAGEUR  ‘rageful’  /wazoes/  /vazgz/
(vii) DIRECTEUR ‘directorial’ /disektoes/ /disekisis/

Table 1: Inflection of a few adjectives in the singular

1.2 French adjective inflection

French adjectives inflect for both gender and number. Hereomeentrate on sin-
gular forms of the adjectives. Table (1) gives a sample oédtibnal forms for
a number of typical adjectives. Case (i) clearly corresgaioda regular pattern:
identical forms in the masculine and the feminine is whaipleays for the majority
of existing French adjectives, as well as for borrowed dujjes and for adjectives
formed by nonconcatenative morphological processes ssickipping (e.g.sen-
sas clipped form ofsensationnelsensational’ is/sdsas/ in the masculine and
the feminine). It is also the pattern used by speakers fagingvel adjective not
resembling anything known. Case (ii) clearly correspordart irregular pattern,
since it holds for exactly one lexeme, and is usually treakted case of suppletion.
Cases (iii) through (v) are the object of some debate in etugin French adjec-
tives. In generative descriptions of French morphophamglstarting with Schane
(1968), these are usually considered to be regular caséstaxdphonologically
governed alternations; but one may doubt that this is thdengtory, since there are
numerous nonalternating adjectives that meet the deiseripf the relevant rule.
For instance, case (iii) is described by Dell (1985) by plasing an underlying
form /patit/, and a rule deleting word final obtruants. This rule does pptyain
the feminine, because the feminine morpheme is a sydfixvhich will be deleted
later in the derivation. Yet there are non-alternating wlesit-final adjectives, such
asmat‘matte’, net‘clean’, bath‘hip’, out‘out’, etc. Similar rules postulated to ac-
count for (iv) and (v) face problems with nonalternatioaf ‘drunk’, ouf ‘crazy’,
gnangnarnsoppy’, marron‘brown’. Thus a more realistic analysis would take the
inflectional alternations to be the manifestation of a wgrdd inflectional classes
of adjectives. Concretely, we assume four different initewzt! classes, specifying
the functions in table 2 as exponents for masculine and fiemsingular: In such
a setting we end up with two distinct notions of (ir)reguiaria regular lexeme
belongs to the default, first inflectional class. Being itdlag may either mean be-

TWe thank the reviewers and the audience of the HPSGO06 coicferand in particular Berthold
Crysmann and Ivan A. Sag, for their comments and suggesTioa.analysis presented in section 3
benefited considerably from discussions with AurélieraGit.

We assume throughout an inferential-realizational apggrda inflection (Stump, 2001).
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proposed
stem

A RAPIDE /wapid/ id id
delete

B finalC. ¢

C BREF /bee/ ®/f/ ®/v/
nasalize

D finalv, /"

class example ms. sg. fem. sg.

PETIT /patit/

GITAN  /3ita/

Table 2: Inflectional classes for adjectives (first version)

longing to a nondefault inflectional class, ligetit, or specifying suppletive forms,
like vieux

1.3 The problem: adjectives in-eur

The most interesting cases in table 1, cases (vi) and (vié,nat usually dis-
cussed in the context of adjective inflection. What is irdeng is that adjectives
in these classes have a uniform formation: class (vi) aglgcare all the output of
a rule forming adjectives from the basic stem of the verb $teen occurring in the
present indicative 1pl and 2pl); class (vii) adjectives throutput of a rule form-
ing adjectives from a ‘Latinate’ stem of the verb, which isfied by suffixing/at/
to the basic stem in most cases, but may take other forms.thattboth formation
rules have the same categorial and semantic effects, tathetpat many descrip-
tions of French do not recognize them as distinct rules;hait morphophonology
is clearly distinct

Now, there is little hope of treating adjectives in classasdnd (vii) as cases
of regular inflection. First, the relation between the méiseuand the feminine
cannot be seen as the effect of a regular phonological atiem starting from the
masculine, we have three options for forming the femininaroadjective ending
in /ees/, either/@z/ (as inrageuse/sa3@z/), /is/ (as indirectrice /disektris/)

2Most studies of French derivational morphology do not esifhyi discuss adjectives ireur. This
is certainly due to the fact that many adjectives in thesedlasses are homophonous with an agent
noun, so that it is usually assumed without discussion tlahbun is derived from the verb and the
adjective a converted noun. Two arguments show that thistisarrect. First, Corbin and Corbin
(1991) shows that while it is easy to derive the nominal se¢iosfrom the adjective, the opposite
route is problematic. Second, there are good reasons tk that gender is not an inflectional
category for nouns in French: most nouns, including quitaralver of human-denoting nouns (e.qg.
personnéperson’) are found in only one gender, and apparent casgasnafer-opposed pairs are best
analyzed as pairs of independent lexemes related by memmsiernloseness (e.fouc‘male goat’
vs. chevre'female goat’), derivational rules (e.glinde ‘female turkey’ vs. dindon‘male turkey’)
or parallel derivation from adjectives (e.galien ‘male Italian’ vs. italienne ‘female Italian’). But
if nouns have just one gender, then there is no single nowrexhat could serve as the base for
conversion for the masculine and feminine forms of the djjedirecteur. On the other hand, if the
adjective is the base, then the noulitecteuranddirectrice are the result of two parallel conversion
processes from the adjective.
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or /ceg/ (as ininférieure /Eferjoer/ ‘inferior’). If we start from the feminine, we
also have two options for the masculine of an adjectivédn/: either /oei/ (as
with adjectives in class (vi)) ofg/ (as in denominal adjectives suchraspectueux
‘respectful’, etc.).

Second, we might assume that cases (vi) and (vii) correspoihao further
inflectional classes of adjectives, specifying respeltived/ces/, ®/¢z/) and
(@/eeB/,d/Bis/) as exponents in the singular. Yet these inflectional clagse&l
have the very peculiar feature of each containing only le®derived from a sin-
gle formation process. This contrasts strongly with thes#a discussed in table 2,
which all contain both derived and root lexemes, as exeraglifi (1).

(1) ClassA:

i. rapide‘fast’, joli ‘pretty’, gai ‘joyful’, etc.

ii. bancaire'(of a) bank’, mortel‘mortal’, algébrique‘algebraic’, etc.
Class B:

i. petit‘'small’, grand‘large’, gros‘big’, etc.

ii. venteuxwindy’, grossier‘crude’, lyonnais‘from Lyon’, etc.
Class C:

i. bref ‘brief’, ndf ‘naive’, etc.

ii. pensif‘thoughtful’, alternatif ‘alternative’, etc.
Class D:

i. bon‘good’, fin ‘thin’, plan ‘flat’, etc.

ii. alpin ‘alpine’, euclidien'Euclidian’, palichon ‘pale-ish’, etc.

We conclude that no satisfying analysis of adjectiveseinr is forthcoming in
a traditional morphological setting. The following seasoshow that introducing
the notion of astem spaceffers a third, more satisfying possibility.

2 Motivating the stem space

2.1 The stem space of French verbs

Starting with (Aronoff, 1994), a number of recent studieall@nge the idea that
lexemes are associated with a single phonological repieggam the lexeme’s
stem. Lexemes should rather be associated with a vector ssilphp different
phonological representations, what Bonami and Boyé (RP@aR a stem space
each inflectional or derivational rule specifies which camate in the vector it uses
as its input. Such analyses have been proposed, among, diligksonoff (1994)
for Latin conjugation, Sadler et al. (1997) for Russian nwmatizations, Brown
(1998) for Russian conjugation, Pirelli and Battista (20fa0 Italian conjugation,
Stump (2001) for Sanskrit declension, Bonami and Boyé Z2@8 French conju-
gation, Boyé and Cabredo Hofherr (2006) for Spanish catjag. We illustrate
with evidence from French for uniformity.
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lexeme 1sg 2sg 3sg 1pl 2pl 3pl

LAVER /lav/ /Jlav/ /lav/ /Jlav-53/ /lav-e/ /lav/
‘wash’
TORDRE /to/ /tos/ /to/ /toed-3/ /tokd-e/ /tokd/
‘bend’
MOURIR /moes/ /meeg/ /moes/ /mus-3/ /mus-e/ /maes/
‘die’
BOIRE /bwa/ /bwa/ /bwa/ /byv-5/ /byv-e/ /bwav/
‘drink’

Table 3: Present indicative conjugation

Inflectional systems often exhibit alternations which hawesynchronic pho-
nological motivation and concern arbitrary subparts ofgaeadigm. For instance,
in French, in the present indicative, there is a partitiomvieen (i) the three singular
forms, (ii) the plural 1 and 2 forms, and (iii) the plural 3 fler While there is a
systematic similarity between members of each cell in thétjwen,® the content
of the different cells may differ in arbitrary ways, as iliteted in table 3.

One can account for this pattern by assuming that FrenclaMestemes come
equipped with a stem space with at least three §ldEsch inflectional rule spec-
ifies which slot it uses as a base, and what phonological neadidin is made on
this base. Slot 1 serves as the base for present 1pl and Zgitiofl, slot 2 serves
for 3pl, and slot 3 for singular forms.

A direct advantage of the stem space is that it allows for aaat of the
diversity of patterns of irregular conjugation. In Frenfll)y regular (so-called
‘first group’) verbs have identical stems in slots 1, 2, andrBgular verbs may
need either two or three distinct stems, but an exhaustimation of the French
lexicon shows that no verb has identical stems in slots 1 dnd 2 different stem
in slot 2. Bonami and Boyé (2002) proposes to account farhilistating that the
slots are related by default relations, which may be ovedbly irregular lexemes.
Slot 1 is identical to slot 2 by default, and slot 2 is indeaitito slot 3, but there is
no default relation between slot 1 and 3, which accountshieobserved pattern.

Further evidence for the stem space comes from the factakaitrie formation
rules are also sensitive to different slots. For instanséll@strated in table 4, the
rule constructing deverbal adjectives-aur/-eusauses slot 1 as its base, while the
rule constructing nominal V-N compounds relies on slot 3.

2.2 The stem space of French adjectives

A different type of argument in favor of the notion of a stenasp comes from the
inflection of French adjectives. In section 1, we suggestedralysis of French

3With the exception of a handful of maximally irregular verbee Bonami and Boyé (2002) for
discussion.
“In a full analysis of French conjugation, 12 distinct slats aecessary.
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base stem1 stem Rur/euseAdj. V-N compound

laveur lave-mains
laver /lav/  /lav/ /lavoes/ /lavmg/
‘wash’ ‘washer’ ‘washbowl’

tordeur tord-boyaux
tordre  /tosd/ /tos/ /tosdoes/  /tosbwajo/
‘bend’ ‘bender’ ‘rotgut’

buveur boitout
boire  /byv/ /bwa/ /byvoes/ /bwatu/
‘drink’ ‘drinker’ ‘stemless glass’

souteneur  soutien-gorge
soutenir /suton/ /sutj€/ /sutonces/  /sutj€gosz/
‘support’ ‘pimp’ ‘bra’

Table 4: Two lexeme formation processes

adjectives in terms of inflectional classes specifying thlatronship between a
single stem and two inflectional forms. The following datanfrBonami and Boyé
(2005) shows that this analysis is inadequate.

First, French adjectives take a special form in the masewdingular when pre-
ceding a vowel-initial noun, which we call the Masculine @itar Liaison Form
(MSLF).2 That this is a distinct inflectional form of the adjective fow/n by the
fact that it can be suppletive or defective (Morin, 2003)t ®hen it is not, the form
is either identical to the ‘ordinary’ masculine singulartorthe feminine singular
(table 5), in accordance with the generalization in (2).sTituation is problem-
atic, because for some adjectives there is a discrepanaebrtthe morphosyn-
tactic features manifested in syntax (masculine singalad) the morphosyntactic
features expressed by the form (feminine singdfiar).

(2) If the masculine singular form ends in a consonant, therMSLF is iden-
tical to the masculine singular. Otherwise it is identicalttie feminine
singular.

Second, French deadjectival adverbsnrentare systematically formed on the
feminine form, as illustrated in table 5. This is so desiie flact that adverbs do
not inflect for gender in French, so that there is no sense inhwthe adverb can
be said to be feminine.

Both observations argue in favor of a morphomic accountifafip 1994): ad-
jectives have two distinct stems, which express no morpfitastic features by

5See Bonami et al. (2004) for an HPSG analysis of French haiso

SPerimutter (1998) and Tranel (1996) attempts to accourthisrdata in an optimality-theoretic
setting, by ranking phonological markedness constraigtsen than syntactic agreement constraints.
See Bonami and Boyé (2003, 2005) for a detailed criticism.
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adectal Mas.so REMSS ysir deried
RAPIDE  kapid sapid gapid  sapidmd
PETIT pati patit patit patitma
BEAU bo bel bel belmd
VIF vif Viv vif vivmd
FORT oy fout fol fostomd
REVEUR KEVOEB  KEV@Z  BEVERK Kevgzmd

Table 5: Distribution of adjective stems

class example slot2- slot 1

A RAPIDE /kapid/ identity

B PETIT  /pstit/  delete final C

C BREF /bsev/  devoice final C

D GITAN  /3itan/ delete final C, and

nasalize preceding V

Table 6: Inflectional classes for adjectives (final version)

themselves. (Bonami and Boyé, 2005) implement this ideatéyng that adjec-
tives have a two slot stem space, with different morphokzgicocesses selecting

the appropriate slot as stated in (3).

(3) a. The masculine singular form is identical to stem 1.
b. The feminine singular form is identical to stem 2.

If stem 1 is consonant final, then the MSLF is identical &nstl;

otherwise it is identical to stem 2.

d. The lexeme formation rule for adverbs-mentselects stem 2 as its

input.

Notice that in the context of this analysis, both masculingar and feminine
singular have a null exponent in French; all the action ccdnrstem selection
rather than in exponendeln this context, the inflectional class partition proposed
in table 2 must be recast, not as a series of distinct wayslatinrg inflectional
forms, but as a series of ways of relating the slots in the sfgace, as shown in

table 6.

By contrast, plural number has a uniform exponent, the tatensonanyz,/.
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3 Modeling stem spaces in HPSG

3.1 Stem spaces for verbs

There are two important issues when modeling the stem spaae HPSG gram-
mar. First, one has to decide what status the stem space loasmiBand Boyé
(2002) treat each stem as a distinct member of the lexicehtuly, typed for the
slot it occupies in the stem space and the lexeme it belongs simpler alterna-
tive is to assume that the stem space is a data structuraeahterthe lexical entry
of a lexemé Thus we assume that lexemes carry a featamems with features
corresponding to each slot in the stem space (5), and thatiiuihal rules such as

(6) take this as their inpt.

4) sign

/\

syn-sign lex-sign

phrase word Ilexeme

a. Syn-SigI’-H[PHON phon}

b. |eX-Sign—>[M-DTRS Iist(lexemé}
C. phrase—{DTRs Iist(syn-sigr)}
d. word—>[|v|-DTRs (Iexemé}

e. Iexeme»[STEMs stem-spac}e

HEAD verb
c

(5) a. v-lexeme»
STEMS V-Stem-spa:

sLoTl phon
sLoT2 phon

b. v-stem-spacer
sLoT3 phon

8This type of analysis can be traced back to Pollard and S4§87( p. 213) suggestion that
lexical entries of irregulars contain a specification ofithincipal parts. It is also similar to the
analysis of irregular inflection defended by (Spencer, 2@84art of Generalized Paradigm Function
Morphology.

®We take phonological representations to be (at least) distsbjects of typesegmentthe hi-
erarchy of segment types allows for an equivalent of phorfetiture decomposition. To improve
readability, where possible, we note lists of segments gisesees of sans-serif IPA symbols, rather
than using the standard HPSG notation for lists and typess €tg.t is a shorthand foft-seg.
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'word

PHON (3
verb
HEAD |TENSE prst
(6) prst-indic-1pk—| SYNSEM MooD indicative

SUBJ <NP[1pI]>

M-DTRS v-lexeme
STEMSSLOTL

3.2 Relations within the stem space: Giraud (2005)

The second issue is to decide on a way of encoding the defdations struc-
turing the stem space. Bonami and Boyé (2002) rely on anlagitally quite
promiscuous system, using a combination of online type tcoctson (Koenig,
1999) and default specifications (Lascarides and Copesi&ig®). At the other
end of the spectrum, Giraud (2005) proposes a much more ctional imple-
mentation, where stem spaces are typed for the morphoptgioal relations they
verify, and the regular case just corresponds to the stegedpae verifying the
maximal number of relations. (7) is basically a simplifiedsien of Giraud’s pro-
posal specifying only the part of the hierarchy of verbahstgpaces needed to
account for the present indicative. Leaf types corresporghtticular conjugation
patterns, and inherit from intermediate types stating gopmmphonological relation
between stem slots.

@) v-stem-space
sl-like-s2  fully-irreg  s3-like-s2

s2-unlike-s3 regular  sl-unlike-s2

. SLOT1
a. sl-like-s2+ m
SLOT2

SLOT2 ]

b. s3-like-s2»
[SLOT3

In Giraud's system, individual lexemes need to specify (§tem space type,

and (ii) enough stems to fill up the stem space, as illustiaygete following lexical
entries.

I
(8) a. laver|sTEMS reguiar
SLOT1 lav
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s2-unlike-s
b. valoir:|sTEMS |sLoT2 val
SLOT3 VO

3.3 Regularity as default

While its formal clarity speaks in favor of Giraud’s systeam obvious disadvan-
tage is that (ir)regularity is not modeled directly. Thesenb formal difference
between the typesgular and the other leaf types of the stem space corresponding
to the fact that regular verbs have a special status. Morgthelexical entry of
every regular verb needs to include an explicit specificatibthe fact that this
verb is regular, which goes against all evidence that speassume verbs to be
regular in the absence of contradictory information. Glear system where only
irregulars would need explicit specification is more dddea

We conclude that while Giraud’s proposal succeeded in pétig the need
for online type construction to model the stem space, it didetiminate the need
for defaults. We thus propose to introduce a single modifinab Giraud’s system,
the default specification in (9). By default lexemes are eglito have a regular
stem space. This means that every lexeme will inherit allpmophonological
relations that are not incompatible with the morphophogigla information in its
lexical entry. Thus if a lexeme lists only the content of ofié®slots, it will be
of typeregular. If it lists two distinct phonologies for slot 1 and slot 2etktem
space’s type cannot be a subtypesdflike-s2 and thus it will be of types1-unlike-
s2 The only way for a lexeme to be fully irregular is for it totlighree distinct
phonologies in slots 1, 2, and 3. (10) lists appropriateclxntries for verbs with
the four distinct patterns.

(9) verb-lexem&[STEMs /regular}

(10) a. |aver.[STEMS {SLOTl Iavﬂ

. sLoT2 val
b. valoir:| STEMS
SLOT3 VO

. SLOT1 mus
C. mourir;| STEMS
SLOT2 moel
SLOT1 byv
d. boire| STEMS |SLOT2 bwav

SLOT3 bwa
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3.4 Discussion

The analysis proposed above crucially relies on the use efaull specification.
Moreover this default cannot be considered to be simply aftdbreviatory nature,
as e.g. the default specifications in Ginzburg and Sag (2€0)In Ginzburg and
Sag (2000)’'s grammar, defaults are only used to avoid gtatinitively redundant
constraints on types that are listed in the hierarchy anyWethe current proposal,
however, the default is used to constrain the members of an leicon: what we
are attempting to model is the fact that speakers treat umknerbs (that is, verbs
that are just entering their lexicon) as regulars. Thusigpeg in individual lex-
ical entries the information represented by the defaulbisam option, and would
amount to not model the relevant property in the gramffar.

Since the use of default specifications is controversialR$B, it is worth ask-
ing whether another way of accounting for regularity candafl. As an anony-
mous reviewer suggests, one possibility would be to useatieto use online type
construction, which is explicitly introduced by Koenig @% as a way of model-
ing productive morphological processes (of which reguiélection is arguably an
instance). However all our attempts have failed. Here wesiden two possible
routes that illustrate why online type construction is nig¢guate.

One possible analysis, which is closest to the present pebp@ to cross-
classify lexemes for stem-space type and some other diorersay, the type of
content they have. Figure 1 illustrates such an approacte We state at the level
of lexemes the classification that was stated at the levdkai spaces in Giraud’s
approach. Irregular lexemes are explicitly listed as bgilom to a particular stem
space type, whereas regulars are notdaminherit from theregular type. This is
indicated by the dotted line fromegular to laver-Ixmin figure 1. Such a system
predicts only one stem (irregular) stem space for irregeleemes, and predicts a
regular stem space as one possibility for regular lexemeseder the problem is
that it overgenerates, since nothing precludes Bger-Ixmfrom having a com-
mon subtype witts1-unlike-s2 As far as we can see, the only way to avoid such
overgeneration is to augmelatver-Ixnis lexical entry with some information in-
compatible withs1-unlike-s2—-in other word, to state explicitly in the lexical entry
thatlaveris a regular verb, which is precisely what we set out not to do.

Another option is to modify the form of the lexicon so that tllecking issue
does not arise. Suppose that we follow Bonami and Boyé (280@ treat stems
as objects in the lexical hierarchy, rather than simply phagical objects within a
lexeme’s lexical entry. Regular relations between slatswandeled as lexical rules
such as those in (11) relating two stems. Within such a systegrissue is not to
block irregular patterns for regular verbs, but to block #ipplication of relevant

100f course, an alternative is to take it that the default atteraof regular inflection is a psy-
cholinguistic issue that needs not be modeled in the granperasebut can be left to a model of
performance. However we do not know of any model of inflealgoerformance that both rec-
ognizes a status for regularity and does not presupposehthatompetence grammar provides a
characterization of regularity.
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verb-lexeme

| STEM-SPACE-TYPE | CONTENT-TYPH|

sl1-like-s2 s2-like-s3

fully-irreg  s2-unlike-s3 regular sl-unlike-s2

-___ valoir-Ixm

laver-Ixm
Figure 1: A failed analysis based on online type contruction

lexical rules to irregulars. Since stems are signs, onedcos¢ morphosyntactic
information to this effect. For instance, the lexical eritnythe slot 1 stem ofaloir
would include a feature specification ensuring that it carseove as the basis for
a present singular form (12). The construction of an ovelleegslot 3 stenval for
valoir is not blocked as such, but this stem will never be used asabke for an

inflected form of the verb.

[SYNSEM
slot-1-stm
(11) a. slot-2-stm+|M-DTRS < SYNSEM >
PHON
| PHON |
[SYNSEM 1
slot-2-stm
b. slot-3-stm-|M-DTRS < SYNSEM >
PHON
| PHON ]
[PHON val |

[H EAD|TENSE imperfectiv% \

(12) valoir: TENSE present]
e

HEAD e
SYNSEM|CAT L\AOOD indicativ
SUBJ <[IND [NB plﬂ>
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While such an approach arguably models irregularity as,sarth is formally
more conservative than the default-based approach deférate, it has a number
of conceptual and empirical drawbacks. First, the featpeeiications one needs
to include in the description of stems of irregular verbsehawstrong ad-hoc flavor.
Second, the use of morphosyntactic features to ensureibipck contradictory
with the morphomic nature of the stem space; this is problienfar the modeling
of derivation: the rule for V-N compounds can no longer stag its base is a
slot-3 stem, becauséval/ is not blocked as a slot-3 stem as such—rather the use
of /val/ in the present singular is blocked. Finally, such a modetdsrone to
structure the stem space of regular verbs as a directedwifeeh is problematic
for the modeling of morphophonological opacities in pagats: as Bonami and
Boyé (2006a) argues, although the full inflection of a ragwerb can always be
deduced from the knowledge of one stem, it is not always theesdot that must
be known.

To conclude this section, our attempts to avoid the use afudisfin the mod-
eling of regularity have failed. In the absence of an exphtiernative, we take
it that the use of defaults is the only known way to model ragtyl in an HPSG
implementation of the stem space.

3.5 Extending the analysis to adjectives

The general approach to stem spaces just outlined can béeddapthe analysis
of adjectives with just a few modifications. Remember thatassume adjectives
to have a two-slot stem space, where slot 1 is used for ogdmaisculine forms
and slot 2 for all feminine forms. The inflectional classestptated in table 2 can
be recast as types of stem spaces, as shown in{I®)te that contrary to what
happens with verbs, types of adjectival stem spaces areaityutxclusive, because
the constraints they impose on the structure of the stemespacincompatible.
Class A is the default type; thus the vast majority of adyectéexical entries need
not mention a stem space type, but can just specify the coofem slot (15a).

Lexemes belonging to a different class must specify the sigace type (15b-d),
and true irregulars such ageuxneed to specify the content of both slots.

(13) adj-stem-space

class-A class-B class-C class-D fully-irreg

sLoT1 ]

a. class-A—
SLOT2

n fact it is more satisfactory to treat the alternating endias parts of the stems, rather than
inflectional exponents, since they show up in derived lexereey. petitesse/patites/ ‘smallness’,
not */peties/; pensivementpdsivmd,/ ‘thoughtfully’, not * /pasima;/.
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[sLoTl
b. class-B— m ]

|sLoT2 [k (cong

[sLoTl mef
_SLOTZ eV

c. class-C—~

d. class-D—~

[sLoTl [T (nasal()) ]

|sLoT2 [k (2loral-vow)en
where:

i. nasal(a) =d
ii. nasal(e) = nasal(i) = nasal(y)
ii. nasal(o) = nasal(d) =5

3
(14) adj—lexeme»[STEMSadj—stem—spadelass—A]

(15) a. rapide{STEMS [SLOTZ Bapidﬂ

class-B
SLOT2 patit

b. petit|STEMS

class-C
c. bref:[|STEMS
SLOT2 brev

, class-D
d. gitan|STEMS :
SLOTZ  3itan|

]
| IS

€. Vieux| STEMS

SLOTl vjg
SLOT2 Vjgj

With these stem space specifications, we can now state ajgieoimflectional
rules on the basis of (Bonami et al., 2004)’s analysis o$tiai The ordinary mas-
culine is specified ag FORM —], which means that it can be used in contexts where
liaison cannot occur, e.g. before a consonant-initial nmupost-nominally:? For
the MSLF, we implement the stem selection rule describe@dhising a function
that inspects the phonology of the slotl-stem.

[word
PHON

HEAD adj[massg]}

is| SYNSEM
(16) a. masc-sg-adj> L—FORM —

M-DTRS adj-lexeme
STEMSSLOTL

2However itcanoccur before a vowel-initial noun, because liaison is ndigattory for prenom-
inal adjectives; see (Bonami et al., 2004) for extendedudision and analysis.
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word ]
PHON select-stem ([, 2))
lHEAD adj[massg]]
SYNSEM
b. MSLF-adj- LFORM  +
adj-lexeme
M-DTRS sLoTl >
STEMS
SLOT2
where )

i. select-stem((l(...,cons,2) =
ii. select-stem({(...,vow),[2)) =
'word

PHON

c. fem-sg-adj—|SYNSEM [HEAD adj[femsg]}

M-DTRS adj-lexeme
STEMSSLOT2

4 Modeling derived irregularity

We can now turn to our account of derived irregularity. Netibat in the current
setup, a lexeme formation rule does not derive a single stemd single stem, but
it derives a stem space from another stem space. Thus evexifisation of the
stem space that is open to lexical entries is also open tonlefermation rules. A
rule may just specify a single slot of the stem space, in wbade the output of the
rule will fall in the default inflection pattern. Or it may Sg#y extra information
that is incompatible with the default pattern, in which case ends up with an
output that is inflectionally irregular despite being dedproductively.

Now let us turn to a few examples of adjectival lexeme fororatules. These
have the exact same typology as root adjectives. Denomiljedtaves in-aire fall
into the default class A (17). The rule for adjectiveaxmust specify that its output
falls in class B (18). Finally, we come to the crucial casde (19) for adjectives
in -eur with a feminine in-eusedirectly specifies two stems for its output. Since
no inflectional class can accommodate two stems with suchrphraphonological
relation, the output of the rule necessarily ends up withpee fully-irreg stem
space.
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STEMS {SLOTZ GBSB}

SYNSEM {HEAD adj}

M-DTRS HEAD noun
STEMSSLOTL

(17) _aire-adj-Ixm—

class-B
STEMS

SLOT2 €B¢z]

(18) _eux-adj-Ixm—|SYNSEM |HEAD adj}

M-DTRS HEAD noun
STEMSSLOTL

SLOT1 [1cel

STEMS
SLOT2 [1®@z

(19) _eur/euse-adj-Ixm:| SYNSEM [HEAD adj}

HEAD verb
M-DTRS
STEMSSLOTL

The case of deverbal adjectives-gur with a feminine in-rice is entirely par-
allel, but with two complications. First, we must account flee special form of
the verbal stem these adjectives are based on. FollowingrBioet al. (to appear),
we assume that French verbs have an extra slot for a speem| sthich never
shows up in inflection, but serves as the base for at least tareme formation
rules: the rule for nominalizations #ion, the rule for adjectives ireur/-rice, and
the rule for adjectives inif.In the default case, this stem is obtained by addihg
to the end of the stem in slot 1. The corresponding stem slabmlledsLoT13
in (20) because it comes in addition to the 12 slots nece$sagyfull treatment of
French conjugation.

Second, we must account for the fact that some adjectivesuirin this class
are defective in the feminine. Specifically, all adjectivégch have a (nondefault)
stem 13 ending irf's/ have no feminine form; e.@ntideépresseutantidepressive’
*antidepressrice To account for this, we assume that the stem in slot 2 is the
empty list if the input’s stem 13 does not end/irf. We assume that it is a general
constraint on inflectional rules that they need a phonoldlyicmonempty input;
thus no feminine form will be generated from the lexical gmif antidepresseur
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SLOT1 [1Poes

STEMS
SLOT2 fm'ce ()

SYNSEM {H EAD adj}

M-DTRS
< STEMS [SLOT13 }>

(20) _eur/rice-adj-Ixm—
HEAD verb

where
a. ( = t) - frice( @ ) = [2] @ tis
b. ( = <Seg A 7& t) — frice ( ¥ ) = elist

5 Conclusions

In this paper we presented a general approach to stem appmdrased on the
notion of astem spaceWhile a previous HPSG implementation of the stem space
has been presented in Bonami and Boyé (2002), the curtezandined approach
has a number of distinct advantages. It is compatible withriase-oriented ac-
count of phonological opacities in regular inflection (Bori@and Boyé, 2006a); it

is more easily embeddable in a model of morphological perémce (Bonami and
Boyé, 2006b); and as shown in the present paper, it inte@mrectly with data
from derivational morphology, accounting directly for tbtherwise mysterious
phenomenon of derived irregularity.

One issue we did not discuss at all is the modeling of (ir)legexponents: all
the irregularities discussed in the present paper cornesfmcases of morphomic
stem allomorphy. This is mainly due to the fact that, in Frericegular exponents
turn out to be a sporadic phenomenon at best; for instaneee thre exactly 5
verbs with irregulaforms whereas there are more than 350 verbs with irregular
stems For languages with real inflection classes though, theeisgu(ir)regular
exponents must of course be taken seriously. We submittibatde of hierarchies
of inflection patterns should be applicable in such casesti@odifference being
that patterns are characterized by the relation betweemssiad forms rather than
the relations among the stems discussed here.
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1 Introduction

This paper presents an investigation of the gender system in Tigrinya (ISO/DIS
639- 3:tir)!. Considering the literature on the topic (see under gender or genre in
Schreiber (1887); Leslau (1941); Agostinos (1994); Lipiriski (2001)) in which it
is basically presented as a “flexible” or “free” gender system, the present analysis
predicts the behavior of gender in the language. The following exemplifies what
we believe is the issue to cover.

(1) a mat haf “a book”
b. qAyYihy,qsc mat’haf “a red book”
c.  qayyahg.,, mathaf  “ared (beloved, small or particular) book”

Following Corbett (Corbett, 1991; Corbett and Fraser, 2000; Corbett, 2001,
2006), we assume that a nominal classification (i.e. genders or noun classes) in a
language reduces to the evidences the agreement system of the language provides.
Tigrinya has two values for gender traditionally labeled as masculine and feminine,
as displayed in (1). One problem is the fact that the word for mat’haf; ‘book’
triggers both feminine and masculine in the same agreement domain (see Corbett,
2006, pg 4). Even more problematic is the fact that most nouns behave in the same
way. While one can say that speakers of Tigrinya have the liberty of choice, such an
assumption creates several problems, among others: (i) the existence of a language
having an unsystematic gender system? and (ii) reduplication in the lexicon, for
each noun must trigger the right value for gender”.

2 Typology

It is important to make a division between a primary and a secondary role or func-
tion of gender values, irrespective of them being natural or grammatical. On the
one hand the inherent values for gender are those associated with nominals at the
lexical level, be it semantically or formally assigned by the speaker. On the other
hand a noun can trigger a different value than its inherent one on target(s). In that
case it appears that the noun has undergone a gender shift. To present the sort of
phenomenon we are concerned with, let’s consider the following data from Swahili
and Kasem. In Swahili (Table 1) building an augmentative out of a given noun is
done by gender shift. The word for basket is in class (cl.) 9/10 in unmarked cases
but shifts to cl. 5/6 and/or cl. 3/4. For Kasem (Table 2), cl. 1 in the first column is

]http ://www.ethnologue.com/showlanguage.asp?code=tir

2Considering Corbett’s explanation of double or multi-gender nouns as non applicable (Corbett,
1991, pg 181).

3 As we endorse Corbett’s typology of agreement (Corbett, 2006), underspecifying each noun for
its gender value cannot be done for directionality reasons; a noun acts as a controller and determines
a particular feature’s value on a target. However, it is still possible to talk about controllers even if
directionality is “hidden” by unification.
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seen as the unmarked value for the four nouns. Changing the gender of a cl. 1 noun
to cl. 3 has a pejorative value. The phenomenon is productive in both languages,
but typically of evaluative morphologies, it is not applicable across all Swabhili cl.
9/10 nor Kasem cl. 1 nouns.

swh gloss class
k"apu “basket” CL.9/10
kapu “large basket” CL.5/6
ji-kapu “larger basket” CL.5/6
m-kapu “very large basket” CL.3/4
m-ji-kapu  “huge basket” CL.3/4

Table 1: Swahili (swh): Beard (1995, pg. 164) and A.A. Assibi (pers. comm)

cl. 1 gloss cl. 3 gloss

jawmu patient jawma  weakling
chiry ‘witch  chiriga ~ wicked person
gwinu  thief gwiniga petty thief
kaant  woman kanma  bad woman

Table 2: Kasem (xsm): Awedoba (2003, pg 11) and pers. comm.

(2) a. 7Titti-a waddi
DEMART-3.FEM.SG boy

‘this (small, cute, lovely) boy’ (Tigrinya)

b. 7Titti-u waddi
DEMART-3.MASC.SG boy

‘this boy’ (Tigrinya)

In the Tigrinya examples in (2) the demonstrative article agrees with the noun
waddi; ‘boy’. In (2a) the noun’s referent is analysed as having received an evalua-
tion, which is signaled by the gender shift. Inherently masculine, it can nonetheless
trigger feminine on targets. Within the parentheses in the translation three predi-
cates are given, reflecting the range of meaning such an evaluation brings about in
different contexts. Kasem and Swahili are two languages similar to Tigrinya in the
sense that they allow gender shift to convey additional meaning. What these three
languages have in common is: (i) a gender system of at least two values, (ii) a com-
mon formal means of expressing a quantitative/qualitative evaluation, which is the
gender shift and (iii) the evaluation itself which glues some additional meaning to
the referent. Our assumption is that in languages in which gender shift is at work,
there must be an unmarked gender given to each noun; in Swahili k"apu; ‘basker’
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is in cl. 9/10, in Kasem kaant; ‘woman’ is in cl. 1 and in Tigrinya waddi; ‘boy’
is masculine. Since a shift is a change one needs an origin for the shift. Claim-
ing such assignment of gender value, that is, inherent value, has a consequence in
considering underspecification in the model.

The literature on evaluative morphology usually uses quantitative and quali-
tative as scales to which a referent is graded and compared to its standard refer-
ence. The terminology is further broken down into diminutive-augmentative and
caritative-pejorative, respectively, terms which usually stand for the meaning con-
veyed. But nothing has ever been said about familiarity, specificity or what in
section 4.3 is called particularization. Are they evaluations?

The general statements on evaluations available in the literature are : (i) they do
not change the lexical meaning of the morphological base or referent, (ii) they do
not change the syntactic category of the lexeme, (iii) they reflect subjective attitude
of the speaker and (iv) they can be recursive (Beard, 1995, pg 163). The signals can
take different forms: many languages use affixes (Grandi and Montermini, 2003),
others use a gender shift.

It can be said that for a language X to have gender shift, X must have a
semantically-based nominal clasification. The secondary function of gender comes
in if at first place gender could convey sense outside its primary assignment. Notice
that only nominals are analysed in the present work, but evidences from many lan-
guages tell us that pronouns and adjectives (i.e. at least those used predicatively)
are also susceptible to undergo evaluation (see Geertz, 1960; Slobin, 1963; Brown
and Gilman, 1960; Das, 1968).

3 Nominal Classification

It is shown in Corbett (1991, pg 7) that assigning a class to a noun depends on se-
mantic or phonological criteria, or a mixture of both. As argued in Brindle (2005a,
pg 36) Tigrinya speakers assign classes to nouns following semantic criteria (see
also Leslau, 1941).

(3) Semantic criteria

» Sex-differentiable entities denoting females are feminine (e.g. living
organisms).

» Sex-differentiable entities denoting males are masculine (e.g. living
organisms).

* Animals are assigned either feminine or masculine, somehow reflect-
ing aggressiveness, size and wiseness dimension.

* Some small items are assigned feminine gender (i.e. lexicalized dimi-
nutives)

* Some items with power and respect connotation are masculine.
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* Some items with wiseness or fertility connotation are feminine.
* Country names are assigned feminine gender

* Collective of inhabitants are assigned masculine gender

* The moon and the sun are feminine

* A corpse, irrespective of the dead’s sex, is masculine

The first two criteria are seen in gender systems cross-linguistically. The third
one applies when animals are referred to without reference to their sex. Notice that
at the bottom of the list, the criteria are much less generalizing. However, these
are generalisations that seem to hold according to native speakers and in canonical
agreement. The criteria allow the separatation of the nouns in a hierarchy as in
Figure 1. Going down the hierarchy, two mutually exclusive classes are created:
Class-1 and Class-11.

all things

N

Class-II [GENDER masc] Class-I [GENDER masc V fem]

N

non-sexuated things sexuated things

Figure 1: Classification Hierarchy

The dichotomy is defined as follows: nouns are of Class-I if they satisfy at
least one criterion in the list of semantic criteria. Under Class-I, a distinction is
made between sexuated things and non-sexuated things. Under sexuated things,
grammatical gender assignments follow from natural gender. They are automati-
cally assigned masculine or feminine, respecting a male/female distinction. A more
complex issue is the classification of the non-sexuated things. Animals are good
examples to motivate some of the criteria in the list. They are classified according
to how they are seen by the linguistic community following concepts like strength,
agressivity, fertility, stupidity and so on.

All Class-II nouns are masculine. Contrary to Class-I nouns, the masculine
value is seen as a default; Class-1II are residuals. Understandably, one might won-
der what the evidence is for a split between non-sexuated Class-I masculine and
Class-1I nouns, since they both trigger masculine on target(s): the answer is that
Class-1I gathers nouns that are not satisfying one of the semantic criteria. The
distinction between Class-I and Class-1I gets further motivated when one observes
which evaluation is appropriate for each class. We will show that Class-1I nouns
are appropriate candidates for certain types of evaluations, while Class-I are ap-
propriate for others. We believe that this situation brings an argument in favor of
the classification proposed. Therefore, apart from a classification separating nouns
into two genders based on the agreement system operating in the language (i.e.
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masculine and feminine), we propose two classes of nouns in Tigrinya (i.e. Class-I
and Class-II) derived from semantic criteria.

4 Evaluations

What is an evaluation in Tigrinya?

4.1 (qualitative-/quantitative+

It is easy to insult a man: simply mark the target(s) in a construction with fem-
inine.* Using feminine value for gender for a male is read as an insult. These
usages are categorized as diminishing the status of a male. In example (4) we see
the effect on gender when reference is made to an animal.

(4) a. zib?i bi-t'ik’ay halifom , bi-firhat rifida
hyena by-near passed.MASC, in-fear shook.1.MASC.SG
’A group of hyena passed near me, [ was terrified”  (Brindle, 2005b)

b. zib?i bi-t'ik’ay halifan , gina hanti Taygabaranin
hyena by-near passed.FEM , but nothing/one did.not.3.PL

’A group of hyena passed near me, they did not hurt me’ (Brindle,
2005b)

The word zib?i; ‘hyena’ is in Class-1 masculine, value assigned by the semantic
criteria. In (4a) the word triggers masculine on the verb, but in (4b) it triggers
feminine. In both of these sentences, the word zib?i manages to determine either
feminine or masculine on the target verb. This is an evidence which shows a change

“Evaluations of that sort are even penalised by customary laws. The following examples are
taken from the written customary laws of the highlands of Eritrea.

(1) ni-taba%itay ?atti innabala ba-nistayti zi-t'arafa 12 hilqi
to-male pro.2.FEM.SG saying in-female who-insults 12 hilqi
yayhas
he.should.pay.indemnity

‘If a person insults a male (man) in a female form (grammatical expression), then as
indemnity, he should pay 12 helqi’ (Law (1918))

(2) bi-g“al ?anstayti zi-t'awSe ... 110 qirfi yayhas
to-girl female who-calls ... 110 girsi he.must.pay.as.indemnity ...
‘Who calls a man by a female form, must pay 110 girsi as indemnity’ (Law (1946))
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in its agreement class. This is understood as the aggressiveness status of a typical
hyena is being diminished.> Now look at the following examples:

(5) TPizza waddi ba-Talti SirrA TimbAr
DEMART.FEM.SG boy  of-owner.FEM.SG pants indeed
koyn-a
become;V kwm:||A.PERF.FEM.SG||
“This boy became courageous’ (Gebrechristos, 1993, pg. 97)
(6) Tizza waddi mafant’a Pimbar gajira
DEMART.FEM.SG boy intestine indeed do;/gbr:||A.PERF.FEM.SG]|
“This boy became courageous’ (Gebrechristos, 1993, pg. 139)

Sentences (5) and (6) are appropriate in a context in which a timid young boy
suddenly becomes energetic, outspoken or even aggressive. At a certain moment,
contrary to all expectations, he behaves in opposition to his socially substract na-
ture. In fact, the verb phrases in these examples are considered idioms, but we
still consider them evidence for satiric connotation since the inherent gender of the
word for “boy” has shifted (i.e. target ?izza.FEM, not 7izzu.MASC). We showed
that using feminine value for gender to a male is not only read as insulting but
could also in some context be regarded as satiric. This occurs specifically to males.
Now consider the opposite situation for an adult female.

(7) 7Pizzi sabajti jinabih ?allo
DEMART.MASC.SG woman bark  AUX.MASC.SG
“This woman is shouting (at somebody)’ (Brindle, 2005b)

The same evaluation can apply on sabajti; ‘woman’ in (7) but there the gen-
der shift goes fem — masc instead of the masc — fem. The semantic effect
of gender shift emphasizes the aggressiveness or insensibleness of that particular
woman.

>The nominal in (4) is used for collective reference. Further, consider this verse of a traditional
children song.

(1) =zib?i tiwalid Palla, ?izgi Pajatibjalla
hyena giving.birth is.FEM, God not.grow.up.FEM
’A hyena is giving birth, God don’t let them grow up!’ (Brindle, 2005b)

In that verse the word zib?i; ‘hyena’ must refer to female since only female hyena can give birth,
so the use of feminine is covered by the semantic criteria, since individuated hyenas are ’sexually’
classified. Thus example (1) is not a case of evaluation.
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4.2 qualitative+/quantitative-

Interestingly, diminutives with a unique meaning small(z) are not common, if they
exist at all. These are called true diminutives in Hasselrot (1957). It was found that
speakers prefer to form true diminutives synthetically (i.e. adj V verb + noun).®
However, we believe that all diminutives in Tigrinya are colored by endearment.
Therefore, we gather under caritative the evaluation of the type dear(x), small(x).
This means that a translation (i.e. from native speakers) involving predicates such
as small, dear, lovely, close, affectionate, beloved will treat those properties as
caritative-diminutive. Friendship is another issue that we wish to include. Friend-
ship can be thought of as an evaluation affecting only human entities or humanized
characters. This evaluation seems to follow what we have gathered under caritative.
Tigrinya speakers typically use these types of evaluation among close friends and
(appreciated) family members. For example, Solomon is a proper name associated
with a human male. In (8) speaker A and B are discussing Solomon’s well-being
and he is not part of the conversation.

(8) a. A:solomon kamay ti-sarrih ?all-a
Solomon how  IPFV-work.FEM.SG have-FEM.SG

‘How is Solomon doing?’
b. B: nissa t'ibuq  ti-sarrih Tall-a
3.FEM.SG fine/good IPFV-work.FEM.SG have-FEM.SG
‘He is doing good! (lit; She is doing good)’

Both speakers are close friends with Solomon since they both talked about him
using the feminine value for gender. In this case it is a male that asks a fellow
male about his present life satisfaction. While these examples involve friendship

relation, the following is concerned with what we called affectionate use. Compare
9), (10) and (11):

(9) TRizza wadd-ay kitzareb dgammira
DEMART.FEM.SG boy.SG-POSS.1.SG.MASC speak start

‘My (dear , lovely,..) son started to speak’

(10)  wadd-ay nifufi Piyyu
boy.SG-POSS.1.SG.MASC nice.3.MASC.SG AUXP.3.MASC.SG
‘My son is nice’

(11) wadd-ay nififi-ti Piyya
boy.SG-P0SS.1.SG nice.3.SG-FEM AUXP.3.FEM.SG
‘My (dear , lovely,..) son is nice’

The closest to true diminutives we have found are the lexicalized forms (i.e. some Class-I:FEM
ending in -7 or -#i) or borrowed Italian words carrying a diminutive morpheme. Italian -ino and -ina
are not used outside borrowed words (mostly proper nouns) and Class I:FEM nouns ending in -f or
-ti are considered non-decomposable.
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Examples (8) to (11) all involve Class-I nouns, but it is easy to find Class-II in
the case of affectionate. Having affection or appreciation toward an object can be
done likewise:

(12) sa?inay t’'thuq Tiyyu
shoe.SG-POSS.1.SG nice.MASC.SG AUXP.3.MASC.SG
‘My shoe is nice’

(13) sa?inay t’'tbuq-ti Tiyya
shoe.SG-P0SS.1.SG nice-FEM.SG AUXP.3.FEM.SG
‘My (dear, lovely) shoe is nice’

Thus small, dear, lovely and affectionate can apply to non-human as well. The
data tells us that a word of Class-1I like sa?inay; ‘shoe’ undergoes similar process
as Class-I nouns do when it comes to affection towards a referent. Besides, we
consider the possibility for a female to undergo gender shift under that evaluation.
No data are given in this work since only one speaker agreed with what we pre-
sented to her. The context in which one could retrieve gender shift on females
under caritative evaluation involves the affection of a mother towards her daughter.

4.3 Particularization

We analysed all class-1I nouns as masculine. The reason why we choose that value
for gender is that, on the one hand, when a class-II noun determines feminine
agreement, we observed a meaning difference, either a caritative or a particular-
ization. On the other hand, when it is masculine the noun’s denotation is the only
representation available. We observed that Tigrinya uses gender shift on Class-
Il nouns to particularize or specify them in certain contexts. Thus we say that a
noun is particularized by an evaluation ignoring definiteness. This allows a noun
to not get particularized but still to receive the referencial function of items bearing
definiteness. Consider a Class-II noun and the example (14) below:

(14) ?izzi kafli
DEMART.MASC.SG room
‘this room’

Thus the noun phrase in (14) is made up of a Class-II noun, is definite but
not particularized. Particularization is a term that is closely related to specificity
and familiairity’. It is an evaluation found especially in indefinite singular noun
phrase, but in theory since it is the controller that is evaluated, other syntactic
environments are possible. In fact we shall present the consequence of this type of
evaluation in a quantifier phrase in (17) below. In indefinite singular noun phrase

"The discussion surrounding initial vowel, also called augment, in the Bantu literature has a
strong similarity with what we call particularization for Tigrinya (see de Blois, 1970; Hyman and
Katamba, 1993; Petzell, 2003).

389



particularization is an evaluation which narrows down the identification of, renders
distinct or individuates an object for both the speaker and the hearer. Both speaker
and hearer should have the same object in mind. If an object gets particularized by
the speaker, the hearer must have the object token in mind, not only its type®. This
is exemplified in (15a) and (15b).

(15) a. litfi ?all-o-ka-do
bulb have-3.MASC.SG-2.MASC.SG-QM
‘Do you have a (any) bulb?’
b. litfi ?all-ati-ka-do
bulb have-3.FEM.SG-2.MASC.SG-QM
‘Do you have a (particular) bulb?’

In (15a) the customer asks the shop-keeper if he has light bulbs in his shop. The
shop keeper has the bulbs in the backroom of his shop. As the customer cannot
see any bulbs around on the shelves or he doesn’t have a sample with him, he
cannot point at them. But the context in which (15b) is uttered is that the customer
has a bulb in his hand, showing the kind of bulb he is seeking to purchase but
still uses an indefinite noun phrase. Notice that the meaning conveyed is better
translated as a quantifier (i.e. eng: any) in (15a) and as an adjective or determiner
(i.e. eng: particular, this, such) in (15b). This reflects (i.e. what we judged)
the interpretations of native speakers. While in English the noun phrase in (15b)
should have been used with another element in the noun phrase, Tigrinya has a
grammatical device that signals the particularization of Class-II nouns. This device
is gender shift.

(16) a. mabrahti  wallif-i-ya
electric light put.on-2.FEM.SG-3.FEM.SG

‘(You fep,) switch on the light!”

b. mabrahti  wallif-i-yo
electric light put.on-2.FEM.SG-3.MASC.SG

‘(You ep,) switch on a light!’

The situation is similar in (16). When mabrahti; ‘electric light’ is used in
masculine, the hearer’s answer is to switch on any light in the room (i.e. the light
is not specified. It could be a lamp or any other sources of electric light). If the
feminine is used, the source of the light and possibly the location of the switch is
known by both speaker and hearer. We decided to gloss this sentence making an
a/the distinction in English. Further, particularization can affect the interpretation
of noun phrases involving a quantifier like kwullvm; ‘all’.

8In Borthen (2003), a type discourse referent is seen as a genre, a kind or a category, while a token
discourse referent is seen as an individual or an instance of an object. A future work is to make the
link between an implementation of referential properties of nominals in a HPSG grammar (Borthen
and Haugereid, 2004)) and the phenonemon we label particularization.
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(17) a. kVullom (?itom) mat’haf-ti
all.MASC (the.MASC) books-PL
‘all (the) books’

b. k“ullan (?#tan)  mat’haf-ti
all.FEM (the.FEM) book-PL

‘all (the) books’

The meaning conveyed by the cohabitation of the particularization evaluation
and a quantifier like kwullan in (17b) is the one in which the books are seen as
individuated and forming a totality (i.e. similar to the combination of ‘each’ and
‘all’ in English, some sort of distributive reading). The sentence (17a) is seen as
the gathering, the whole, the totality of the books. In figure 2 we present two
environments in which particularization have been elicited and the consequence
of gender shift in the interpretation of the noun phrase.

MASC FEM
[N]np  typeof object = token of object
[VN]np all-whole = each-whole

Figure 2: Evaluation: particularization

Table 3 summarizes what we have presented under the term evaluations. Cur-
rently, the evaluations we are providing will obviously raise ambiguities. If one
looks at the summary table, one can see overlapping statements having different
evaluations. Evaluations need situation or context to be processed. Even cases in
which a man insults his best friend or shows great affection towards his enemy are
easily interpreted by native speakers. The pragmatic level of evaluations is left out
of the present analysis.

if Class-I human female is assigned masculine =  status -

if Class-I human male is assigned feminine = status -

if Class-I:MASC is assigned feminine = status -

if Class-I1 is assigned feminine = status+/size-
if Class-I human male is assigned feminine = status +

if Class-I human female is assigned masculine = status +

if Class-I1 is assigned feminine = particularized

Table 3: Evaluations

Evaluations involve three distinguishable but inter-related parts: a lexical, a
syntactic and a semantic component. In the lexical component, inherent values for
gender are changed. The language having two values for gender, the given shift of
value has only one option, the other value. The syntactic component should reflect

391



canonical agreement, since no agreement mismatches are observable in what we
are covering (Corbett, 2006, pg 143). The controller, evaluated or not, informs
the target(s) in what respect they should inflect. The semantic component of the
noun stays unchanged: a male stays a male and a shoe stays a shoe. It is their
agreement features, more presicely gender, that gets affected and, as we argue,
this is a syntactic matter. What is happening in the semantic components is a
property addition through evaluation, corresponding to what we have presented in
this section. We are simply saying that a first-order logic representation of sentence
(13) should look like Dear(z) A Shoe(xz) A Nice(z), and for French examples
involving true diminutives batonnet: Small(x)A\Stick(x), garconnet: Small(z)A\
Boy(z), livret: Small(xz) A Book(x), and so on. For all evaluations, one predicate
is added to the logical formula.

S HPSG

How do these grammatical properties look like in an HPSG architecture? The
nominal classification presented in section 3 is reflected in the hierarchy under
gend, as in Figure 3. The type gend is compatible with both fem and masc. The
types Class-1 and Class-1I are abstract types reflecting the dichotomy argued for
in section 3. Within the dichotomy, a noun gets assigned a value for gender. The
three leaf types we get, CI-masc, CI-fem and CII-masc reflect the only defined
types declared for gender assignment in the language.

gend

Class-I-11

T

Class-1 Class-11 masc fem

N

Cl-masc Cl-fem Cll-masc

[SYNSEM|CAT|HEAD|AGR|GEND gend|

Figure 3: Gender Hierarchy

In the lexicon all nouns should have one of these types as a value for gender.
That point is illustrated by taking three nouns out of the classification proposed.
The differences between (18) a, b and c lie in their value for PHON, their value for
PRED and their value for GEND.

(18) a. ‘shoe’

392



[en-lxm
PHON  sa?ini
CAT|HEAD|AGR|GEND CII-masc

SYNSEM ..
CONT|RELS|PRED sa?ini

b. ‘man’

cn-lxm

PHON  sabay

CAT|HEAD|AGR|GEND CI-masc]|

SYNSEM
CONT|RELS|PRED sabay

c. ‘woman’
cn-lxm

PHON  sabayti
CAT|HEAD|AGR|GEND Cl-fem
CONT|RELS|PRED sabayti

SYNSEM |:

This organisation would allow, for example, a noun of gender CI-fem unifying
with an adjective of gender fem resulting in a phrase where fem is the common type
shared by both. For example, consider the case in which an attributive adjective and
a noun combine. Following Eynde Eynde (2002), the combination of the adjective
and the noun is done by a grammar rule labeled head-functor phrase, as described
in Figure 4. The SELECT value in the functor daughter is structure-shared with
the SYNSEM value in the head daughter. Moreover, adjectives have constraints
specified on them which ensure that the morpho-syntactic agreement features (i.e.
AGR in Kathol (1999) and Sag et al. (2003) and NUMGEN in Eynde (2002)) on the
selected nominal are structure-shared with the adjective.

In section 4 evaluative morphologies were presented as operations in which
(i) the resulting categories stay unchanged, (ii) they provide a flag to signal that
a semantic composition is being conveyed and (iii) they add some meaning. An-
other property is that the “derivation” brings a lexeme into another lexeme form,
evidences come from pluralisation (Derzhanski, 2003). HPSG offers an appropri-
ate mechanism that can capture all these grammatical processes. The formalism
allows us to change the value for the gender feature and to add an elementary pred-
ication through lexical rules. Even though the phenomena could be accounted for
by assuming a different lexical representation for gender encoding (i.e. underspec-
ification), respecting the typology of agreement (Corbett, 2006) and the nature of
a shift place us in a situation in which evaluations can be approprietely described
using lexical rules. The sort of lexical rules created to capture evaluations are
derivational .’

9We did not implement the present work, but we were influenced by the Grammar Matrix (Ben-
der et al., 2003). The cat-E type was conceived to be a subtype of constant lexeme-to-lexeme rule
(i.e. const-ltol-rule), a spelling preserving rule, since the phenomena under Category E do not add
overt morphological material (i.e. in Tigrinya). The term Category E is borrowed from Delhay
(1996): ”La Catégorie D est une construction abstraite destinée a rendre compte des phénomenes de
construction d’un sens dit “diminutif” en contexte et ne vise pas a créer une archi-catégorie morpho-
syntactique. Elle ne saurait donc se prévaloir d’une quelconque prétention a la prédictabilité, mais
cherche a décrire la diversité de procédés et de valeurs que I’on peut subsumer sous 1’idée de DIMINU-
TION.” Thus Category E is seen here as a global term scoping over a family of evaluations on nouns,
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_head—functor phrase

PHON < @>

noun

agr
SYNSEM CAT|HEAD AGR PERS 3
NUM  sg
GEND masc
[noun-word
PHON < mAt’haf>
HEAD-DTR ‘;i;s 5
SYNSEM [8] | CAT | HEAD |AGR NUM s
L GEND CII-masc
fadj-word-a 7]
PHON < I i>
- adj -
SELECT <SYNSEM [CAT| HEAD |AGR D
SYNSEM CAT | HEAD Zi;s 5
FUNC-DTR AGR
NUM sg
GEND masc
L CONT .
_root
MORPH-DTR | PHON < qayy V h>
L SYNSEM | CONT i

Figure 4: Composition of qayyih mat’haf ‘a red,,qsc book’

cat-E

INFLECTED -

SYNSEM|CAT nominal
INFLECTED -

DTR

SYNSEM|CAT nominal

Figure 5: cat-E type (“subtype” of const-ltol-rule (Bender et al., 2003))

The type cat-E displayed in figure 5 is the root of the family of evaluations.

It inherits the constraints declared on the type lexeme-to-lexeme-rule, that is, the
constraints that interest us are in a rule in which (i) the input and the output are not
fully inflected and (ii) the rule has one daughter, the input. The input for car-E is
always a nominal and under this rule, nominals cannot undergo a categorial change.
The semantic representation in figure 6 is a simplified form of Minimal Recursion
Semantics (MRS).!” The mrs type declares two features: INDEX and RELS. The
feature INDEX can take two values, event or ref-ind. The value of INDEX is unified

grammatically signalled by gender shift. Contrary to her Category D, Tigrinya offers other types of

evaluation and lacks some of the compositions French offers.

10Simplified form in the sense that we use only some features declared on a full fledged MRS

(Copestake et al., 2006) to accommodate the phenomena in question.
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with the value of ARGO in RELS. Figure 7 displays the TFS of a type labeled sem-
cat-E, a type which constrains the insertion of a particular relation in the bag, an
argl-rel.

mrs

INDEX

noun-rel
RELS ! | PRED string |!
ARGO

Figure 6: Reduced mrs type

[sem-cat-E 1
INFLECTED -
[CAT nominal
[argl-rel
SYNSEM CONT|RELS <! [Z(;”C’:(')’ ] ZiEg?) ;trmg |
i | ARG1
[INFLECTED -
DTR CAT nominal]
i SYNSEM|:CONT|RELS (1 | |

Figure 7: sem-cat-E type

In Figure 7, the type sem-cat-E constrains the output of the rule to contain an
additional elementary predication (EP) in the RELS’s list. This elementary pred-
ication (i.e. argl-rel) is the locus of evaluation. It corresponds to the meaning
representation of -efte in French, -ish in East Cree (Junker et al., 2002) and like-
wise in other languages having evaluative morphology.

argl-rel

PRED string
ARGO event
ARG]1 ref-ind

Figure 8: argl-rel Relation

The hierarchy in Figure 9 shows three subtypes of sem-cat-E: quant-/qual+,
particu and quant+/qual-. Each type constrains the appropriate nominal it can add
an evaluation to, using the gend type introduced earlier'!. These act as filters,
blocking some undesirable evaluations. For example, such declaration restricts the
particu evaluation to be compatible only with GEND Class-II, quant- /qual+ with
Class-I-1I (i.e. underspecified) and quant+/qual- with Class-1.

"In Figure 9 the feature GEND ends the following path in the three lowest type:
[DTR|SYNSEM\CAT\HEAD|AGR\GEND Class-I-IT V Class-I vV Class—ll}
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sem-cat-E

e

quant-/qual+ particu quant+/qual-
GEND Class-I-11 GEND Class-I1 GEND Class-1

Figure 9: sem-cat-E subtypes
The type argl-rel has subtypes, corresponding to the findings shown in section

4. The hierarchy in Figure 10 displays evaluation relation possibilities. Moreover,
argl-rel types constrain the relation with a value for PRED.

argl-rel
quant-/quant+-rel  particu-rel insult-status—rel
cari-dim-rel  cari-rel
cari-dim-rel PRED “‘small-beloved”
cari-rel PRED “beloved”
particu-rel PRED “particular”

insult-status—rel PRED “‘status -~

Figure 10: Hierarchy of Evaluation Relations and respective PRED Value

The notion of friendship and insult is seen as only applicable to humans. The
semantic representation of INDEX is extended, using the SORT feature, to split
things in the world that are human or not with the feature HUMAN having bool as
a value, where bool represents +/-.

(19) Human or not in a Sign
[SYNSEM|CONT|INDEX\SORT|HUMAN bool]

With that in mind, there are two rules which can apply to nouns that are con-
strained as HUMAN +. These rules are appropriately used in cases where humans
are endeared or insulted. Augmented with that constraint, lexical rules built from
the types insult and cari are appropriate only for nouns having that feature. Figure
11 illustrates the constraints gathered under the insult type.

_ge—sh—fem
(20) a. |SYNSEM|CAT|HEAD|AGR|GEND fem
DTR|SYNSEM|CAT|HEAD|AGR|GEND masc
_ge—sh—masc i
b. |SYNSEM|CAT|HEAD|AGR|GEND masc

DTR|SYNSEM|CAT|HEAD|AGR|GEND fem
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[insult
[CAT nominal

insult-status-rel
noun-rel PRED status-
ARGO ] ARGO event

ARG1

SYNSEM

CONT|RELS<! [

[CAT|HEAD|GEND Class-I
DTR|SYNSEM INDEX|SORT|HUMAN +
CONT

RELS (@

Figure 11: Constraints introduced under insult

As for the signal of an evaluation, the type ge-sh stands for gender shift and
has two subtypes, ge-sh-masc and ge-sh-fem. These are the types that do the actual
shift in gender value. Informally, if the GEND of the daughter is «, ge-sh makes it
—a. The two types needed are shown in (20). The actual lexeme-to-lexeme rules
are the join of subtypes of sem-cat-E and ge-sh. This means that all the possibilities
of unification of the leaf types (i.e. the glbs) of both sides equal ten. On these ten
possibilities, six of them were found in Tigrinya, two need further investigation

and two are simply impossible.

cat-E

/\

sem-cat-E ge-sh

T

quant-/qual+  particu  insult-status- ge-sh-fem  ge-sh-masc

Nl T

cari-dim cari insult status-

Figure 12: Category E Hierarchy

(21) 10 possibilities

ge-sh-fem M insult
ge-sh-fem 1 status-
ge-sh-masc I insult
ge-sh-fem M particu
ge-sh-fem N cari
ge-sh-fem I cari-dim

? ge-sh-masc I cari

5 0@ - 0 &0 o

* ge-sh-masc I particu

—

* ge-sh-masc I cari-dim
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j-  ?ge-sh-masc I status-

Figure 13 provides one of them. This rule is typed ge-sh-fem-cari-dim-rule.
The rule is constrained, so either Class-I or Class-1I is a possible input and gender
shift needs anything that has masculine as a value for GEND in the daughter. So
only CI-masc and Cll-masc are possible input. The elementary predication is in-
serted and the ARG1 of the added relation is structure-shared with the ARGO of the
referent.

6 Conclusion

A solution for the so-called gender flexibility in Tigrinya was presented. Storing
some nouns with both genders raises the problem of reduplication in the lexicon.
Further, having their value underspecified undermines the internal structure of con-
trollers in the language and the nature of a shift. Nouns should be encoded with
one value for gender. The semantic criteria (in section 3) together with the notion
of evaluation (in section 4) predict a class-I and class-1I dichotomy. The former
is derived from the assignment of a set of semantic criteria and the latter is con-
sidered residual. Evidences show that masculine was the right default assignment
for class-11. If a noun’s value for gender shifts, that noun has undergone an eval-
uation. Evaluations are gathered under the term Category E, which subsumes all
the phenomena that received an analysis compatible with those described. In an
HPSG format, the type car-E roots a set of lexeme-to-lexeme rules which basically
shifts the value for the feature GEND and add an EP in the RELS’ list. Following
this approach, semantically-driven transfer becomes eligible between analytic and
synthetic types of languages (i.e. morphological vs. syntactical composition of
EPs) and between languages in which evaluative morphology is either present or
absent.
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C. By using the feminine on male entity, A is expressing his affection
toward C.”
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Solomon how  IPFV.FEM.SG.work have-FEM.SG

‘How is Solomon doing? (evaluated)’
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T T
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Abstract

Russian shows the mixed agreement with the polite pronoun vy and
pluralia tantum nouns, both of which have plural number in form but
either singular or plural number in meaning. Two different forms of
adjectives — short form and long form — agree in different number with
those number mismatch nominals.

I adopted the idea of Siegel (1976) etc. that when a long-form
adjective appears in the predicate position, there is always a null head
that it modifies, with the HPSG's agreement theory of Wechsler &
Zlati¢ (2003). I propose that all predicates — verbs, SF and LF
adjectives — except predicate nominals show CONCORD agreement.
LF adjectives show CONC agreement with the null anaphor ‘one’. The
different number values of LF adjectives results from index agreement
between the null anaphor and the subject of the sentence.

1 Introductiont

This paper explores the mixed agreement in Russian. In Russian, the second
person plural pronoun vy can be used politely of a single person, which is
often shown in both Indo-European languages (like vous in French) and non-
Indo-European languages (like siz in Turkish etc.).

The mixed agreement in French has been studied in the HPSG framework
(Pollard and Sag 1994, Kathol 1999, Wechsler & Zlati¢ 2003). In French as
in Vousiyourr) étesperrr) loyaljoyasa) "YOUpoiie.sg) are loyal.', plural pronoun
vous in single referent triggers PL. agreement on verbs and SG agreement on
adjectives.

Russian shows interesting data in that they have two different forms of
adjectives (e.g. krasiv 'nice.SF' vs. krasivyj 'nice.LF') and polite pronoun vy
triggers different number values on those — plural on short-form adjectives vs.
singular on long-form adjectives. On the other hand, pluralia tantum nouns
(e.g. ocki 'glasses', bryuki 'pants', etc.) are another important source to
examine number agreement since they are analogous to polite pronoun vy in
that they have plural number in form but can refer to one single entity.

! Data in this paper are from native Russian speaker informants, except where noted.
Thanks to Tatiana Segura, Nadya Clayton, and Marina Alexandrova for help with
Russian.
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Pluralia tantum nouns do not trigger different numbers on two different
forms of adjectives — plural number in both adjectives.

Russian has not been studied much in the HPSG framework. This paper
tries to solve the agreement puzzle, triggered by nominals with number
mismatch in form and meaning. All those puzzles are untangled by figuring
out the properties of long-form adjectives and nominals causing the mixed
agreement. I will adopt the Babby (1973), Siegel (1976), Baylin (1994)'s idea
that when a long-form adjective appears in the predicate position, there is
always a null head that it modifies, together with the HPSG's agreement
theory of Wechsler & Zlati¢ (2003) which divide the grammatical agreement
features into the index agreement and the concord agreement.

2 Mixed agreement in Russian

This section shows how agreement puzzles look like in Russian. In Russian,
there are two different forms of adjectives — short-form adjectives (e.g. krasiv
'nice.SF.SG' and krasivy 'nice.SF.PL' etc.) and long-form adjectives (e.g.
krasivyj 'nice NOM.SG', krasivye 'nice.PL' etc.).” They behave quite different.
The verb and SF adjective agreement is quite simple: they all agree
morphosyntactically with any type of subject. The pronoun vy 'you.PL'
triggers PL. number in finite verbs and short-form adjectives no matter how
many people vy is referring to:

(1) a. Ty byl sCastliv
2SG  be.past.2SG  happy.SF.SG
"You (one informal addressee) were happy.'

b. Vy byli / *byl sCastlivy / *sCastliv
2PL.  be.past.PL / SG happy.SF.PL/ *SG
"You (one formal addressee or multiple addressees) were happy.'

* Hereafter, 1 call them SF or LF adjectives as in the gloss. Long-form adjectives
show different forms by case unlike short-form adjectives, so that the glosses do not
indicate long-form adjectives but case.
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pluralia tantum nouns (e.g. scissors, trousers, etc.) trigger plural
agreement morphosyntactically when they are semantically either singular
(one pair) or plural (more than one pair):

2) Bti otcki krasivy /*krasiv
these glasses.PL nice.SF.PL /*SG
"These glasses (one or more than one pair) are nice.'

Not all predicates show morphological agreement in plural with a plural
subject. LF adjectives, which can be either attributive or predicative, show
semantic agreement with polite pronoun vy in a single referent:’

3) Vy krasivyj / *krasivye
you.polite nice.NOM.SG / PL
'You (one formal addressee) are nice.'

On the other hand, pluralia tantum subject still triggers plural agreement
on LF:

(4) a. Eti otcki krasivye /*krasivyj
these glasses.PL nice.Nom.PL / SG
"These glasses (one or more than one pair) are nice.'

b. makarony vkusnye / *vkusnyj
spagetti.PL tasty.NOM.PL / SG
"The spaghetti is tasty.'

Let's consider predicate nominals. They are somewhat different from other
predicates. Predicate nominals show pure semantic agreement with any type
of agreement trigger (e.g. pronoun, pluralia tantum, etc.) if the predicate
noun can have both number values. It would be because the predicate
nominals can have their own inherent numbers, they have restrictions on their
number value morphologically or semantically, and they themselves are
agreement triggers:

In 19th c., long-form adjectives show PL agreement with the polite pronoun vy,
regardless of number of referents (Corbett 1983).
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(5) a. Vy/Ty byli / byl geroem
youw.PL /SG be.past.PL/SG hero.Inst.SG
"You (one formal / informal addressee) were a hero.'
b. Vy byli gerojami
you.PL be.past.PL. hero.Inst.PL
"You (multiple addressees) were heroes.'

(6) a. Et oc¢ki special'ny' instrument ¢toby  smotret’  fil'm
these glasses specia.SG  tool.SG  so_that to_watch film
"These glasses (0ne pair) are a special tool to watch a (e.g. IMAX) movie.'

b. Eti ocki special'nye instrumenty ctoby  smotret’  fil'm
these glasses special.PL.  tool.PL so_that to_watch film
"These glasses (more than one pair) are special tools to watch a movie.'

Here is the summarization of Russian predicate agreement patterns with two
different types of nominals — polite pronoun vy and pluralia tantum noun:

e morpholgocially PL & finite adjectives predicate
semantically SG triggers verbs SF LF nominal

vy PL PL SG SG

pluralia tantum PL PL PL SG

Russian shows mixed agreement — i.e. one agreement trigger causes
different agreement values in its agreement targets. This predicate agreement
patterns follow Comrie (1975) and Corbett (1983)'s predicate hierarchy (verb
> participle > adjective > noun), which says the one on the left shows
syntactic agreement than the others on the right. Two different types of
nominals, polite pronoun and pluralia tantum nouns, trigger different number
values in predicates but each pattern confirms the predicate hierarchy.

This research shows how to analyze the agreement puzzle in Russian.
Next section analyzes the agreement of verbs, SF adjectives, and predicate
nominals, which behave straightforward — either morphological or semantic
agreement with any type of agreement triggers. The main focus of this paper
is on LF adjectives. The following section deals with the LF adjective issue.
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3 Predicates except LF adjectives. Simplethingsfirst!

The straightforward agreement targets — verbs, SF adjectives and predicate
nouns — are dealt with in this section. Section 3.1 will propose lexical entries
of pronoun vy and pluralia tantum nouns, introducing the features of previous
analysis on (mixed) agreement in the HPSG framework. Section 3.2, I will
show the analysis for those predicates.

3.1 Lexical entriesof polite pronoun vy and pluralia tantum nouns

Mixed agreement with polite pronoun in French has been examined well in
HPSG framework. Pollard & Sag (1994) and Kathol (1999) analyze them by
making the verbs and predicate adjectives agree in a different feature of
polite pronoun. Pollard & Sag (1994) analyzes that the verb agrees with
INDEX feature of the pronoun, but the adjective agrees with its semantic
RESTRICTION feature (RESTR, hereafter). Kathol (1999) advocates the
morphosyntactic AGR feature, which is distinct from the semantic INDEX
feature.” In his analysis, adjective agreement is handled by structure sharing
of INDEX values, while verb agreement is handled by structure sharing of
the AGR values.

Wechsler & Zlati¢ (2003) analyze Serbo-Croatian agreement with two
different CONCORD (CONC, hereafter) and INDEX features, which are
analogous to Kathol's AGR vs. INDEX features. They give a unified
agreement analysis in different languages and show the Serbo-Croatian data
that we need to treat subject and verb agreement as INDEX agreement. As
for mixed agreement, Wechsler & Zlati¢ (2003) in HPSG and Wechsler
(2004, 2005) in LFG suggest that French first and second person pronouns
are morphosyntactically distinguished by four different person values Is, 2s,
la and 2a, and the traditionally called first and second person finite verbs
agree with their subjects in person only. Agreement triggers with no number
force the semantic agreement on agreement targets. Thus, in predicate
adjectives, polite pronoun triggers semantic agreement due to its lack of
number, while pluralia tantum nouns trigger morphosyntactic agreement in

* Instead of AGR feature, I call this CONCORD feature following Wechsler & Zlati¢
(2003).
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plural number. Hahm (2006) applies Wechsler's ideas to Czech in LFG
framework: the finite verbs agree only in person; singular predicate has
constraints that the agreement trigger has to be in singular both
morphosyntactically and semantically, while plural one has elsewhere
condition.

However, Russian pronouns should be explained in the traditional way
which they are distinguished by three persons and two numbers, contrary to
Czech and French. It is supported by the fact that Russian verbs in past tense
do not agree in person. The plural verbs show the same form when the
subject is any traditionally called plural nominals, including first, second, and
third person:

(7ya. Ja'Tl

Ty ‘you (SG)’ } byl 'be.past.masc.SG' ...
On 'he'

'I/You(SG)/He was ...

b. My we'
Vy 'you (PL)’ } byli 'be.past.PL' ...
Oni 'they’
'We/You(PL)/They were ...

If we assume that Russian second person pronouns are not marked for
number and have separate person values (e.g. 2s and 2a as in Wechsler 2004
for French), we have to have uneconomical explanation — for example, the
verb byl can have the subject in [[PERS 2s] v [NUM sg]] disjunctively. If we
assume that all pronouns are marked for number in Russian, the agreement
can be explained simply: verbs agree in number with any nominals including
pronouns.

This paper follows Kathol (1999) and Wechsler and Zlatic (2003), the
grammatical agreement is subdivided into syntactic CONC and INDEX. Plus,
following Wechsler and Zlatic (2003), RESTR has the feature COUNT for
pure semantic number. I propose the lexical entries for pronoun vy 'you' and
the pluralia tantum nouns ocki 'glasses' or bryuki 'pants' as follows:
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(8) a. polite pronoun vy b. pluralia tantum nouns

...| CONC {NUM pl} ...| CONC [NUM pl}
.| INDEX {NUM [1]} .| INDEX {NUM pl}
..| RESTR {COUNT [1]} ..| RESTR [COUNT ]

The polite pronoun vy has plural number in CONC but INDEX number is
identical with COUNT value. When the COUNT value is decided in the real
world depending on how many persons are referred, INDEX number value
follows this. On the other hand, pluralia tantum nouns are specified as PL
number for both CONC and INDEX, and in the context either singular or
plural number is possible for COUNT feature.

Thus, even when polite pronoun vy and pluralia tantum noun both refer to
a single referent, INDEX number values are different — sg vs. pl respectively.
Their INDEX numbers explain the referential agreement with relative
pronoun:’

(9)a. Vy kotoraja (>>kotorie) stol'ko ditaete, mnogo znaete
you, rel-pron.F.SG (PL) so_much read.2PL much know.2PL
"You (polite.SG), who read much, know much.'

b. eti bryuki, kotorie /*kotorij dala mne moya babuska,
this.PL pants.PL. rel-pron.PL/*SG gave to.me my  grandmother
moi  lyubimaya
my.PL favorite.PL
"These pants, which my grandmother gave me, are my favorite.'

Pronoun and antecedent show INDEX agreement. In the above sentences, the
polite pronoun vy triggers singular agreement in the relative pronoun but
pluralia tantum noun bryuki triggers plural agreement. When the third person
pronoun co-refers to pluralia tantum noun, the pronoun has to be in plural:

(10)  Jakupil eti bryuki vchera. Jalyublyu ix/ *ego.
I bought.1sg this.PL pants yesterday I love.lsg them.acc/it.acc
'I bought a pair of pants yesterday. I love them.'

> When the relative pronoun agrees with polite pronoun, singular form is much more
preferred than plural form or plural sounds bad completely depending on a speaker.
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Thus, it is plausible to say that two different nominal types, polite pronoun vy
and pluralia tantum noun have different INDEX number.

One separate issue to mention about is the possibility between animacy
and different INDEX number values of polite pronoun vy and pluralia tantum
noun. The INDEX number I gave for two lexical entries might be related to
animacy. The controllers referring to animates are more likely to take
semantically justified agreement than are those referring to inanimates.
Corbett (1983a) shows the evidence coming from different Slavic languages,
involving quantified expressions and conjoined NPs. When animates are
conjoined or in quantified expressions, they trigger more semantic agreement
than inanimates' cases. It is possible to say that pluralia tantum nouns are
inanimate, so it has morphological PL number in INDEX triggering PL
agreement to a relative pronoun, while polite pronoun refers to human, so it
can have semantic SG number in INDEX triggering SG agreement to a
relative pronoun. This fact can be another evidence for semantic agreement
with an animate in Russian.

3.2 Verbs, SF adjectives and predicate nominals

It is quite clear what verbs, SF adjectives, and predicate nominals want to
agree with. Finite verbs and SF adjectives only show morphological
agreement regardless of the agreement trigger type. Thus, we can analyze that
in Russian the number value of finite verbs or short-form adjectives have to
be identical with the CONC's number value of the subject. For example, the
partial lexical information for the plural SF adjective krasivy 'nice' is as
follows:

(11)  Lexical sign for krasivy:
PHON /krasivy/

SUBJ <[ CONCORD [NUM pl ]]>

This plural adjective agrees with morphologically plural agreement trigger
like pronoun vy and pluralia tantum subjects. On the other hand, singular SF
adjective krasiv 'nice.SG' requires the subject to be singular, which make
impossible to agree with pronoun vy and pluralia tantum subjects regardless
of the number of its referent:
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(12) a. Vy krasivy /*krasiv
2PL  nice.SF.PL/ *SG
"You (one formal addressee or multiple addressees) were nice.'
b. Eti otcki krasivy /*krasiv
these glasses.PL nice.SF.PL /*SG
"These glasses (one or more than one pair) are nice.'

Predicate nominals also show consistent agreement pattern for different
subject types, but it should be semantic agreement. The relationship between
predicate nominal and subject is purely semantic. They do not have any
grammatical agreement. If the subject is an aggregate, which is semantically
plural, predicate nouns are always in plural. Otherwise they are in singular.
Let's think about pluralia tantum subject cases again:

(13) a. Et ocki special'ny’' instrument c¢toby  smotret’  fil'm
these glasses specia.SG  tool.SG  so_that to_watch film
"These glasses (0ne pair) are a special tool to watch a (e.g. IMAX) movie.'

b. Eti ocki specialnye instrumenty Ctoby  smotret’  fil'm
these glasses special.PL.  tool.PL so_that to_watch film
"These glasses (more than one pair) are special tools to watch a movie.'

The predicate nouns show different number depending on 'real' number of
referent. We see the attributive adjective special'ny’ 'special’ shows the
morphological agreement with the predicate noun as SG or PL. The predicate
noun instrument 'tool' is an agreement trigger as well as an agreement target.

The lexical sign of the noun instrumenty 'tool.PL' has the following
information:

(14)  Lexical sign for instrumenty:
PHON /instrumenty/
CONC [NUM ]

SUBJ ([RESTR [COUNT [1]p/]])

The number value of predicate nouns is identical with the COUNT number in
RESTR of the subject. When the subject is vy 'you.PL', then it triggers
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different numbers on predicate nominals depending on how many addressees
are referred to. One thing to note is that the number value of the predicate
noun has to be a default value. The predicate noun itself can be restricted for
number like collective noun, pluralia/singularia tantum noun, etc. In that
case, the predicate noun does not show the agreement with its subject. It has
to have its lexically constrained number no matter what semantic number the
subject nominal has.

4 L F adjectives

Let's move on to LF adjectives. First, the differences between SF and LF are
discussed with the previous studies. We will come to conclusion that LF
adjectives behave only attributive — i.e. when a LF adjective appears in the
predicate position, there is always a null head noun that it modifies. Then, I
will give the analysis for LF adjective agreement.

There have been researches on different behavior of SF and LF adjectives
(Babby 1973, Siegel 1976, Baylin 1994, etc.). Their common conclusion is
that LF adjectives in predicate position modify a null noun. First, SF
adjectives are never used attributively and appear only in the predicate
position; whereas LF adjectives appear to be unconstrained — i.e. LF can
appear in either attributive or predicate position. Following examples are
from Matushansky (2006):

(15) a. Marija byla umnaja Zenscina.
M. be.past.SG clever.LF.Fem.Nom  woman.Fem.Nom
'Maria was an intelligent woman.'

b. Marija  byla umnaja
M. be.past.SG clever.LF.Nom.Fem.

'Maria was an intelligent woman (lit. an intelligent one).

c. *Marija  byla umna ZensCina
M. be.past.SG clever.SF.Fem. woman.Fem.Nom
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Second, as we can see from the above examples, LF adjectives inflect
fully for case like nouns, while SF adjectives do not inflect for case at all.

Third, as Siegel (1976) noted, SF and LF adjectives have different
interpretation — absolute vs. relative respectively. The sentence the student is
smart with SF adjective, Studentka umna, means that the student is
intelligent in general — i.e. absolute term. On the other hand, the sentence
with LF adjective, Studentka umnaja, means that she is intelligent compared
with other students, i.e. 'The student is an intelligent one.'

Due to the different interpretation between LF and SF adjectives, when we
need the relative interpretation, we cannot use LF adjectives:®

(16) a. Prostrantsvo  beskonecno (SF) / *beskonecnoe (LF)
'Space is infinite.'
b. Vse  jasno (SF)/ *jasnoe (LF)
'Everything is clear.'
c. Prixodit domoj ocfen' prijatno (SF) / *prijatnoe (LF)
"To come home is very pleasant.'

Those sentences can be compared with the following English sentences. We
cannot insert the anaphora one in the above sentences like: 7#Space is an
infinite one | WEverything is a clear one | To come home is a very pleasant
one. In Russian, those sentences should use SF adjectives, not LF.

In similar reason, impersonal adjectives of weather or physical state do not
have LF adjective forms (Matushansky 2006):

(17) a. (Utrom) bylo solnecno(*e)
morning.Inst  was.Neut sunny.Neut.SG(-LF)
'It was sunny in the morning.'
b. Utro bylo solnecno(*e)
morning.Nom was.Neut sunny.Neut.SG(-LF)

'It was a sunny morning. (lit. The morning was sunny.)'

(18)  Lene ploxo / *ploxoe
Lena.Dat bad.SF.Neut.SG / LF.Neut. Nom.SG
'Lena is unwell.' (cp. 7Lena is an unwell one.)

® My informant has the same judgment on these sentences.
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The above examples support their common conclusion that LF adjectives
are always attributive and if they are in predicate position there is always an
elided null nominal. For example below (19a)=(3) and (19b)=(4a), the LF
adjective krasivyj is actually modifying a null head:

(19) a. Vy krasivyj / *krasivye @
you.polite nice. NOM.SG /PL (one)
'You (one formal addressee) are nice.'
b. Eti otcki krasivye /*krasivyj 0]
these glasses.PL. nice.Nom.PL /SG (ones)
"These glasses (one or more than one pair) are nice.'

Thus, the agreement of LF adjective in predicate position shows actually
CONCORD agreement, not INDEX, like those in attributive position:

(20) a. "You (one male formal addressee) are nice. = You are a nice person.'
l O INDEX agreement
+— OCONC agreement — l

Vy [ krasivym (‘one/person’) |np
[INDEX | NUM sg] [NUM sg] [CONC | NUM sg]
A A

Result? Just looks like INDEX agreement.

b. '"You (more than one male or mixed gender addressees) are nice.'
="'You are nice people.'

i © INDEX agreement
+— ®CONC agreement — l
Vy [krasivym/*krasivymi (‘one/person') Inp
[INDEX | NUM pl] [NUM pl / *sg] [CONC | NUM pl]

c. 'These glasses (one or more than one pair) are nice.'
= "These glasses are nice ones.'

i O INDEX agreement
+— OCONC agreement — l
Eti otcki [ krasivye ('ones") Inp
[INDEX | NUM pl] [NUM pl] [CONC | NUM pl]
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Pronoun vy can have either number in INDEX depending on how many
persons it refers to. When it refers to more than one person, as in (20a), the
unexpressed anaphora ‘one’ has singular number by INDEX agreement with
vy, and LF adjective agrees in CONC number with its null head, whereas
when vy refers to more than one person as in (20b), then its INDEX number
is plural which trigger plural INDEX agreement in null anaphora, which
triggers CONC agreement to LF adjective. Pluralia tantum nouns are
constrained to have "PL" INDEX number as in (20c). In the same reason, LF
adjective should be in PL.

I adopt the idea of previous studies on Russian LF adjectives. One same
constraint applies for all LF adjectives in attributive position or predicate
position. When they are in predicate position, the head which is modified by
LF adjective is not overt. I propose that the LF adjective krasivyj (in any
position, either attributive or predicative) has the following lexical
information:

(21)  Lexical sign for krasivyj:

PHON /krasivym/

NUM [1]sg
MOD N'|CONCORD | GEND  masc
CASE  inst

In the HPSG framework, there has not been any analysis on adjectives or
nominal ellipsis in Russian. However, few researches try to explain nominal
ellipsis in Spanish, German, Hebrew, etc. (e.g. Nerbonne and Mullen 2000).
Nerbonne and Mullen (2000) assume the empty lexical heads and those
missing nouns are analyzed as actual, but phonetically null, lexical items. The
empty-headed N' is selected by the constituent to its left, either an adjective
or a determiner. They postulate the Nonempty Left Periphery Constraint
which ensures that the null constituent may not be the first leftmost element
of the phrase. Thus, when nominal does not have any modifier, it cannot be
omitted. Following their idea about the existence of phonetically null lexical
items, the lexical sign for the null anaphora 'one' is proposed like the
following:
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PHON [ ]
noun
(22) SYN [CONCORD (see below)}
SEM [...."ome"... ]
Nominal Ellipsis Agreement Rule:
The CONCORD value of the null anaphor matches the INDEX of its

antecedent.

Bailyn (1994) shows interesting diachronic change. Adjectives in Old
Russian had quite different distribution from ones in Modern Russian. LF
adjectives were used only in predicate position; while SF adjectives were able
to be used in attributive position in only indefinite meaning. It supports the
idea that LF adjectives are only attributive so that there is always a null head
noun that LF adjectives modify when LF adjective is in predicate position.

Independent evidence for null-nominal hypothesis comes from the
extremely productive nominal ellipsis in Russian like the following:

(23) a. ja pokazal tu yjutnuyu komnatx i etu ujutnuyu komnatu
I showed.1sg that.acc cozy.acc room.acc and this cozy room
b. ja pokazal tu ujutnuyu komnatx i  etu ujutnuyu @
c. ja pokazal tu yjutnuyu komnatx i etu @ (0]

'l showed that cozy room and this cozy room.'

As in the above, the null NP are allowed with almost any adjectives in the
discourse context. Those elided nominals are explained in the same way as
the predicate noun modified by LF adjective.

To explain the LF adjective agreement, some might want to suggest that
we can add the constraint on LF adjectives saying that they should agree with
the subject's INDEX number. But, then we cannot explain why SF and LF
adjectives have all the different morphosyntactic and semantic differences.

5 Non-nominative vy and agreement

Section 5 briefly examines the non-nominative pronoun and agreement.
Wechsler (2004, 2005) propose that in Serbo-Croatian pronouns have number
only when they are in nominative case showing the following examples,
where the adjectives show morphosyntactic agreement with polite pronoun in
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nominative case but semantic agreement with non-nominative polite
pronoun:

(24) a. Vi ste duhoviti
2P AUX.2PL funny.masc.PL
"You (one formal addressee or multiple addressees) are funny.'
b. Ja vas smatram duhovitom.
I you.PL.ACC consider funny.INST.fem.SG
'l consider you (one formal female addressee) funny.'
[Serbo-Croatian (Wechsler 2004)]

In Russian, when the pronouns are in non-nominative case, the analysis
works the same. In secondary predicate position, case is required so that only
LF adjectives can be in that position as in the following sentences:

(25) a. Ya Sitayu vas sCastlivym /*sCastlivymi
I consider  you.masc.ACC.PL  happy.INST.masc.SG/PL
'l consider you (one formal male addressee) happy.'
b. Ya Sitayu eti ocki krasivymi
I consider these glasses nice.INST.PL
'I consider these glasses (one or more than one pair) nice.'

LF adjectives in the secondary predicate position also agree with the null
'one' and showing the same pattern of agreement as in the main predicate
position.

6  Other special nominals

This section illustrates a few different nominal types. They have different
constraints on their nominal types. But, still predicate adjectives are
explained in the same way. One type is singularia tantum nouns like metro
'subway'. They have morphologically singular number only so that they
trigger only singular number although they can mean either one or more.
They can refer to more than one subways changing COUNT number value
but they are constrained to have only singular number in CONC and INDEX
which is opposite to pluralia tantum nouns:
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(26)

metro
subway.SG

horosee /*horosie / horo§ / *horoSy
nice. LF.NOM.Neut.SG /LF.PL / SF.SG / SF.PL
"The subway is nice. or The subways are nice.'

Another type is sheep-type. Like in English sheep, they have one
morphological form but trigger any number depending on meaning (e.g.
shempanze 'chimpanzee', pal'to 'coat'). This type will have any number value
in CONC/INDEX/COUNT but morphologically does not change in number:

(27) a. pal'to bylo krasivo / krasivoe
coatneut  be.neut.SG  beautiful. SF.Neut.SG / LF.NOM.Neut.SG
"The coat was beautiful.'
b. pal'to byli krasivy / krasivye
coat.neut be.PL beautiful. SF.PL / LF.PL

'The coats were beautiful.'

(28) a. Simpanze krasivyj /krasiv
chimpanzee.SG nice.LF.Masc.Nom.SG /SF.Masc
"The chimpanzee is nice.'
b. Simpanze krasivye / krasivy
chimpanzee.SG nice.Nom.PL / SF.PL
"The chimpanzees are nice.'

Finally, there is a collective nominal type, meaning only PL but
morphologically SG (molodyoZ 'young people, youth. FEM', studencestvo
'students. NEUT', krest'yanstvo 'peasantry. NEUT' etc.). As in the previous
type, this group of nouns can have any number in CONC and INDEX. The

difference is in specified COUNT number as plural:

(29) a. molodyoz (byla) krasiva / horosa
youth.FEM be.SG.FEM nice.SF.SG.FEM
b. molodyoz (byla) krasivaya / horoSaya
youth. FEM be.SG.FEM nice.LF.SG.FEM
¢. *molodyoz byli krasivy / krasivye
youth. FEM be.PL Short.PL / Long.PL

"Young people are nice.'



The predicate agreement is still applied in the same way, interacting with the
constraints on the specific constraints on number in lexical entries.

7 Conclusion

This paper explored the mixed agreement with the polite pronoun vy and
pluralia tantum nouns in Russian. I propose that all predicates — verbs, SF
and LF adjectives — except predicate nominals show CONCORD agreement.
The predicate nominals have their own inherited number, triggering
agreement to its own arguments. This idiosyncratic property of predicate
pronouns leads them to agree with their subject in pure semantic number,
which is formalized as COUNT number.

Polite pronoun vy referring to one referent has different INDEX number
from pluralia tantum nouns with a single referent (sg vs. pl respectively).
This is confirmed by relative or regular pronominal agreement.

To explain LF adjective agreement, 1 adopted the Babby (1973), Siegel
(1976), Baylin (1994)'s idea that when a long-form adjective appears in the
predicate position, there is always a null head that it modifies. LF adjectives
show CONC agreement with the null head they modify, and the null anaphor
'one’ agree with the subject of the sentence semantically in INDEX. Thus, LF
adjectives seem to agree with the subject of the trigger in INDEX. This paper
follows the HPSG's agreement theory of Wechsler & Zlati¢ (2003) which
divide the grammatical agreement features into index agreement and concord
agreement.
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Abstract

In this contribution we will argue that negative polarityai€ollocational
phenomenon that does not follow from other properties oféispective lex-
ical elements. With German data as evidence, we will follow@posal by
van der Wouden and treat Negative Polarity Items (NPIs) bsaaies which
must be licensed by abstract semantic properties of theiegts. Using a
collocation module for HPSG, which has been independentifiatted for
bound words and idioms, we will show how to restrict the ocence of NPIs
to legitimate environments, starting from the negativiigrarchy of licens-
ing environments by Zwarts. Besides a more fine-grained seolicenser
hierarchy, we will establish syntactic licensing domaind general colloca-
tional restrictions of NPIs.

1 Introduction

Negative polarity items (NPIs) are words or idiomatic plesaghat prototypically
occur in an appropriately characterized negative envietmIwo classical exam-
ples areanyandever

(1) 1*(don't) think we have ay French fries.
(2) I haven't/*have everbeen to Torino.

NPIs have been studied intensely in several linguistic &&orks since Klima
(1964). Since they may occur both in the scope of negationedisas in a variety
of other semantically or pragmatically related environtegone very active and
controversial research area is the detailed descriptippssible licensing contexts.

The purpose of the present paper is twofold. First, we wiglspnt new repre-
sentative data from German which highlight the kinds ofriistional restrictions
NPIs exhibit within and beyond the broader range of licegpsiiomains known
from the literature, and second, we will propose a multi-@nsional architecture
for a lexical NP1 licensing theory in HPSG.

2 Characteristics of NPIs

It might be surprising at first that negative polar elememésreot a small, negli-
gible class of lexical elements. The number of NPIs is knowive quite large
in languages such as Dutch and German. Hoeksema (2005)fange presents
about 700 Dutch NPIs. NPIs occur in any part-of-speech, aflwstrate with the

following examples from German.

tThe research for this paper was funded byBieaitsche Forschungsgemeinschifie are grate-
ful to Manfred Sailer, the reviewers and the audience of HR6Gor insightful comments and
discussion and Janah Putnam for help with the challengesagiidb.
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Adverbs: jemals(‘ever’), beileibe(‘by no means’)

Nouns Deut(‘farthing’), Menschenseelgsoul’)

Adjectives. geheuel('mysterious/scary’)gefeit(‘immune’)

Verbs: brauchen('need’), ausstehen kdnndftan stand’) wahrhaben wollen
(‘want to see the truth’)

They even can be syntactically complex and clearly idiomati
e einen Finger rihrer(‘to lift a finger’)
e seinen Augen trauefto believe one’s eyes’)

e (nicht) alle Tassen im Schrank habgénot to have all cups in the cupboard’
- to have lost one’s marbles)

In a similar way, the licensers of NPIs constitute a very draad seemingly
fuzzy class of lexical elements and syntactic construstidhcomprises n-words
(negative particles, negative quantifiers), conditionglgestions, the restrictor of
universal quantifiers and superlatives, non-affirmativdsgdoubt be surprisedl
neg raising verbsbelievg, downward-entailing contexts in generéw, hardly,
before, withoutthe restrictor of universal quantifiers), comparativansentences,
too-comparatives, and negative predicatespfobablg. This broad variety of
NPIs and licensing contexts notwithstanding, there haes lseveral attempts at
establishing a unified licensing theory. As we will arguehie hext section, the
problem with these approaches is that they often focus omlg subset of NPIs
and licensers, rather than on the whole range of negativer ptéments and li-
censing contexts.

3 Overview of NPI Licensing Theories

3.1 Licensing in Downward-Entailing Contexts

One of the first steps towards a general NPI licensing the@y taken by Ladu-
saw (1980), who established that NPIs can only occur in davdwentailing (DE)
contexts, building on an idea from Fauconnier (1975). Inftoe of a number of
open questions concerning the standard Fauconnier-Ladtsary of NPIs, there
has been further elaboration on this theory, as well asnatiee analyses.

3.2 Semantic Approaches

According to the theories proposed in (Kadmon and Landm@®3;1Krifka, 1995;
Chierchia, 2005), NPIs have the lexical properties of domadening and strength-
ening. For example, the use afiyleads to a stronger utterance and the denotation
of the modified NP contains more elements (even marginal expected items):

423



(3) There are no birds in this zoo, there aren’t even penguins
— No, there aren’t any birds in this zoo.

NPIs are banned from semantically non-licensing contaxtd gs affirmative
or upward-entailing contexts. They may introduce altéveatto the foreground
information which induce an ordering relation of specificithe NPI itself denotes
the most specific element on this scale. This idea works weilhflefinite NPIs and
minimizers such aa dropor a wink and even for modal verbs such lauchen
(‘to need’) in German. However, it remains unclear how tbesi can be applied to
NPIs in general, e.gsonderlich(‘particularly’) or scheren(‘to care’).

Zwarts (1996; 1997) argues for a hierarchy of NPIs in whidled¢hclasses of
NPIs are licensed by certain increasingly restrictive dagjproperties of their re-
spective contexts. He distinguishes between superstrdtig ficensed in anti-
morphic contexts), strong NPIs (licensed also in antigglicontexts), and weak
NPIs (licensed in all downward-entailing contexts)This quite fine-grained hi-
erarchy is empirically motivated with Dutch data and works German as well
(strong: Uberhaupt(‘at all’), weak: im entferntesterf'remotely’)). However, the
negation occurring with German superstrong NRIisht jedermanns Sach&ot
everyone’s cup of tea’)) may be considered idiomatic, ihe.riegative particle is
an integral und inalterable part of the expression. Theeefwe assume that there
are no NPIs in German which are licensed exclusively by matiphic contexts,
and we classify German NPIs as either strong or weak for the ltieing.

Krifka (1995) uses different concepts for a similar distioe between strong
and weak NPIs. For example, he restricts strong NPIs to eticptantexts. It is
an open question whether one can mimic a more fine-grainearbig/ such as the
one presented by Zwarts using Krifka’s analysis.

A further problem for purely semantic characterizationd\Néfl licensing do-
mains arises from what Linebarger (1987) calls an “immedsaiope constraint”,
forbidding any quantifier to intervene between an NPI antldensing (negative)
quantifier.

(4) Hansgab WohltatigkeitsorganisationekeinenrotenHeller.
Hans gavecharity not-a red cent
‘John didn’t give a red cent to charity.’

(5) * JederWonhltatigkeitsorganisatiogab HanskeinenrotenHeller.
every charity gaveHansnot-a red cent
Intended: ‘John didn't give a red cent to every charity.’
(This is ungrammatical in English as well.)

It is not obvious exactly which semantic approach could enpnt this essen-
tially syntactic constraint. In a similar vein, Sailer (j.argues for a decomposition

For precise definitions of anti-morphic, anti-additive,dagownward-entailing contexts, cf.
Zwarts 1996.
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analysis offew. The reading that licenses NPlIs is describednasyy’z(¢)(—1)),
the idea being that NPIs are licensed if their semantic dariton to an utterance
containingfew ends up as a subterm gf. Purely semantic approaches are in-
different concerning the exact syntax of LF structure, \whgnecessary in both
Linebarger’s and Sailer’s proposals.

3.3 Pragmatic Approaches

Even though Krifka (1995) already takes pragmatic factots iconsideration,
there are approaches which may be even better relegatee tprdgmatic cor-
ner”. For example, de Swart (1998) argues that the podgiloitiimpossibility of
inverse scope configurations in which an NPI precedes itativeglicenser can
be explained by taking the pragmatic implicatures trigdeog the NPI into ac-
count. With this idea she is able to explain the contrast betwthe impossibility
of bare NPI subjects preceding clause-mate negation amdriate NPIs embed-
ded in indefinite nominal or sentential constituents praggthe negative licenser
on pragmatic grounds.

(6) * Auch nur irgendetwasvurdenicht gestohlen.
even onlyanything was not not stolen
Intended: ‘Anything hasn't been stolen.’
(This is ungrammatical in English as well.)

(7) Dasser auchnur irgendetwagyestohlerhat,wurdenie bewiesen.
that heevenonlyanything  stolen has,was neverproved
‘That he has stolen anything was never proved.’
Implies: Some of his deeds could be proved, but not that hestoden any-
thing.

3.4 Shortcomings

The purely semantic and pragmatic theories of NPIs raiserebeu of open ques-
tions. Firstly, not all licensing contexts have DE propesti Ladusaw’s theory
cannot be generalized to all licensing environments. Tagddllowing examples
(a question, an imperative and a compar&bive

(8) Schertsiesich um ihre Angestellten?
cares sheherselfabouther employees

‘Does she care about her employees?’

(9) SchererSiesich  um IhreneigenerKram!
care youyourselfaboutyour own stuff

‘Mind your own business!’

This last example is from Oberdsterreichische Nachrighiérl1-1996.
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(10) Urlauber andernihre Anspriicheschnellerals jemalszuvor.
vacationerghangetheirdemands faster  thanever before.

‘Vacationers are changing their demands faster than ev¥erebe

Secondly, a drawback of semantic approaches is that notRil Mtroduce
a domain widening (e. gscheren ‘care’). As far as pragmatic implicatures are
concerned, it is far from clear which ones are triggered bictwiNPI. Moreover,
the question of how implicatures can be modelled in a congmsikie mathematical
theory of grammar has to be answered first in order to integhés$ kind of theory
into a formal grammar framework.

4 A Collocational Approach

The theory of van der Wouden (1997) conceptualizes the lpagperty of polarity
sensitivity in natural languages differently. In van der Wfen’s view, polarity
sensitivities are collocational restrictions. He regaiils as collocates which
have a meaning of their own and exhibit idiosyncratic regtns on their contexts.
Put differently, NPIs must be triggered by an appropriatetext — their collocate.
This perspective predicts lexical idiosyncrasies in NPiécl are related to those
we observe in other lexicalized elements with a varying éegif frozenness, such
as idiomatic expressions. We will now investigate four GamIPIs which support
van der Wouden'’s assumptions.

4.1 Datafrom German

The data we will present in this section illustrate NPIs frdifferent syntactic cat-
egories, with different kinds of lexical semantics and wdtifierent collocational

licensing requirements. These requirements are even tddpose that stem di-
rectly from those which constitute defining properties oflfN the traditional

sense of Ladusaw-Fauconnier-type theories.

1. sich um etw. scherefto care about sth.) is a verbal NPl which is licensed
by DE contexts, questions and even imperatives. The exashpl@s a pro-
totypical case, in whiclschereris licensed by a clause-mate negation:

Die Helden,wennmansie dennsonennerwill, scherersich nicht
the heroes if one themthen so call wants,care themselvesot

um Moral - esgehtihneneinfachnur ums Geld.
aboutmorality - it goesthem simply only aboutmoney.

‘These heroes, if one might call them that, don’t care abauatity - it’s all
about money.(taken frompEREKO: taz 1998/1, s166)

2. keinen_Hehhus etw. mache(ito make no secret of sth.”) is a nominal NPI,
which is licensed by DE contexts and questions. A negatiore¢éer occur
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in the NP (as in ‘make no secret’), in the VP (as in ‘without ingla secret’),

or may be contributed by another argument of the verb (asabddy makes

a secret of sth.’). In the following case the negation is amd innever

The nounHehlis part of an idiomatic expression, which means that the verb
macherand the PP must co-occur as well.

Daraus hater nie einenHehl gemacht.
Out-of-it hashenevera secretmade.

‘He never made a secret of ittaken frompEREKO: taz 1998/3, $92921)

3. von ungefahr(*by chance’) is an adverbial NPl which is licensed in ques-
tions, anti-morphicfot), anti-additive Gothing, and DE contexts. The ad-
verb nicht, if present, has strong tendencies to attach tostrePP. This is
illustrated by the example below, in which the NPI is topizad.

Nicht von ungeféahrsollendeshalbdie neuenMedieneinewichtige Rolle
not by chance shall thereforehe new media an importantrole
spielen.

play.

‘For these obvious reasons the new media shall play an iponle.’ (taken
from theSt. Galler Tagblatt04-30-1997)

4. beileibe(‘really’) is an adverbial NPI which is licensed in anti-npoic and
anti-additive contexts. It serves to emphasize the negati@ sentence, as
illustrated in the following example.

Esgehtihm beileibenicht schlechter hateine Stereoanlagend einenweit
it goeshim really not bad, hehasa stereo and a far
groRererFernseheals ich zuHause.

bigger TVset thanl at home.

‘He is really not bad off, he has a stereo and a much bigger Thomte than
| have.’ (taken fromDEREKO: taz1998/2, s7951)

4.2 NPI-hood as Idiosyncrasy

The fact that NPIs are sensitive to negativity does not ¥ollilm their grammat-
ical properties. There are (near-)synonyms for the aboaeples kimmern(1),
Geheimniq2), durch Zufall(3), wirklich (4)) whose distribution does not reveal
any idiosyncrasies. Van der Wouden (1997) compares thigdabe case of id-
ioms. For instance, he shows (p. 23) that there are cogriatesdn closely related
languages such as Dutch and German, one beiddfamative Polarity [ten{API)
and the other an NPI:
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(11) Metgroteheren is het(*niet) kwaadkersen eten.(API)
with big gentlemernisit (*not) bad cherrieseat

‘It is best not to tangle with the superiors.’

(12) Mit hohenHerren ist*(nicht) gut Kirschenessen(NPI)
with big  gentlemens *(not) goodcherries eat.

‘It is best not to tangle with the superiors.’

4.3 Restrictions on Different Levels

Collocations exhibit their idiosyncrasies on differentds. There are morphologi-
cal anomalies (in the German expressi@upft wie gesprungdreither way’) the
first participle is anomalous), syntactic anomalies (tlaeesboound words which are
only acceptable in specific environments) or semanticiotisins (idiom parts in
their idiomatic meaning can only occur together with thesttef the idiom). Van
der Wouden mentions the Dutch equivalent of the GermanjiNPhusstehen kon-
nen(‘can stand sh.’), which accepts suffixation-i€h (‘-able’) only in its negated
form unausstehlich Moreover, the antonym of the Dutch positive-polar adjecti
verdienstelijk(‘meritorious’) is an NPI.

Idiosyncrasies of collocations are not limited to the cotwoence of specific
lexemes or morphemes. Even their ability to be modified igesitho restrictions.
Take, for example, the modifiability diick the bucketKick the proverbial bucket
or kick the bucket unexpectedl/impeccable, but one cannkick the bucket far
awayor with great determinatiomnd keep the meaning ‘to die’. In German some-
thing canfrohliche/heitere Urstdnde feier(icelebrate a merry revival’) but not
gluckliche Urstandeeven though the semantics of the latter adjective (‘hgppy’
closely related to the former ones. In analogy to these wtens about idiomatic
phrases, we want to argue with van der Wouden that occusefdePIs have ab-
stract restrictions on their contexts as well. They reqtheepresence of specific
triggers such as negation, questions, etc. Converselye sxpressions can have
more subtle collocation properties in addition to thosectiome with their status
as an NPI: There are adverbs (e. g. Dutabeilijk, ‘difficultly’) which license only
a subset of NPIs (those with a meaning aspect of ability osipdisy). Once we
accept the fact that NPIs are collocations, it is no longeprising that a consider-
able number of idiomatic phrases are NPIs. Their NPI-hogusisanother facet of
their idiomatic behavior in general.

4.4 Different Licensing Domains

Whereas early research postulated c-command as a necessalijion on the
structural relationship between each legitimate NPI asdiéenser, subsequent
research has shown that the c-command condition cannot eamad (Hoek-
sema, 2000). It has been replaced by a number of morphoesignéad semantic-
pragmatic conditions which have proven very recalcitrard tinified theory. Here
we mention just a few of the most prominent properties inedlin NPI licensing.
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The licensing conditions of NPIs depend on their lexicalegaty and on
whether or not they are scopal elements. Indefinite NPIs fse® anpossible to
topicalize in English (unless they are embedded in a tag®alconstituent), which
distinguishes English from Dutch. For adverbials sucfoathe life of meopical-
ization is impeccable even in English. In general, the iy that an NP1 can
precede its licenser through topicalization varies widetyoss as well as within
languages.

For example, the German NRBuch nur(‘not even’), among others, can only
be topicalized in embedded position:

(13) Einrebellischeroderauch nubemerkenswenindisziplinierterSoldatbin
a rebellious or even notably undisciplined  soldieram
ichnie gewesen.
| neverbeen

‘A rebellious or even a notably undisciplined soldier | haaer been.tited
in Hoeksema and Rullmann (2001)

(14) *Auch nurein Bier habeich nicht getrunken.
even onebeerhavel not drunk

‘Even one beer | haven't drunk.’

In constrastHehl (‘secret’), among others, can be topicalized alone:

(15) EinenHehl hatHansabernochnie darauggemachtdasser...
a secrethasHans but still neverof-it made, that he...

‘John never made a secret of the fact that he...

This variation excludes both simple cross-linguistic seticageneralizations
and syntactic generalizations based on properties sugm&tc category or type
of quantificational expression. Topicalization can beffertifferentiated into long
and short topicalization, with some NPIs being restriciedtiort topicalization,
while others permit unbounded extraction.

Some idioms reveal similar behavior. For instance, in thieviong example,
the idiom partBauklotzecan be topicalized to the Vorfeld (16) but not extracted
out of a subordinate clause (17).

(16) Bauklotze staunt manbei Daimler-Chrysler.
building bricksgooglesone at Daimler-Chrysler

‘They are flabbergasted at Daimler-Chrysler.’

(17) *Bauklotze glaubeich, dassPetergestauntat.
building bricksbelievel  that Petergoggled has

‘| believe that Peter was flabbergasted.’

In the case of (18), both idiom parts must be in the Vorfeldorify Ol were
extracted, the expression would lose its idiomatic meaning
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(18) [Ol][ins Feuer]goss gestern die Meldunguiber dasTankerungliick.
oil in-thefire  pouredyesterdayhe news aboutthe tankship disaster.

‘The news about the tankship disaster added fuel to the fsexaay.

Other well-known facts concern quantificational barrieysthe licensing re-
lationship. Many NPIs require licensing in the immediateps of a negation (or
another appropriate) operator such as a negative quaiftit®r cf. (4) vs. (5). In-
tervening quantifiers or intervening definiteness may btbelr licensing, with the
ban on intervening definiteness having long been taken fuich sonstraint. Un-
fortunately, there are uncontroversial counterexamples & the blocking effect
of definiteness, and their nature is not at all understoodcfetHoeksema, 2000,
p. 136f). Similarly, the felicity of an NPI is determined bgrsantic and syntac-
tic properties of a predicate whose dependent an NPI isyfies df argument of
the NPI or the semantic class of an NPI adjunct. Some authstigglish strict
and weak NPl licensing depending on whether an NP1 is li@thgea clause-mate
negation or by negation in a superordinate clause. Many 8lRels as temporal per-
spective adverbs in English require local licensing (modigensing in neg raising
contexts, see Sailer (t.a.)), whereas others are moralibed are satisfied with a
non-local lexical or non-lexical licenser. Van der Woudéscdsses cases of NPIs
which require licensing by a negation outside of a more Iggatactic domain in
which they behave like Affirmative Polarity Iltems (van derWden, 1997, p. 134).

4.5 Summarizing the Facts

In this section we observed a number of properties of NPIskvbaur theory will
need to capture. They can be summarized as follows:

¢ NPIs are lexicalized and behave idiosyncratically to aaierextent. Show-
ing idiosyncratic behavior means that the context requémiof each NPI
cannot be fully predicted from the fact that it is an NP, tiresgth of nega-
tive environment that it requires, the domain in which tleettising condition
must be fulfilled, or its lexical semantics.

e NPIs cannot be reduced to contributing a particular kind emng. Lan-
guages often have expressions which are semanticallyaqotvto an NPI
but are not NPIs themselves. Moreover, not all NPIs conveyeanimg
which lies at a bottom of a scale.

e NPIs are not licensed by a uniform type of licensers (cf.ise@).

e The distance between the licenser and the licensee cannviirg same way
as do collocates in idiomatic expressions.

e NPIs can have syntactic constraints of the type known froiomdtic ex-
pressions on their environments.
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In the next section, we will sketch an HPSG analysis of repregive data
from above (forscherenbeileibe andHehl) using the semantic framework of LRS
(Lexical Resource Semantics, cf. Richter and Sailer, 2@64) in addition, a col-
location module along the lines of Soehn 2004.

5 Analysis

An analysis of NPI licensing domains minimally presuppas@&smework in which
negative environments of various strengths (anti-mor@nt-additive, downward-
entailing), the relative scope of quantificational expi@ss, and other semanti-
cally relevant properties such as comparatives or comditsocan be characterized.
Moreover, the data indicate that we must minimally be ableeter to the follow-
ing features of signs: Inherent lexical properties of gifi@ational expressions;
morpho-syntactic properties of lexical and phrasal siggsfactically determined
domains in which NPIs may occur; and idiosyncratic lexicaitext requirements
of the NPIs themselves. These context requirements mayrirbisyntactic, se-
mantic or pragmatic in nature. In a fine-grained analysisshauld ultimately be
able to capture pragmatic notions such as presuppositioc@neersational impli-
catures and their relationship to the truth conditions térances.

In this section we will ignore pragmatics and concentratéhecore syntactic
and truth-conditional factors. The conditions on licegsgdomains will be ex-
pressed in terms of Soehn’s (2004; 2006) theory of the at&iboLL (Context of
Lexical Licensing, defined on signs), which provides thenfiations of a theory
of syntactic domains while eschewing some of the problemth®funrestricted
expressiveness of its precursor, Sailer 2003. Collocallipmestricted items have
a non-emptycolLL value, which contains one or sevetarrier objects indicat-
ing the syntactic domain in which their context requirersemiust be satisfied.
Possible barrier objects awp (used for the smallest VP dominating a given ele-
ment),complete-claus€used for the smallest complete clause dominating a given
element),utterance(the utterance in which an element occurs), and others. Bar-
rier objects have attributes which are used to specify [Jayatactic or semantic
properties that the relevant barrier must have. For NPhé&owg per se we will
exclusively be concerned with the-Lic value of barriers. Some NPIs, however,
come with orthogonal syntactic restrictions on their cgtgevhich will be im-
posed through appropriatedc-LIC specifications of the barrier. These concern
theLoOCAL value of their licensing domain.

Following Richter and Sailer 2004, our semantic intergietes will be couched
in terms of LRS. The crucial property of LRS for us is the fdwdttit uses expres-
sions of Ty2 for logical representations of the meaning ofired language expres-
sions. In LRS the semantic information of a sign is encodeitisin (OGICAL-)
F(OorRM) value. The value of this attribute crucially contains tledldwing two
attributes® PARTS lists all subexpressions that are contributed by a sign. The

3LRS uses additional attributes, which, however, will notbasidered in this paper.
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EX(TERNAL-)C(ONTENT) is the logical form of a phrase. The combinatoric princi-
ples determine that treaRTSlist of a phrase is the concatenation of the daughters’
PARTS lists. Furthermore, thexc value of an utterance consists exactly of the
expressions on the utteranc@arTs list. The traditionalcCONTENT attribute of
HPSG houses local (or lexical) aspects of the semantic septation of a sign.
Among these we will only need theaIN attribute, whose value is the non-logical
constant signalling the nuclear semantic contribution lefkaal sign.

5.1 Structure of the Theory

We assume that the licensing environments of NPIs are éayesemantic in na-
ture. NPIs are lexical elements (in the sense of Sailer 20803;omprising certain
phrasal idioms belonging to the lexicon) which impose aatoonal conditions
on their environments. While the defining property of NPIghis presence of
negation, they exhibit collocation requirements alongessvdimensions. The si-
multaneous presence of these dimensions makes NPIs a ghetmterogeneous
collection of items which is recalcitrant to a uniform geaietheory. Once we
distinguish carefully between the different dimensiorscteof the independent
modules will exhibit a systematic internal behavior.

The main dimensions of lexical variation of German NPIs étkthe required
minimal strength of a (negative) licenser, (2) the syntdaitality domain in which
the licenser must occur, and (3) additional collocatiomstnictions which may
concern extraction, lexical collocates, or scope intetieanconditions. Semantic
licensing is the defining factor of negative polarity itermaang these licensing
conditions. In other words, a lexical item is a negative ptlatem if and only if
(1) it has collocation requirements and (2) among thes@catiion requirements
we find that its context of licensing includes anti-morphantexts. Note that a
particular occurrence of an NPI might not be in an anti-margontext; the real-
ization of the NPI in a given utterance might be licensed byiestjon context or
by an imperative.

The licenser hierarchy With our hierarchy of licensers we extend Zwarts’ (1996;
1997) theory of weak, strong, and superstrong NPIs whicli@esed in contexts
which are at least DE, anti-additive, or anti-morphic. Tesh we add questions,
comparatives and imperative constructions as licensimgests for even weaker
NPIs. Our working hypothesis is that imperatives congitiie weakest possible
licensing environment, and any NPI which is licensed (withigiven licensing
domain) by imperatives, will also be licensed by all otheetising environments.
The class of questions, conditionals and comparative®isa¢hond weakest class.
This class may include further licensing environments gelbeé explored, and it
may be possible to establish a more fine-grained hierarcey between the cur-
rent members of our second class. Due to the subtleness jiddpements on this
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kind of data, we leave this issue to further resedrch.

Fig. 1 schematically illustrates a feature logical chagzation of our licenser
hierarchy. The figure shows only Zwarts’ top elements of tiexanchy, anti-
morphic, anti-additive and DE environments. It can easdyelstended to cover
our two additional classes at the bottom end of the hierarchy

AM C AA C DE C
(am st - op (@) ) aa- st r - op([if],[) de- st r - op([,[@)

CHARACT CHARACT. CHARACT.
’ <~ OF AA OPRS <~ OF DE OPRS
Vv am st r - op([if],[2]) V aa- st r - op([if],[2])

OF AM OPRS
Figure 1: Sketch of a feature logical characterization eflibenser hierarchy

The idea of Fig. 1 is to use HPSG relations to say when a Ty2essfwn 1],
is in the scope of a minimally DE, anti-additive or anti-mlaig operator within
a Ty2 expressiofi]. Consider the relatiode- st r (engt h) -op(erator) as
an example. We say that two Ty2 expressign@nd[i], are in thede- st r- op
relation if and only if there is a downward entailing operato[if] which scopes
over 1] (expressed iIrCHARACT. OF DE oPR9, or [1] and[f] are in the relation
a(nti-)a(dditive)-str(ength)-op(erator). Inthe latter case this
means thaf will be in the scope of an anti-additive operator witliy or, al-
ternatively, in the scope of an anti-morphic operator @ittus is a disjunctive
possibility in the definition of the relatioaa- st r - op). It should be clear from
this that whenever we will use the relatide- st r - op to characterize the licens-
ing requirement of an NPI, this will mean that the NPI must iserised by an
operator which ist leastof the strength of a DE operator. It should also be noted
that in light of the syntactic nature of scope interventi@amditions imposed by
certain NPIs (see the discussion in section 3.2 above),lmice of logical repre-
sentations as the level of expressing the licenser higrdsctieliberate. A direct
semantic characterization of the relevant operators wooldjive us a straightfor-
ward handle on expressing the immediate scope conditionsbaerve for certain
NPIs. On the other hand, a characterization of logical dpesan the feature logic
can employ the standard mechanisms of the feature logicefoerglizing over en-
tire classes of objects in order to obtain a satisfactoryeegf generality of the
theory.

Fig. 2 illustrates for the relatiomle- st r- op how the characterization of
classes of logical operators proceeds in the feature |égicthe sake of simplicity,
we do not try to give a compact characterization of entiresga of DE operators
here. Instead, we give a transparent description of a femdatd DE operators
and their relevant scope. Informally speaking, Fig. 2 shgdollowing: Two Ty2
expressionsf] and[g are in thede- st r - op relation iff there is an operatgg

4The methodological limits of introspective judgements &me sparsity of the relevant data in
corpora suggest that psycholinguistic experiments ardatem order to obtain conclusive results.
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in ] (which, in our small example, is eithewery, few, at_most_n or hardly)
such that the expressif@is a DE argument slot of the operator d@fjés a subterm

of [3]; or, alternatively[if] and[g] are in theaa- st r - op relation. The remaining
four relations, includingaa- st r - op, are defined analogously, with one relation,
quest - cond- conp- op, treating the class of question operators, conditionals
and comparatives simultaneously, antp- op defining imperative environments.

de- st r-op(f)[1)

[W<BIA[2«lf]A
every(_[3l, )<[f]lv
few(_J[3],_)«[if]Vv

vifva] | 3213E ] | 2few(, [3) «[if] v

at_most_n(_, [3) <[V

hardly((3]) <« [If] v

v aa- st r - op([fl[@)

Figure 2:de- st r - op for few, at most n, hard|yrestrictor ofevery

In Section 5.2 we will illustrate the use of our hierarchy efations defining
the licensing environments of NPIs.

Licensing domains The second important ingredient of our theory of NPIs are
the barriers of theoLL module. Barriers are phrases of a certain kinttiefance
complete-clausenp, ...) which are identified as nodes in the syntactic configpma
above the sign in question. ThedENSING PRINCIPLE guarantees that a barrier
dominates the sign and meets all the criteria mentionedaisign’s lexical entry.

(19) LICENSING PRINCIPLE:

For eachbarrier object on thecoLL list of a signz and for each phrase
theLocAL value ofz is identical to theLoc-LIc value and
the LF value ofz is identical to theLF-LIC value
if and only if
1. z dominatesr,
2. z can be identified as the barrier specified and
3. z dominates no sigg which in turn dominates and forms an equiva-
lent barrier.

The conception of barriers provides a “window” in which caltion restric-
tions must be satisfied. This is necessary in the specificafitéNPls, as there are
various licensing domains. The licenser of a given NPl mastiowithin
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(20) e the same AdvP or NP as witiberhaupt

(i) Eine Torchance hattensie [Uberhaupmicht].
a  scoring chancead they atall not

‘They had no scoring chance at all’

(i) Es bot sich ihnen[luberhaupkeineTorchance].
it arosdtselfthem at all not-a scoring chance

‘They had no scoring chance at all’
e the same clause as widicheren

Wéhrendder WM scherte sich niemandum die
during the World Cupbotherechimselfnobody aboutthe
Reformplaneder Regierung.
reform plans of-thegovernment.

‘During the world cup nobody bothered about the governnsgpiins
for reforms.’

e the same utterance as wittehl:

NiemandhéttegedachtdassHansdarausinenHehl machenwirde.
nobody had thought that Hansthereofa secretmake would

‘Nobody would have suspected that John would make a secteifou
this.’

To capture the different licensing domains, we will spedififerent barrier-
objects as values for the featue®LL in the lexical entries of NPIs (see the ex-
amples in Fig. 3 and 4 below). The relevant feature of the efgsnoncoLL is
LOGICAL-FORM-LICENSER, abbreviated asF-LIC. The values of this attribute
will require that the logical form of the barrier above thelMfeet certain seman-
tic criteria.

Idiosyncratic behavior It should be obvious from the architecture of our collo-
cation theory of NPlIs that our theory is prepared to integtiaé syntactic colloca-
tion conditions known from the literature on idiomatic esgsions and treated in
Soehn 2006. In particular, such conditions subsume réstr&con short or long
topicalization of NPIs, the distinction between bare NFbjsats and NPIs em-
bedded in subjects, idiomatic phrases as NPIs, and Linebisiigimediate scope
constraint, which forbids the occurrence of another gfiant{of a certain type)
between the logical form representing the NPI and its litensperator. To be
more precise, let us look at our example of the licensingioglale- str- op in
Fig. 2: An immediate scope constraint strengthens the sultendition between
the contribution of the NP[g], and the relevant argument slot of the oper&gjr,
to a subterm configuration in which no other quantificatiamagrator intervenes.
The strengthened condition can be added as an idiosyncegfigGrement to the
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lexical entries of the relevant NPIs.
With all components of our theory in place, we can now turrhtdnalysis of
a few exemplary German NPIs in the next section.

5.2 Lexical Specifications

Verbs A lexical entry of a verb such acheren('to care’) is sketched in Fig. 3.
The collocational restriction which indicates that it isMdRI, is contained in the
value ofcoLL. The only element on this list istzarrier-object which demands the
smallest complete clause in which the vedhereroccurs as licensing barrier. The
LICENSING PRINCIPLE (19) guarantees that this barrier meets all the criteria=-men
tioned in the lexical entry: The value of the featureLICENSER (LF-LIC) is iden-
tical to the value of the barrieriss feature. Here, thEXTERNAL-CONTENT (EXC)

of the clause in whiclscherenoccurs must be such that the semantic content of
schereni.e. itsMAIN value,[1], is in the scope of an operator defined in the hierar-
chy of licensing operators. Any licensing operator will doce the lexical entry
demands only the weakest type, an imperative operator. k& oar examples
more readable, we write the licensing relations from oweriger hierarchy of rela-
tions (here np- op) in functional notation behind the attribute whose valugyth
specify. In Fig. 3, the notationnp- op((z) following the EXC attribute means that
the implicit first argument of the np- op relation,[if], is theLIF-LIC EXC value of
the complete-clausebject on thecoLL list of scheren

['word
PHON ( scherer)

Lo CAT HEAD verb
CONTENT MAIN [1] scheren’

complete -clause
LF-Lic [ExC i np- op([])]
[word

PHON ( beileibe)

CAT HEAD adverb
SS LOCAL

CONTENT MAIN [1] beileibe’

coLL complete-clause
I LF-Lic [ExC aa- st rengt h- op()]|/|

Figure 3: Sketches of the lexical entriessochererandbeileibe

Particles The lexical entry ofbeileibe (‘really’) is analogous to the entry of
scherenin many ways and the mechanism is exactly the same (see aigai8)F
Howeverbeileibeis not licensed by imperatives, DE contexts and questioh&hw
causes the restriction on tiEc value of the licensing barrier to be stronger than
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for scheren The entry ofbeileibedemands that anti-additive and anti-morphic op-
erators take scope over it. As the licensing element musiracthe same clause as
the particle itself, the barrier is defined accordinyWe consider it an advantage
of the collocation module used here that restrictions camip®sed in a scalable
way. As the restrictions are again local, there is no needch&zlc the semantic
representation of the entire utterance to guarantee tbptate met.

Nouns With Hehl (‘secret’, see Fig. 4), we have chosen a final example which
illustrates the interaction between polarity-related &hidmatic restrictions. The
first barrier-object on thecoLL list is now of sortutterance restricting the seman-
tic content oHehlto DE environments and to the scope of questions (or strdnger
censers). The second element ondlee L list is of sortcomplete-clausand comes
with a different kind of restriction: The value of the atute LOCAL- LICENSERIS
identical to the,ocAL value of the clause in whicHehlappears. The head verb of
this clause must beachenwhich is expressed by means of the attributeremMe

(cf. Soehn, 2004). In Soehn’s analysis, there is a specialore of machenthat
subcategorizes for the noddehl, and a PP, thus ensuring the co-occurrence of all
parts of the idiomatic expressi@inen Hehl aus etw. machen

fword )
PHON ( hehl)
CAT HEAD noun

ss {LOCAL [CONTENT MAIN hehI’H

utterance

|:LF-LIC [Exc quest - cond- conp- op()ﬂ’
cott complete-clause

l:LOCAL-LICENSER[CAT HEAD LISTEME machefd ]

Figure 4. A sketch of the lexical entry éfehl

This example also demonstrates that the combinatoriasystf LRS alone
is not strong enough to handle the context restrictions dEN&hd a treatment in
terms ofcolLL is called for. An occurrence restriction which is formuthfurely in
terms of restrictions on thexcoNT of NPIs would not be sufficient for the follow-
ing reason: With a semantiexCONT restriction, the noutdehlin kein Hehl(‘no
secret’) would only constrain the semantics of its maxinrajgxtion to contain a
negation. However, if the negation were outside of the NPiasidle the VP (as
in ‘nobody makes a secret of sth.’) the maximal projectiothef noun would not
contain a licensing negation, but that of the verb (of whieh NP is an argument)
would. Thus, the occurrence restrictiontdé&hl would have to be different in two

5In addition, beileibehas the syntactic restriction that it always modifies therlging element
(all n-words basically), which we omit in our sketch of thgital entry. The fact thabeileibecan be
topicalized alone (“Beileibe zahlen nicht alle Konzernie,id ihrer Bilanz einen Gewinn ausweisen,
auch Gewerbesteuer.” Mannheimer Morgen09-03-2002) is compatible with this analysis.
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uses of one and the same expression, semantic for the NPrdanthcollocational
for the VP domain and beyond. This would be conceptually tisfgang.

6 Open Questions

We showed that our analysis can model complex cases of NdPliag in German,
taking into account inherent lexical properties of quaraifional expressions and
of NPIs. Morpho-syntactic properties and various syntaddimains in which NPIs
may occur were accommodated in the analysis.

However, the analysis of Section 5 left a number of questapen. To begin
with, many licensers may not introduce a licensing openatach belongs to the
class of operators often discussed in the literature sunkgegtion or certain gener-
alized quantifiers. The question arises whether there istarsyatic way to capture
too-comparatives or licensing predicates suctbassurprised At this point it is
unclear exactly how their lexical meaning should be spetifiea systematic way
to account for their licensing property.

Even more challenging are cases of NPIs without a licensier @4.).

(21) Israelschert sich einenPfiffering um UNO Resolutionen.
Israel botherstself a chanterelleaboutUN  resolutions

‘Israel doesn’t bother at all about UN resolutions.’

We assume that such cases include one expression whichaglgawegative
(einen Pfifferling which licenses the NPIsEhere). This particular expression
has a non-negative counterpart, which is a strong K&hén Pfifferling, unlike
similar cases such ainen Dreckor einen Teufelwhich are covertly negative as
well. Thus, there is no “mutual licensing” of NPIs withoutiegnser.

As pointed out in Section 2, pragmatic effects of presugfmos or conversa-
tional implicatures also play a role in NPI licensing, e.lg ticensing obeileibe
in non-negated phrases which are used to deny their impdigdtive counterpart:

(22) Esgab beileibegenug Streitpunkte.
It gavecertainlyenoughcontroversial issues

‘There were certainly enough controversial issues.’

A possible idea for this kind of construction could be to assuhat there is
a presupposition in the discourse context which denies xfeace of “enough
controversial issues”. Conversebeileibemay introduce such a presupposition.
This idea is expressed in the revised sketch of our lexiday dor beileibe which
is shown in Fig. 5. There is a new featBeR-LIC putting a restriction on the
BACKGROUND of the utterance, thus expanding theLL module: There must be
a presupposition (psog, and what is presupposed is that tva(N value of the)
modified element is in the scope of an anti-morphic operdtoture research will
have to address the question of to what extent the basic HRS@e&ture can be
revised to accommodate these presupposition phenomena.
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[word
PHON (beileibe)

adverb
CAT HEAD
Ss LOCAL MOD LOC CONT MAIN

CONT MAIN [1] beileibe’
complete-clause or
LF-LIC [Exc aa- strenght - op()]

ME am st r engt h- op([2))

CoLL utterance >
d
BGR-LIC <...,|:preSUppose :|,>

Figure 5: Revised lexical entry teileibe

In general, and most importantly, we believe that much mesearch is nec-
essary to secure the empirical base of a general theory of. NiH§ possible that
there are many new NPIs yet to be discovered even in welkreked languages
such as German. Due to the diverse properties of NPIs andidi@syncratic be-
havior, finding them in corpora is tedious and time-consgmwiork. Attempts at
automating the process of finding NPIs have produced pramigsults (cf. e. g.
Lichte, 2005) but are still in need of refinement. With our oing research, we
aim at improving the empirical base of research on NPIs imGer
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Abstract

This paper proposes a projectionist account ofuthexpressed
object alternations in HPSG. The approach is basedhe two-level
mapping mechanism, developed in Manning and Sag8(j18nd Sag et
al (2003). The proposed analysis keeps identicguraent structure
values in the lexeme description of both valenderatives, while
different surface valence values are related tex@dl rule.

The HPSG model is applied cross-linguistically tegsh and
Bulgarian. Some Bulgarian-specific traits, suchhaslimited alternation
range and the grammaticalized aspect, related te tbrmal
characteristics of the unexpressed object altemstiare discussed and
interpreted within HPSG.

1 Introduction

This paper presents &tPSG account of thanexpressed object alternation
(UOA) in its cross-linguistic English — Bulgarian aspect. Yia&
alternations, also known as ‘diathesis alternations’, or iptalcomplement
realizations’, are defined by B. Levin as ‘alternations im ¢ixpressions of
verb arguments, sometimes accompanied by changes of meaning’, Levin
(1993:2). UOA is a valence alternation between two verb projecticose
with realized object argument of the verb, and the otherkawitunrealized
object.

The interplay between the regular complementation patterosdiog
to transitivity classes, on the one hand, and valence alternations, vidtiding t
regularity, on the other hand, is a challenge to the HPSG grammar theory.

1.1 Regularity of Complementation Patterns in HPSG

The language regularity of complementation patterns has beenlizamunia
the recent versions of HPSG by a mapping mechanism, distinguishing
argument structure (ARG-ST) and surface valence (VAL), ptedem
Manning & Sag (1998) and Sag et al (2003).

Following the above cited works, each verb is regarded as having
particular set of elemeriton its ARG-STlist, specified in the lexeme

fThis research was supported by a grant from thexaWéer von Humboldt
Foundation. | want to thank Erhard Hinrichs, FraRichter and Heike Zinsmeister for
discussions and comments. | also thank the threayamous reviewers of HPSG 2006 for
their comments.
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description. The values of ARG-ST are not given individuatly éach
lexeme, but lexemes are grouped into transitivity classeisiededs sorts in
the sort hierarchy. Thus, the ARG-ST values of transitivigsses are
adopted as sort constraints.

For example, the verhsis ‘sleep’anduema ‘read’ have descriptions
of sortsintransitive verb lexemétr-Ixm) and strict transitive verblexeme
(stv-Ixm). Accordingly, the constraint on the sitrtixm is ARG-ST(NP) and
on the sorstv-Ixmis ARG-ST (NP, NP, cf. (1) and (2):

(1) cnsi—sleep |ir-lzm
ARG-STR ( NP )
(2) wuera—read stv-lem
ARG-STR ( NP , NP )

The surface valence (VAL specified in the word description. ARG-
ST elements are mapped to VAL elements, and in particulaPR &d
COMPS list elements, following the Argument Realizatioméiple (ARP),
as in (3) and (4).

word

SYN {VAL [SPR ¢ 1 NP >ﬂ
COMPS ()

ARG-STR ¢ [1] NP )

(3) cma —sleep

word
(4) uera - read, SYN var |SPR ([ NP
COMPS ( [2] NP )
ARG-STR ( [1] NP , [2] NP )

The HPSG grammar licenses one head-complement projectiorcfor ea
transitivity class and respectively for each verb thairgs to this class. For
example, the verbs above projéleé phrases in brackets in (5) - (6), where
the English and Bulgarian examples are given as translation equivalents:

! The ARG-ST elements are mapped to semantic moléeei SEM component.
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(5) a. John (slept).
b. Usan (cuere).

(6)

o

John (read a book).

b. Wsan (4eremre xuura).

1.2 UOA as Irregularity

However, although capturing the difference between projectionan®)6)
as regularity, the mechanism sketched so far does not accournfer s
irregularities concerning this distinction. In particular, onghs kind of
irregularity are the valence alternations which are a fretoqpieenomenon of
language use, as the corpus data show. Syntactically, it nfednene verb
can project phrases with different number of arguments. For exahgple
strict transitive verbuema - read occurs in texts in two realizations,
respectively with an NP complement{@hd without a complement (8):

(7) a. John (read a book).

b. Wsan (4eremre xuwra).

(8) a. John (read).

b. HWsan (geremre).

The irregularity is due to the fact that projection (8) islimansed by
the mechanism described in 1.1. above since that fact that theeadih (7)
has no complements contradicts its word description in (3). Itipaty
means that the HPSG grammar, in the version presented abat®,(8eas
ungrammatical.

1.3 UOA as Sub-regularity alongside Regularities
How can irregularities such as those in (8) be treated in the HP&@Engra

In the analysis below, the occurrences of both (8) and (#egeeded
as appropriate for classes of verbs and their alternation beengy of
systematic character. Therefore, in regard to (7) and &jare the opinion
of treating alternations as ‘systematically related n@depatterns’ (Sag et al
2003: 262) rather than as single exceptions within transittlggses. This

2 Actually there is one more projection of the titime verbread John (read a book to his
son),which is not discussed here since it is relateeioefactive or dative alternation types.
However, this projection is another instance otguilarity to the strict transitive verb
realization pattern.
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gives a reason to regard alternations as sub-regularitiesah be captured
alongside regularities, rather than as irregularities that loave éxcluded.

This paper presents an attempt to incorporate valence dleshais
sub-regularities in the complementation mechanism of HPSG, thuislimg
a way to license both (7) and (8) as grammatical in English and Buigar

The proposal is to formalize Levin's approach to unexpressiedtob
alternations within the HPSG framework of Sag et al (200@) apply it
cross-linguistically to English and Bulgarian. Bulgarian datpresented in
comparison to English and the cross-linguistic relevance of the Bitglsed
alternations typology of Levin (1993) is tested.

The analysis based on lexical rules follows the approach, whicatSag
al (2003:263) suggests as a general direction for solving pittiblem:
‘patterns of valence alternations are governed by both senzamtisyntactic
constraints of the kind that could be described by finely tunedalerules’.
The analysis below draws on this claim in attempting to devedoticular
solutions for the UOA, valid for both English and Bulgarian.

2 Previous Research

The basic theoretical source of the research is the H@@mar, as
presented in Sag et al (2003). The classification of altermafiori_evin

(1993) has been the starting point of the typological investigaa®mmvell as
the recent survey of argument realization research in LavihRappaport
(2005).

The formal aspects of alternations in languages other thgiisk
have been taken into account, among which are the works of Fredse a
Benett (1996) - an English-German account of the conative, middle and
locative alternations; Kordoni (2004) - the locative and éadilernations in
Modern Greek; and Gupta (2003) epray/loadalternation ofbeverbs in
German.

In particular, some Bulgarian-oriented works on valence atiensa
have been considered. Among them are those of Dimitrova-Vulchanova
(1999), treating the aspectual and semantic characteristihe @€rb within
the Sign Model; the shared-grammar HPSG accounts of Avgustinasla e
(1999) and Avgustinova (2001); and the semantic-syntactic studypefa
(2004).
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3 Re-analyzing Verb Attributes due to UOA

Verb’s attributes are reanalyzed in two aspects. Firstly, range of the
notion UOA in regard to verb classes, associated wijtts icompared cross-
linguistically, since it is important to know if the generdii@as are made

over analogous language phenomena. It has been checked whether all
subtypes of UOA with the corresponding verb classes, defindehfglish in

Levin (2003), are relevant for Bulgariasf, Section 3.1. Secondly, a specific
aspectual constraint on Bulgarian verbs, exhibiting UOA, is disdus
Section 3.2.

3.1 Cross-Linguistic Range of UOA (English —Bulgagan)

Levin (1993) distinguishes eight subtypes of unexpressed objentalbns
with one or more verb classes that exhibit each of themriglidh. These
subtypes have been tested empirically on Bulgarian data and lzenan
differences have been noted.

Only four out of eight subtypes of the English-based classditatf
B. Levine have full structural correspondences in Bulgaridmspecified
object alternationPRO-arb object alternation, Instructional imperatiaed
Characteristic property alternatiormrhey correspond to the same relation of
verb projections in English and Bulgarian:

(Engl)
® ug Vv NH

This structural correspondence is shown in (10) - (13) below:

- Vv

(10) unspecified object alternation

a. My mother izooking a soup

My mother isooking.

b. Maiika mu roTBH cyna. - Maiika MU TOTBH.

(11) PRO-arb object alternation

a. His voiceannoys people - His voiceannoys

b. T'mackt My apa3uu xopara. - I'mackT My apa3Hu.
(12) instructional imperative

a. Beat the mixturefor 10 min - Beatfor 10 min.

b. Pas6msaiitre cmecta 10 MmuH. - Pas6usaiite 10 MuH.
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(13) characteristic property alternation

- characteristicproperty of agent:

a. Our cascratches people - Our cascratches

6. Hamara xotka gpacka xopara. - Hamara koTka apacka.
- characteristic property of instrument

a. These scissocsit metal. - These scissocsit.

b. Tas HOXHIIA pexe MeTAI. - Tas HOxULIA peike.

Two English UOA subtypes the understood reflexive object alternatiand
the way-object alternationhave no counterparts in Bulgarian:

(Engl) -V
(14) (Bulg) V- NR - no alternative

It is seen in the examples below:

(15) Understood reflexive object alternation
a. Johnwashed himself - Johrwashed
6. JxoH ce m3MH. - no alternative
(16) Way object alternation

a. Hepushed his waythrough the crowd. -
pishedthrough the crowd.

b. Toit cm mpo6u mbT 1pe3 ThimaTa. - NO alternative

Two subtypes -Understood body-part objeand Understood reciprocal
objectare exhibited in both languages but one of the Bulgarian ditega
has a different structure — namely a PP complement versusRan
complement in English. Actually, in this case, the alternasoof idifferent

type in Bulgarian.
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Engl V NR
(17) ( ng ) J _ V
(Bulg) vV PR

For example:

(18) Understood body-part object alternation

a. The mamodded his head - The mamodded

b. YoBexbT KHMHA ¢ I1aBa. - YOBEKHT KHMHA.
(19) Understood reciprocal object alternation

a. Johrdivorced Jane - John and Jardévorced.
b. Jxon ce pa3Bene ¢ [Ikeiin.  -/xon u JDKelin ce pa3Benoxa.

Therefore, it should be noted that the range of UOA is much nmoited in
Bulgarian - it comprises only subtypes (10) - (13) above. Sucbwiag of
UOA range relates to the HPSG account, namely to theofistsrbs that are
marked as alternating. This narrower range, which is relevantdth
languages, is taken in the formal analysis below.

Practically, some semantic verb classes, included in th& &iBtypes
of Levin (1993), are considered irrelevant for the lexickd,proposed in the
last section of the paper, since they are not alteigpdti Bulgarian. In
particular, these are verbs belonging to classes (39), @), (64), (56),
(58), (62), (73), (78) e.g.verbs of gestures/signs involving body parts, load
verbs,push/pullverbs etc.

In contrast to them, the verbs belonging to classes (37), (67), (69)
(80), e.g. verbs ofcooking, performance eating etc., are regarded as
alternating in both English and Bulgarian and are the ones whosallexic
entries are marked by a particular attribute value, as atguliin the analysis
below.

3.2 Defining Alternating Properties of Verbs in Ther
Lexical Entries

Since the UOA is sub-regularity, it is valid only for partaulverbs,
pertaining to the lists, specified above. | propose an attribute ALT

3 The numbering of verb classes is given accordingxamples numbering in Levin 1993:
pp.33-40, Part One.
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(alternation) ofval-cat sort, which is to show the alternating properties of
these verbs. The values of the ALT attribute are chosen amdigj, a
indicating the possible verb alternations, based on Levin's fitatigin.
Such a list is quite long, having in mind the number of alternataefs)ed

in (Levin 1993:25-109). Syntactically, the main groups of alternatiores
classification can be taken as ALT values in HPSG,ungxpressed object
or preposition drop alternationg herefore, a list of ALT values can start for
example like that: fon-alt, otsi, uo, conative, pd, dative, benefactive,
locative, ct .}% The ALT value, | propose here, for non-alternating verbs is
non-alt

verb
(20) [SYN [VAL [ALT {non-alt, otsi, 1o, conative, ... }]ﬂ

3.3 Aspectuality as a Bulgarian-specific Constraint

The HPSG representation of verb-complement projections inaBalgand,
in particular of those of alternating verbs, has to accourgdore aspectual
properties, which are related to the mechanism of object realization.

It is important to note that the English verbs in the lists of Levin (1993)
have two semantic equivalents in Bulgarian — one of imperfeatideone of
perfective aspect, e.gat —sm, ussm, COOK —eomes, ccomesam, etC. What is
crucial for the analysis of these verbs in regard to UOAh& only one
element of the pair exhibits UOA in Bulgarian, namely, it is otiig
imperfective verbs that can be realized both with and withowtbgect. The
perfective transitive verbs always have an object.

For example, only the imperfective veplucysam ‘paint’ has two
projections (21) - (22), while its perfective counterpapiucysan ‘paint’ has
only one projection: (23).

(21) Jerero pucyBa kapTHHA. - pucysam — Imperfective Aspect
The childdraws a picture.

(22) Hereto pucysa. - pucysam — Imperfective Aspect
The childdraws.

4 otsi (Object-of Transitive=Subject of Intransifiyelo (Unexpressed Object), pd (Preposition
Drop), ct (Creation and Transformation).

5 There is also a limited number of Bulgarian vemskich are ‘defective’ in this respect, i.e.
they have no aspectual counterpart, @@a, snaua, nysxcoas ce etc.
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(23) Jerero napucyBa Kapunua. - mapucysaM — Perfective Aspect
The childdrew apicture.

(24)* Nerero napucysa. - mapucysaM — Perfective Aspect

Therefore Bulgarian aspectuality determines additional constraintthe
HPSG analysis. How can this relation between complementation and
aspectuality be reflected in the HPSG analysis?

Firstly, it should be made clear whether the verbs in the asbqmair
are treated as two forms of the same verb or as twaatisterbs. What |
follow in this paper is the latter hypothesis, supported in Ra ¢161L899:85-
89), among others. Such an approach is straightforward in compaaso
morphological derivation of perfective from imperfective veoinfs, which
has to deal with many verb idiosyncrasies, as well as witlfatttehat very
often these are not pairs but triples because of the secoladasct
derivation. But a more important argument against a derivati@sment is
that affixation often leads to change of meaning and theroftéa arbitrary
to judge whether an affix is an aspectual formant or a word formant.

Accordingly, the members of the aspectual pair are descrbdiei
HPSG grammar as two distinct lexical items of $axeme Each of them has
a particular aspect value, which is independent of the valubeobther
element in the pair.

Secondly, the above shown aspect distinction motivates the naed of
attribute, representing the aspectual characteristics of Ralgfarian verb.
Our proposal is to define the aspect of the verb asgimpos feature
IMPERF with a Boolean value. Respectively, the verbs of irneptvie
aspect are [IMPERF + ], and those of perfective aspect: [[MPERF - ].

verb
( {SYN [HEAD [IMPERF {+ , —}]]}

As to the aspectuality of a verb exhibiting the UOA, it cary twel [IMPERF
+ ], that is, every verb with [ALTiog is also [IMPERF + ].

verb

HEAD [IMPERF +]
26
(20) 1sYN {VAL [ALT wuo] }
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However, the opposite is not true — not every [IMPERFSHALT uod. In
other words, the class of Bulgarian verbs, which are [HEAD ERP + ]],
subsumes the class of verbs [VAL[ALIDB4].

4 Integrating Alternations into the Grammar

The integration of UOAs in the HPSG grammar depends on the hgmothe
concerning the nature of alternations. The analysis | propose $&rmes
that the verb keeps its object argument on its ARG-ST ih bltérnative
projections and it is the surface realization of this argurttest is to be
constrained.

The grounds for such interpretation can be shown What-question
test. The presence of an unrealized ARG-ST argument, mappedematic
role in the SEM component of the vettaw, can be proven by the fact that
the information about the missing object can additionally béeved by a
whatquestion test.

(27) A. The child is drawing.
B. What is the child drawing?
A. A picture / a portrait / something/ | don’t know what.

In contrast to it, such a question makes no sense and getsvner avien
asked about the object of bare head phrases which are projections o
intransitive verbs, i.e. of verbs whose ARG-ST list comstamo such
argumentcf. (28).

(28) A. The child is sleeping.
*B What is the child sleeping?

A. 2?2,

The recent HPSG conception of separating argument structumesfirface
valence, discussed in Section 1 above, provides a suitableansm for
supporting such an analysis. According to my proposal, in both pmjscti
the mapping from ARG-ST values to SPR and COMPS values is kept
unchanged. It is a lexical rule that maps a word descriptiom @D®MPS
(NP) to a word description with COMP$ ). The lexical rule ispost-
inflectional,i.e., it maps words to words.

The following UOA (unexpressed object alternation) rule is proposed:

451



[ pi-rule |
[word )
INPUT ¢ X\ [ap, §S¥[Ps iONP >} )
(29) UOA-rule: - B
[word
OuUTPUT ( X , [COMPS ( Y]] )
_VAL _ALT uo}

The phonetic form of the related words is unchanged — X. THewalueuo
ensures that the rule operates only on words, satisfying this constraint
Thus, both alternative projections of read in (7) - (8) abovebean
licensed in the HPSG grammar as shown in (30) - (32)(31).
For example, the lexeme descriptionuefa ‘read’ has the following
constraints:

[ stv-lzm
ALT uo
SYN VAL |SPR list(expressions)
COMPS list(expressions)
|ARG-STR ( NP , NP )

(30) yera-read,

The word description ofema ‘read’, projecting a head-complement phrase,
is constrained by the Argument Realization Principie(31):

[word
ALT uo
(31) uerar-read, |> N VAL |SPR ([1] NP )
COMPS ( [2] NP )
|ARGSTR ( [I] NP, [2] NP )

The word description okema ‘read’, projecting a bare head phrase is
constrained by the UOA-lexical rule:
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[word

ALT uo
(32) wueray-read, SYN VAL |SPR ( NP )
COMPS ( )

ARG-STR ( [I] NP, NP )

The UOA in both English and Bulgarian is licensed in this way,
having in mind the narrowed range of the alternation in Bulgarianghsas
the connection between aspect and UOA. However, the Bulgaudmifi
constraint [IMPERF +] need not be stipulated in the lexioé, since it

subsumes [ALT uo], as shown above.

As to the place of th&JOA-rule in the sort hierarchy of lexical rules,
asgiven in Sag et al (2003:251, 492), | propose that it is inserted ander
supersortlternation rulein the pi-rule branch

pi-rule
alternation- extraposition ...  inversion
(33) rule (a-rule) rule rule
unexpressed object ay-rule an-rule

a-rule

The sortalternation ruleis proposed as a mother node, under which more
alternation rules alongside UOA-rule can be inserted, &-gule for the
dative alternationgy-rule for preposition dropetc., so as to achieve a more
precise licensing of verb projections in HPSG.
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5 Conclusions

This paper has shown that the model of HPSG, based on the wistiott
argument structure and surface valence, can account for ussxgrebject
alternations as well. The proposed analysis keeps one lexenipii@sdor
the two valence alternation variants of a verb and relaies tord
descriptions by a lexical rule. Such a solution captureglgeeof preserving
an object argument, although not realized, in the argument struafttine
verb.

Levin's theory-neutral investigation of verb alternations, duweitg
comprehensive survey of verb classes and detailed typology ofadites,
has proved to be a good source for the HPSG model. Moreover, itecan b
applied cross-linguistically, and the variations of its validityregard to
particular verb classes reveal some language-specific taspet
complementation in particular languages. In the paper it has peéadato
English and Bulgarian.

Since the UOA is a sub-regularity of language, concerningcpéati
verb classes, an additional argument ALT whose values condtrain
application of the rule has been introduced. In regard to Bulgatié,
attribute has been shown as related to the IMPERF + attriladtieh
accounts for a particular aspect of the complex interplayedf aspectuality
and complementation in Slavic languages.

Since the analysis is considered as one step into thallodescription
of alternations mechanism, it can be easily extended by insewivgsorts
under thealternation rulesort and by extending the list of values for the ALT
attribute.
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