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Editor’s note

The 14th International Conference on Head-Driven Phrase Structure Grammar
(2007) was held in Stanford and organized by the Stanford Department of Lin-
guistics and CSLI’s LinGO Lab.

The conference featured 2 invited talks and 18 papers selected by the program
committee (Doug Arnold, Emily M. Bender, Olivier Bonami, Ann Copestake,
Berthold Crysmann, Dan Flickinger, Tibor Kiss, Jong-Bok Kim, Robert Levine,
Tsuneko Nakazawa, Stefan Miiller (chair), Gerald Penn, Adam Przepiorkowski,
Ivan Sag, Jesse Tseng, Detmar Meurers, Frank Van Eynde, Gertjan van Noord,
Gert Webelhuth, Stephen Wechsler).

A workshop about Constructions and Grammatical Theory was attached to the
conference. It featured three invited talks and 4 papers, selected by the program
committee.

In total there were 38 submissions to the main conference and to the workshop.
We want to thank the respective program committee for putting this nice program
together.

Thanks go to Ivan Sag, who was in charge of local arrangements.

As in the past years the contributions to the conference proceedings are based
on the five page abstract that was reviewed by the respective program committees,
but there is no additional reviewing of the longer contribution to the proceedings.
To ensure easy access and fast publication we have chosen an electronic format.

The proceedings include all the papers except those by Adele Goldberg and
Christopher Manning.
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Abstract

In this paper we propose an analysis of Danish pseudocaiioimcon-
structions. The analysis is based on a hybrid phrase hieravbere phrase
types are assumed to be subtypes of types that cut acrosadhi@snal divi-
sion of phrasal types, allowing the phrasal type of pseudatpations to be
a subtype of both coordinate phrases and headed phrasesprasetjuently
inherit properties from both types. The analysis is linegtion-based. We
further develop a set of constraints on the phrasal typdseiierarchy.

The hybrid phrase hierarchy and the set of constraints oveitieus types
in the hierarchy explain why, on the one hand, pseudocoatidims contain
conjunctions and the conjuncts must have the same form asd,tand on
the other, have a fixed order, allow extraction out of the sdamnjunct, do
not allow overt subjects in the second conjunct and allowsitave verbs to
appear irthereconstructions.

1 Introduction?

The Danishsidder ogconstruction is an example of a pseudocoordination. The
construction has not received that much attention in the Danish literaturef.bu
Diderichsen (1946, p. 156), Hansen (1967, vol. 3, pp. 30—-3hsele (1985, p.
113), Brandt (1992) and Jgrgensen (2001). Shieler ogconstruction is also
found in the other Nordic languages, cf. e.g. Johnsen (1988), sdmse{1991),
Johannessen (1998), Ladrup (2002), Vannebo (2003) and WiKROO5).

Pseudocoordinations are constructions that exhibit properties of botiie
nation and subordination, and consegently the discussion in the Nordi¢uigera
has, among other things, been concerned with whether the constructeailysar
coordination or whether it may better be treated as a construction involvirag-su
dination.

(1) gives examples of the Danisidder ogconstruction.

(1) a. Petesidderog syngerensang.
Petersits andsings a song

b. Peterstar og spiseret able.
Peterstandsandeats anapple

On the surface thsidder ogconstruction consists of two verbal conjuncts and
the conjunctiorng, ‘and’. The verb in the first conjunct is an intransitive motion
or position verb, primarilysidder, ‘sit’, ligger, ‘lie’, gar, ‘walk’, lgber, ‘run’, and
star, ‘stand’.

(2) gives examples of a Swedish and a Norwegiaider ogconstruction.

(2) a. Henrysitterochfiskarabborre.
Henrysits andfishesperches
Josefsson (1991)

1Tavs Bjerre’s research was carried out as part of the projejetct Positions - comparative syntax
in a cross-theoretical perspectiyeww.hum.au.dk/engelsk/engsv/objectpositions/index.htm).




b. Hansitterog skriverdikt.
He sits andwrites poems
Ladrup (2002)

Contrary to the above-mentioned proposals, the analysis presented iaghis p
rests on the assumption that the construction is both a coordination andrdisubo
nation at the same time. The main idea is based on a further development of a
constructional approach to phrasal types, as presented in Ginzini&pg (2000).

The sidder ogconstruction is syntactically related to the English examples in
(3) which are labelleccoordinatively marked serialby Zwicky (1990), quasi-
serial constructiondy Pullum (1990) andhon-symmetric coordinationsy Max-
well and Manning (1996).

(3) a. They'll up and bite you.
b. Go and get the paper.
c¢. Bill went and took the test.

The English examples could also be labelled pseudocoordinations. The Dan
ish sidder ogconstruction is, however, a special subtype of pseudocoordinations,
characterized among other things by their aspectual semantics, cf. 2.

In German we find the socalled SGF constructions (‘subject gaps in finite /
frontal clauses’) also related to the Danish pseudocoordinations, c.f. 7

(4) In denWald ging derJager undfing einenHasen.
into the forestwentthe hunterandcaughta rabbit
Kathol (1995)

2 Thesemanticsof sidder og

The sidder ogconstruction is mainly characterized by the aspectual information
that it introduces, i.e. whether the event expressed by the secondccbigue-
garded as completed or not, c.f. e.g. Brandt (1992) and Hansen)(Id&¥sidder

0g construction is used to remove any ambiguity that may be present in a certain
context wrt. aspect. This is exemplified in (5).

(5) a. Petetavede madla jegkom hjem.
Petercooked whenl camehome

b. Peterstod og lavede madia jegkom hjem.
Peterstoodandcooked  whenl camehome

(5a) is ambiguous. Either the cooking event started before and was still in
progress at the time of the arriving event, or the cooking event starthe #ime
of the arriving event. (5b), on the other hand, is not ambiguous. In #ss the
cooking event was in progress at the time of the arriving event. Theerdad
referred to Bjerre and Bjerre (2007b) for a more detailed accouneddimantics
of the sidder ogconstruction.



3 Coordination properties of the sidder ogconstruction

There are two facts which suggest that tieder ogconstruction is a coordinate
structure: It contains a coordinating conjunction, and the verbs in thednjarcts
must have the same form.

The conjunction is, however, restricteddg, ‘and’, as shown in (6).

(6) a. Petesidderog sover.
Petersits andsleeps

b. *Petersiddereller/ mensover.
Petersits or  but sleeps

With respect to verb form, as shown in (7), the two conjuncts must have the
same value for finiteness.

(7) a. Peteharsiddetog sovet
Peterhassit  andslept

b. *Peterhar siddetog sover
Peterhassit  andsleeps

The two conjuncts must also have the same value for tense, as shown in (8).

(8) a. Petesidderog spiser.
Petersits andeats

b. *Petersidderog spiste.
Petersits andate

The constraint on tense does not always hold for ordinary coordirgtiloough,
as the example in (9) shows.

(9) Peterkom igar og tager afstedmorgen.
Petercameyesterdayandleaves tomorrow

4 Subordination properties of sidder og

Other facts favour an analysis of thiglder ogconstruction as a subordinate struc-
ture. We will discuss its behaviour wrt. order of constituents, extractivarto
subjects andhere-constructions.

4.1 Order of constituents

An important characteristics of pseudocoordinations is that, unlike osdotanr-
dinations, (10), the order of the conjuncts is fixed, (11).

(10) a. Petesangog dansede.
Petersanganddanced



b. Petedansed®g sang.
Peterdanced andsang

(11) a. Petesadog leeste.
Petersat andread

b. *Peterleesteog sad.
Peterread andsat

4.2 Extraction and sidder og

According to the Coordinate Structure Constraint, Ross (1967), a adrgannot
contain a gap except in ‘Across-the-Board’ cases where eachruzirjas a gap
that refers to one and the same filler. (12a) is an example ofitlteer ogcon-
struction clearly violating this constraint, whereas the constraint is obey#uz: in
coordination withousidder, (12b).

(12) a. Pigep Petersadog kyssedes;.
Girl-the Petersat andkissed

b.*Pigen Peterdansed®g kyssedes;.
Girl-the Peterdanced andkissed

4.3 No overt subject in second conjunct in sidder og

In pseudocoordinations, the second conjunct cannot have ansongect, cf. (13).

(13) a. Harsidderog leeser.
He sits andreads

b.*Hansidderog hanleeser.
He sits andhe reads

In ordinary coordinations the overt expression of the second slibjeptional,
cf. (14).

(14) a. Harsyngerog danser.
He sings anddances

b. Hansyngerog handanser.
He sings andhe dances

In some cases the subject of the second conjunct may be overtly eegbress
in what may look like asidder ogconstruction, but in that case the construction
loses its characteristic aspectual meaning and is sadder ogconstruction, but
an ordinary coordination.

10



4.4 Thereconstructions and the sidder ogconstruction

A restricted set of verbs, typically intransitive verbs, may appetrdre-construc-
tions. This set includes the vesider. Transitive verbs typically do not appear in
thereconstructions.

(15) a. Der sadenmandi bilen.
Theresata man in car-the

b.*Der lsesteenmandenbog.
Thereread a man a book

However,sidder ogconstructions with a transitive verb in the second conjunct
do occur inthereconstructions, as shown in (16).

(16) Der sidderenmandog leeserenbog.
Theresits a man andreadsa book

It should be noted thatn mandn (15a) and (16) is in object and not in subject
position. This can be seen by the different positions of the negations &) éhd
(17b).

(17) a. Der sidderikke enmandog leeserenbog.
Theresits not a man andreadsa book

b. Siddemandenikke og leeserenbog?
Sits man-thenot andreadsa book.

In Danish main clauses, the negation appears after the subject, bug bedor
object.

5 Complex predicate analysis

In the previous sections we showed that $ider ogconstruction has both sub-
ordination and coordination properties. In this section we suggest thatdtier
og construction, in addition to being a coordination construction, is also a complex
predicate construction consisting of a host predicate, the verb in theditginct,
and a copredicate, the second conjunct.

(18) shows examples of other complex predicates. In each case the éirbte v
is the host and the adjective or nonfinite verb is the copredicate.

(18) a. Manuskriptet blevfeerdigt.
Manuscript-thewas finished

b. Manuskriptet var feerdigt.
Manuscript-thewasfinished

c. Peterskulle leesemanuskriptet.
Petershouldread manuscript-the

11



d. Peterhavdeleest manskriptet.
Peterhad readmanuscript-the

It can be seen that in complex predicate constructions the copredicate is the
most contentful part of the predicate, while the host predicate contrilpiths
information on tense, aspect, modality etc. This also applies tsitlier ogcon-
struction in (19).

(19) Petersidderog raber.
Petersits andyells

In (19) the most contentful part of the construction is the second canjling
more about yelling than about sitting, in other words. The main purpose &fshe
conjunct is to add aspectual content even though the verb does haseptaal
content, Peter is actually sitting.

6 Sentence coordination

Ellipsis analyses of coordination along the lines of Beavers and Sag)(@66dunt
for examples like (20).

(20) Arbejdslgsedrak sjeeldenbg kegbte aldrigcognaci 30’erne.
Unemployedirankseldom andboughtnevercognacin thirties-the

(20) is the result of coordinating the two sentences in (21), deleting ghare
peripheral material in either the first or the second conjunct.

(21) a. Arbejdslgsdrak sjeeldentegnad-30‘erne.

Unemployedirankseldom cognac in thirties-the

b. Og arbejdslgsekabte aldrigcognaci 30’erne.
Andunemployedoughtnevercognacin thirties-the

The following examples of sentence coordinations should also be well-fbrme
on an ellipsis analysis.

(22) *Udei skoven sa Peterog plukkedeOleensjeelderorkide.
Out in wood-thesawPeterandpicked Olea rare  orchid

(23) a. Udd skoven sa Peterensjeelderorkide.
Out in wood-thesawPetera rare orchid

b. Og udeiskeven plukkedeOle ensjeelderorkide.
Andout in wood-thepicked Olea rare  orchid

(24) *Heldigvis vandtPeterog blev Ole diskvalificeret.
Fortunatelywon Peterandwas Ole disqualified

(25) a. Heldigvis vandtPeter.
Fortunatelywon Peter

12



b. Og heldigvis blevOle diskvalificeret.
andfortunatelywas Ole disqualified

We suggest that the reason they are not, is that only subjects preceslfirgtth
verb in the second conjunct may be elided, other material preceding thesériite
may not.

On the ellipsis analysis, only peripheral material may be elided. This means
that it does not account for medial verb gapping, (26). We will not go ihat
here.

(26) Petewnveeltede singl og Olesinvin.
Peterknocked ovehis beerand Ole hiswine

It also means that in V2 languages like German and Danish, the subjecdtcann
be elided when another element occurs in first position, and the subjes¢-co
quently occurs in the position following the finite verb.

(27) *KI. 5 drak Peterud og lidt seneregik hjem.
5 o’clockdrank Peteroutanda little later wenthome

(28) a. KL.5 drak Peter ud.
5 o’clockdrank Peter out

b. Oglidt senerggik Peter hjem.
anda little later wentPeter home

The subjecPeteris shared material but cannot be elided because it does not
occur peripherally. Instead the subject has to be repeated, e.g. with@upras in
(29).

(29) KL 5 drak Peterud og lidt senerggik han; hjem.
5 o’clockdrank Peter outanda little later wenthe home

In the next section we will discuss SGF and pseudocoordination which are
examples of non-constituent coordination which cannot be handled in @rms
peripheral sharing, cf. e.g. Crysmann (2006), and thereforeotdrenhandled by
the ellipsis analyses of non-consituent coordinations.

7 SGFsand the sidder og phrase

In this section we will relate the Danigidder ogconstruction to subject gaps in
finite/frontal sentences, dtle (1983) or SGF coordinations, Wunderlich (1988).

SGF coordinations are coordinations where two conjuncts share atstiigjec
appears inside the first conjunct. This is illustrated in (30).

(30) In denWald ging derJager undfing einenHasen.
Into the forestwentthe hunterand caughta rabbit
Kathol (1995)
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Der Jageris the understood subject of both the vgrbg and the verbing.

According to Kathol (1995), the SGF coordination does not allow a furthe
object gap in the second conjunct, coindexed with either a topicalized or non
topicalized object in the first conjunct. Further, German does not allowecor
sponding coordinations with only an object gap. This is shown in (31) wduieh
examples from Kathol (1995)

(31) *Die Briefmarken zeigte Hans demOnkel t; undverkaufte
the stamps-ACCshowedHans-NOMthe uncle-DAT andsold
€; t; derTante.
the aunt-DAT

*Gesternzeigte Hans die Briefmarkery demOnkel und
yesterdayshowedHans-NOMthe stamps-ACCthe uncle-DATand
verkauftee; e; derTante.

sold the aunt-DAT

*Gesternzeigte Hans die Briefmarkery demOnkel und
yesterdayshowedHans-NOMthe stamps-ACCthe uncle-DATand
verkaufteOtto e; derTante.

sold Otto-NOM the aunt-DAT

In Danish there are wellformed sentences apparently similar to the ungrammat-
ical sentence in (27).

(32) KI5 drak Peterud og gik hjem.
5 o'clockdrankPeteroutandwenthome

We suggest that the difference between (27) and (32) is that in the fovene
have sentence coordination while in the latter we have VP coordination. Tée la
type is very similar to the German constructions, so we call such Danish example
SGF constructions.

The sidder ogconstruction may also resemble SGF coordinations. This is il-
lustrated in (33).

(33) a. lar sadPeterog kyssedesnpige.
Yesterdaysat Peterandkissed a girl

b. SadPeterog kyssedesnpige?
Sat Peterandkissed a girl

In these Danish examples we also have a shared subject appearingheside
first conjunct. However, the Danish pseudocoordinaitons differ fiteenGerman
SGF coordinations in that they allow extraction of the object out of the skcon
conjunct, as in (34).

2Kathol uses for extraction sites.
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(34) a. Denpige; sadPeter og kyssede; e; i gar.
Thatgirl sat Peter andkissed yesterday

b. Var detdenpige; Petef sadog kyssedeg; e;?
Wasit thatgirl Peter sat andkissed

In Danish it is not possible to have an object gap in the second conjunct co
indexed with a non-topicalized object. However, in the Norwegian so-caitgaty
object constructions, cf. e.g. Larson (2005), we get a coordinatitin avnon-
topicalized object gap in the second conjunct as shown in (35).

(35) Jensskrevto brev; og e; sendteg; til England.(Norwegian)
Jens wrotetwolettersand sent to England

Even though the Daniskidder ogconstruction does not behave exactly like
the German SGF coordination, we nevertheless want to say that it is relatesd to
German SGF coordination in that they are both non-sentence coordinations

Kathol (1995) provides a linearization-based account of the Germ&ncd6
ordinations. In the next section we will present a linearization-basexiatof the
Danish data.

8 Formalization

In this section we will show a formalization that explains the behavior o$ithéer
og construction wrt. the range of phenomena outlined in previous sectiors. Th
formalization further develops the hybrid phrase hierarchy in Bjerre Bjpde
(2007a) and provides formal constraints on the types in the hierarcy.

To account for theidder ogconstruction as both a coordination and a complex
predicate construction, we will develop constraints on the types in the tligrar
shown in (36).

15



(36)

phrase
coord-ph hd-ph
hd-val-ph hd-adj-ph
hd-subj-ph hd-comps-ph
core-c-ph  vp-c-ph hd-copred-ph hd-obj-ph

s-crd-ph  sgf-ph pseudo-c-ph core-hd-copred-ph

sidder-og-ph

The hierachy allows thsidder-og-phand other pseudocoordination construc-
tions, to inherit contraints expressed on headed as well as on coorpmates.

Based on a strong tradition in Danish grammar originating with Diderichsen
(1946), and Linearization-based HPSG, Reape (1994), Kathob(1830), we
describe word order with a list-valuabm-feature, allowing separation of word
order from immediate constituency. Further, for any headed phrasenistiydhe
elements on this list must, if present, occur in the order given (37).

(37) headed-ph— [Dom (C<F <v<s<I* <al*<V<O* <P <a2*)

The constraint oicoord-phin the hierarchy is given in (38).

coordinating conjunction

the subject or information structurally salient constituents
the finite verb or the subordinate conjunction

the subject

light (pronominal, unstressed) objects

adverbials

the finite verb when the slot is blocked by a conjunction
objects

copredicate

adverbials

Elements marked with * may occur more that once.

TO<PT<<TO

QD
N

16



(38) coord-ph—

HEAD
SS | LOC | CAT | MARKING
CRD
i [HEAD  []]
SS | LOC | CAT | MARKING ;
< CRD - >
DTRS{ - m o-
HEAD
SS | LOC | CAT | MARKING
i | CRD + ]

This constraint ensures that conjuncts and their mother have the saméovalue
FORM (assumed to be defined as a head feature), by structure-sharingubefa
HEAD between the two daughters and the mother. Cf. Sag (2003) for a distussio
of theHEAD feature in connection with coordination. The second daughter but not
the mother or the first daughter is introduced by a coordinating conjundiiso.
the MARKING values are identical for the daughters and the mother prohibiting the
coordination of a main and a subordinate clause.

(39) shows the constraints @ore-coord-ph

(39) core-coord-ph—
[ [Loc | caT | vaL
NONLOC | SLASH
LOC | CAT | VAL
Ss ,
NONLOC | SLASH
LOC | CAT | VAL
Ss
NONLOC | SLASH

DTRS

It says that valence information is identical for the daughters and the mother
and that the value fosLASH is identical: Either there is no extraction or the same
element is extracted from both conjuncts. Importantly, slieler-og-phis not a
subtype of thecore-coord-ph and consequently it does not inherit the constraint
formalizing the coordinate structure contraint, explaining why they allow extra
tion from the second conjunct.

We assume that something like the following constraint from Beavers and Sag
(2004) can be made to work for those coordinations that are not SGizseado-
coorodinations (that is, our tymecoord-phin (36)).

17



(40) cnj-cxt—

'MTR[DOM @@@@@] ]
SYN [0]

sou FRM FRM ®
HD "I HD
. FRM FRM
Bine-lista (| — —|,..., ,
HD HD
SYN [0]
CRD -
DTRS{ E . -
Som ([SYN cn'])>@ FRM FRM ©
I HD " HD
FRM FRM
[Bz]ne-list®
HD HD
SYN [0]
L CRD + 1

The effect of this constraint is that identical peripheral material in the twe c
juncts is elided in one of the conjuncts. The relation between the two described
situations may be looser than in non-sentence coordinations, and top@iotjiea
second conjunct is appended at the end of it.

Bothsgf-phandpseudo-coord-phlre non-sentence coordinations, i.e. they both
have an unrealized subject. The two conjuncts describe two subevehé&ssagme
overall situation, this is reflected in the topological structure, the secamdret
is inserted into a slot in the first conjunct.

(41) shows the constraint gron-s-coord-ph

(41) non-s-coord-ph—

room @ O 2 i

SS | LOC | CONT | INDEX | TENSE[4]

Dom [@ i
caT | vaL | susy([ ]) ]

Ss| Loc
CONT | INDEX | TENSE[4]
DTRS( _ Z
DOM [3]

ss | Loc |:CAT | vaL | suBy([]) }_

L L CONT | INDEX | TENSE[4]
A compaction(z],2{ a2))

Both daughters have unrealized subjects. The second conjunct is caapa
and inserted into tha2 slot of the first conjunct. The conjuncts must also have
the same value for tense. We assume that tense is a semantic feature defined a
index feature.

All that needs to be said about the typgf-phis that it must have an empty
SLASH list, there can be no extraction out of sgf-ph

(42) sgf-ph—
[ss| NONLOC | sLASH()]

18



sgf-phis a subtype of bothon-s-coord-plandcore-coord-ph From the former
it inherits the constraint that the two daughters must have unrealized &ylijem
the latter the constraint that the mother and the two daughters must have identica
valence values.

pseudo-coord-plis not a subtype o€ore-coord-phbut instead inherits from
hd-copred-ptwhich is constrained as shown in (43).

(43) hd-copred-ph—

room O 2] i
COPRED()
SS| LOC | CAT | VAL | SUBJ
LOMPS
[Dom[d]
[COPRED<>
SS| LOC | CAT | VAL |suBJ
DTRS
<_ COMPS
[DOM [6]
Ss ] ]

A compa-ctiOt(@,P Vv a2))

The head selects the copredicate which is compacted and insertdd amto
a2 of the head. Unlike ircore-coord-phthe susJfeature is only structure-shared
between mother and head-daughter.

In a pseudo-coord-plhe head daughter must express eitheraion-relor a
position-rel

(44) pseudo-coord-ph—
[DTRS<[SS| LOC | CONT | RELS(mot-pos-re Iist>],>]

[ss|Loc |cAT |crD and|

The second daughter of@seudo-coord-plnas the valuend for the feature
CRD excluding the conjunctionsr andbut The constraints in (43) and (44) to-
gether explain why the order of the order of the conjuncts in pseuddicadions
is fixed. The left conjunct is the head and restricted to hanwapos-reland the
head precedes its copredicate (the right conjunct).

Before we discusshereconstructions, we need to look at the lexical entry
for sidder, ‘sit’. We analysesidderin a sidder ogconstruction as a control verb
requiring an unsaturated co-predicate, cf. (45). Cf. also Ladi@@APfor a control

analysis of pseudocoordination.
(45) [PHON(sidder)
VAL | co-PRED<[ss\ LOC | CAT | VAL |SUBJ<NPZ~>}>
SYNSEM | LOC | CAT
ARG-ST(NP;)

Sidderselects a VP copredicate whose unrealized subject is coindexed with the
argument okidder. This also means that the co-predicate, or right conjucnt, cannot
have an overt subject.

19



This argument may appear on thesJlist.

(46) [ PHon(sidder)
[VAL | susJ ([) ]
SYNSEM| LOC| CAT >

ARG-ST  ([INP

If the argument is indefinite, it may appear on thempslist in which case
der, ‘there’, appears on theusJlist.

(47) [PHON(sidder)
suBJ (der)
VAL
SYNSEM|LOC | CAT comps ([)
ARG-ST(EINP; e s )

In 4.4 we pointed out that transitive verbs typically do not appeahane
constructions, but that transitive verbs may appear in the second coimj@athere
construction version of sidder ogconstruction, cf. (16). With the lexical entry for
sidderin (47) and the constraints above we get an explanation why we may have a
transitive verb in the second conjunct.

The unrealized subject of the second conjunct is coindexed with the eélemen
the ARG-ST list, not on thesuBJlist. The unsaturated subject of the co-predicate,
the right conjunct, becomes structure-shared with an element arotheslistin a
there-construction, and tlder subject of the head daughter is structure shared with
the mother, becausepgseudo-coord-pis a subtype of théd-copred-phin which
the mother and the head daughter structure share the value ®f #ydeature. In
this way the conjunct with the transitive verb appears ‘parasitically’ on tisé fi
verb in the phrase ithere-constructions with pseudocoordination.

Finally, we want to show how our analysis handles a subject appeariiclg ins
the first conjunct of an SFG og pseudo-coordination, or indeed aftdirtite verb
in any structure where the subject does not appefr @f. the schema in (37).

(48) shows part of the constraint on the typEad-subj-ph

(48) hd-subj-ph—
pom [@O([)
DOM [1]
SS| LOC | CAT | VAL | SUBJ<> >
DTRS
DOM
{ss }

A compactiof@zF V s))

It says that theooMm list of the subject daughte], is compacted to aom
element of typd- or swhich is then inserted into theowm list of the head daugh-
ter through theshufflefunction (O). This means that the subject will occur either
immediately before or immediately after the finite verlviin SFGs and pseudo-
coordinations thiw is the finite verb of the first conjunct, as the copredicate (right
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conjunct), is inserted as a whole into the topological structure of the hegyhta
(left conjunct). (49) shows the topological structure of a pseudatboation with
a subject inside the first conjunct.

(49) a. Derfor siddermanden og syngerensang.
Thereforesits mand-theandsings a song
b.
{hd-adj-ph

[word } [hd-subj-ph

S L) o)

"\

[Word ] lsidder-og-ph

(mander) oo <[Z5idder>}' Ejg synger en sar@]

|

[Word } [hd-marker-ph

(sidder) DOM <{<(f)g>} [Zsyngeb] {(Cc)an san D]

(50) shows the corresponding sentence wiith ‘there’.

(50) a. Derfor sidderder nogen o0g syngerensang.
Thereforesits theresomeonandsings a song
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b.
[hd-adj—ph

DOM <[<Fderfor>:|’ @/siddeé]’ [<Sder>}’ Eerr}}’ [?ozg synger en sar}b]

"\

[word } [hd-subj-ph

(derfor DOM <[Zsidder>}’ E’derj’ [(?109&}]‘ [?029 synger en sar‘}iﬂ

1\

[word} {hd-comps-ph

(der) DOM <@/sidder>}’ [<Onoge,>]' {?029 synger en sar'}i>]

N\

[word ] [sidder-og-ph

(noge boM <@lsidder>]' {?jg synger en SaWM

As can be seen, the linearization-based approach allows the treatmeat of th
coordinations as constituent coordinations, only at the topological |®ed the
subject appear inside the first conjunct.

9 Conclusion

Building on Bjerre and Bjerre (2007a), we have proposed a hybridsghanaly-
sis of pseudocoordinations. In this paper we have further developdudrarchy
and formalized a set of constraints on the phrase types in the hierarang wie
type pseudo-coord-pls a subtype of botlkeoord-phandhd-copred-phand conse-
quently inherits properties from both types. The analysis is linearizatisaeba

The phrase hierarchy and the constraints on the various types in thechiera
explain why, on the one hand, pseudocoordinations contain conjunetiththe
conjuncts must have the same form and tense, and on the other, hawt arfize
allow extraction out of the second conjunct, do not allow overt subjectsdn th
second conjunct and allow transitive verbs to appear in there-cofistrsic

We believe that this hybrid analysis sheds some light on the nature of pseu-
docoordinations. It turns out that the properties involved in the conttramthe
coord-phand its subtypes are maninly properties of form, ie. the featuea®o,
FORM andTENSE The properties involved in the constraintshahcopred-prand
its subtypes are mainly properties of valence, $8BJ CO-PRED and COMPS
Thus we may say that from the point of view of form, pseudocoordinato@so-
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ordinations, but from the point of view of valence, pseudocoordinataye head-
copredicate constructions.
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Abstract

Three distinctions seem relevant for the scope properties of adverbs: their
function (adjuncts or complements), their prosody (incidental or integrated)
and their lexical semantics (parenthetical or non parenthetical). We propose
an analysis in which the scope of French adverbs is aligned with their syn-
tactic properties, relying on a view of adjuncts as loci for quantification, a
linearization approach to the word order, and an explicit modelling of dia-
logue.

1 Introduction

Adverbs in general are scopal elements.! They contrast with other scopal elements
such as quantified NPs in the way their scope properties interact with other lin-
guistic dimensions: syntax, prosody, lexical semantics and pragmatics. Since these
properties are not strictly correlated, a formalism which relies on one type of dis-
tinction, such as dominance (e.g. Dik (1997), Cinque (1999)), fails to do justice
to the complexity of the data. The HPSG architecture, where the different dimen-
sions are both distinguished and articulated in feature structures, offers a chance
for stating such interactions.

In previous work, after pulling apart the prosodic properties of adverbs, which
interact directly with their syntax and compositional semantics, from their prag-
matic properties, which depend crucially on their lexical semantics Bonami et al.,
2004), we proposed HPSG analyses of parenthetical adverbs, that is, adverbs
which do not contribute directly to the main content of an utterance (Bonami and
Godard, in press, a, b). Here we concentrate on modelling the interaction between
prosody, syntax and scope, improving on the proposals of Bonami and Godard
(2003). We show that a linearization-based approach to adverb placement eases
the modelling of the observed syntax-semantics interface constraints. We use a
conservative, STORE-based HPSG approach to quantifier scope, in the style of
Ginzburg and Sag (2000), but nothing crucial hinges on this choice.

We follow a solid tradition in distinguishing a number of semantic classes
(for French, see (Molinier and Levrier (2000), Bonami et al. (2004)): connectives
(donc ‘therefore’), speech act adverbs (franchement ‘frankly’), evaluatives (mal-
heureusement ‘unfortunately’), modals (peut-étre, ‘perhaps’), sentential agentives
(intelligemment ‘intelligently’ in Il a intelligemment refusé de répondre ‘He intel-
ligently declined to answer’), habitual adverbs (généralement ‘generally’), domain
adverbs (syntaxiquement ‘syntactically’), frequency adverbs (souvent ‘often’), du-
ration adverbs (longtemps ‘for a long time’) temporal location adverbs (#cemment
‘recently’), aspectual adverbs (déja ‘already’), manner adverbs (intelligemment
‘intelligently’ in I/ a répondu intelligemment ‘He answered intelligently’), degree

'Some adverbs, in particular manner adverbs, are often said to be scopally inert. This lexical
semantic property is debatable, and, in any case, does not change the scopal character of the category
as a whole; see (Parsons, 1972; Peterson, 1997; Schifer, 2005).
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Figure 1: Pitch track of a canonical incidental realization

adverbs (beaucoup ‘alot’, intensément ‘intensely’), and associative adverbs (seule-
ment ‘only’). We also follow common practice in regrouping the first six classes,
which share some properties, under the term ‘sentence adverb’. Our analysis takes
into account all classes, except for connectives and associative adverbs, which
have special interface properties linked to their relational semantics. It is based
on French adverbs, but should apply to other languages; that is, although the de-
tails of the behavior are different (for instance, as is well known, the syntax of
adverbs is different in French and English), the different dimensions and the types
of interactions that are relevant are expected to be similar.

2  What is incidentality?

The distinction between incidental and integrated constituents correlates prosodic
properties of realizations of constituents with constraints on their syntactic posi-
tions.? In the case of adverbs, it also correlates crucially with scope, as we will
see below. Incidental constituents are usually set apart by commas in French or-
thography, although usage is far from being consistent on this point. For clarity,
we explicitly mark incidentality in the examples by adding the symbol ‘1’ at the
boundaries of incidental constituents. ‘(T)’ signals optional incidentality.

2.1 Incidental vs integrated adverbs: A prosodic property

Existing studies of incidental constituents in French Fagyal, 2002; Mertens, 2004;
Delais-Roussarie, 2005) state that they are prosodically ‘autonomous’, and are set

INote that incidentality is not a property specific to adverbs, nor to adjuncts. A few examples of
incidental constituents are: dislocated phrases, topicalized phrases, vocatives, interpolated clauses,
appositions, some realizations of complements (Il a T a son frére T donné a lire Proust ! ‘He has, to
his brother, given Proust to read’).
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Figure 2: Realizations of incidental and integrated prosody

apart from their environment by a number of factors, illustrated in the typical pitch
track in Fig. 1: optional pauses, lengthening of the last syllable preceding the in-
cidental, of the last syllable of the incidental, F) modification at the boundaries,
register change. However none of these manifestations of incidentality appears
to be categorically necessary, as confirmed by an ongoing study by Bonami and
Delais-Roussarie on the speech corpus ESTER (Galliano et al., 2006). This sug-
gests that the distinction is phonological rather than phonetic, and, accordingly,
that neutralization phenomena make the distinction opaque in certain cases. As
Fig. 2 illustrates, in terms of familiar prosodic categories Selkirk, 1984), we ob-
serve three types of realizations, one of which (Independent Phonological Phrase)
is compatible both with incidental and integrated status.

2.2 Incidentality and Adverb Classes

Most adverbs can occur with either an incidental or an integrated prosody, as illus-
trated in (1) with a few examples, although there are some constraints.

(1) a. Paul a (T) heureusement () bien répondu. (evaluative)
‘Paul has fortunately answered well.’
b. Paul avait (T) habituellement () un avis tranché. (habitual)

‘Paul had usually a clear-cut advice.’

c. Paul avait () souvent (T) un avis tranché. (frequency)
‘Paul has often a clear-cut advice.’

d. Paul a (7) silencieusement (T) quitté la piece. (manner)
‘Paul has silently left the room.’

The dual prosodic realizations in (1) show that incidentality is a property of
occurrences, not of lexemes per se, although some adverb classes (or subclasses)
are specified regarding their prosody: degree adverbs are not incidentals, speech
act adverbs are always incidentals; light (Abeillé and Godard, 2001) and resultative
(Geuder, 2000) manner adverbs cannot be incidentals.
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2.3 Incidental adverbs and Position

There are constraints on the prosodic realization of adverbs depending on their po-
sition. Consider the following schema, where the potential position for the adverb
is noted —px—. We distinguish between 4 positions: the adverb can occur initially
(—p1-), before the verb (—p2-), between the auxiliary verb and the past participle
(—p3-), and after the participle (—p4-)?

(2) —pl-Paul —-p2— a —p3— envoyé —p4— ses voeux —p4— a un vieil ami —p4—.
‘Paul has sent his best wishes to an old friend.’

The generalizations are as follows. First, adverbs are normally incidental in
—pl-, with a few exceptions that we leave aside for the purposes of this paper We
illustrate the property with both sentential 3a,b) and non-sentential (3c) adverbs:

(3) a. Franchement | cela n’en vaut pas la peine.
‘Frankly, it is not worth it.’

b. Malheureusement/ Naturellement/ Officiellement/ Habituellement/ In-
telligemment T nous allons au cinéma.
‘Unfortunately/ Naturally/ Officially/ Usually/ Intelligently we go to
the movies.’

c. Récemment/ Souvent/ Lentement T il est allé a I’opéra.
‘Recently/ Often/ Slowly he went to the opera.’

Second, adverbs are incidental in —p2— if the verb is finite @), but integrated if
the verb is infinitival (5):

(4) a. Paul T malheureusement/ naturellement/ officiellement/ habituellement
T ne peut pas s’en passer.
‘Paul unfortunately/ naturally/ officially/ usually cannot do without it.’

b. Paul T souvent T préfere rester chez lui.
‘Paul often prefers to stay home.’
(5) a. Paul se promettait de souvent aller au cinéma.
"Paul promised himself to often go to the movies’

b. Paul disait habituellement aller au cinéma le dimanche.
"Paul pretended to usually go to the movies on Sundays’

Third, adverbs may be either incidental or integrated in —p3— and —p4— (1), with
two constraints. Light adverbs do not occur in —p4— 6) (Abeillé and Godard 1997),

3There is no evidence for distinction among positions for constituents after the participle.

“Nonincidental adverbs are found in —pl— in two constructions: the reinforced assertions con-
struction discussed below and the complex clitic inversion construction, which is compatible only
with a few adverbs (e.g. Peut-étre Paul viendra-t-il ‘Perhaps Paul will.come-he’. In addition, subject
NP inversion disallows realizing an utterance initial adverb as an independent IP (e.g. alors arriva
Paul ‘then arrived Paul’). It remains to be seen whether the adverb is integrated in this case, or
whether general prosodic factors disfavor an IP realization.
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and sentential adverbs can appear in —p4— only if incidentals (7). This pattern
shows that incidentals are not outside the realm of syntax, contrary to what is often
assumed, since they are sensitive to syntactic position. Note, however, that there
is no complementary distribution: sentential adverbs occur either as integrated or
incidental in —p3—, and the others occur either as integrated or incidental in —p3—
and —p4-.

(6) a. Paul a mal répondu a la question.
‘Paul badly answered the question’

b. Paul a répondu a la question *(tres) mal.
‘Paul answered the question (pretty) badly.’

(7) a. Paul arépondu *(T) forcément *(T) a la question.
‘Paul necessarily answered the question.’

b. Paul a répondu / répondra a la question *(T) forcément.

We formalize the distinction with the feature INCID =+, which is a syntactic
HEAD feature, with a prosodic correlate. The reason why we need a HEAD fea-
ture (pending a more elaborate conception of phonological properties) is that an
incidental expression can be a phrase, such as a modified adverb (Paul 1 fort mal-
heureusement | a oublié le cadeau, lit. *Paul, most unfortunately, has forgotten the
gift’).

3 Scope, Syntactic Functions and Incidentality

Adverbs may have four distinct functions: they can be heads of a clause, fillers,
adjuncts or complements. We discuss adjunct and complement adverbs below. As
heads of a clause, adverbs occur with a clausal complement which they scope over,
although a quantifier in the complement may outscope the adverb (see Probable-
ment que tu as vu un de mes étudiants, lit. ’Probably that you have met one of
my students’). Non-wh adverb fillers are found in two constructions. First, in
adverb topicalization, as illustrated in §a).> In such cases the adverb receives in-
cidental prosody, and takes its scope at the extraction site—in @a), the extracted
adverb récemment scopes below in-situ sirement. Second, in the reinforced as-
sertion construction, where a clause initial adverb receives a special prosody, the

5Note that clause-initial incidental adverbs may be either adjuncts or fillers. That the two analyses
are possible is shown by the adverbs, such as frequency adverbs, that cannot be fillers, but do occur
clause initially (i-ii). See Bonami and Godard (2007) for details, and Maekawa (2006) for an analysis
of parallel data in English.

(i) # Fréquemment, je sais qu’il va a Paris
(intended) ‘I know he frequently goes to Paris.’

(i) Fréquemment, il va a Paris
‘He frequently goes to Paris.’
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rest of the sentence being deaccented. The construction signals that the speaker
amends a proposition in the common ground with respect to that part of the propo-
sition which is expressed by the fillerS It occurs only in root clauses, and does not
involve the same classes of adverbs as topicalizations. We leave aside the analysis
of these constructions, although a standard view of extraction and quantifier scope
clearly predicts the correct scopal properties.

(8) a. Récemment, je pense qu’il a siirement été au théatre.
‘Recently, I think he certainly went to the theater.’

b. Prudemmment, il m’avait promis qu’ il parlerait !
Prudently he promised that he would-talk

3.1 Integrated adjuncts

We start with the case of integrated adjuncts, although it is statistically less promi-
nent, because it is most straightforwardly accounted for. In our analysis, integrated
adjunct adverbs are found mostly to the left of infinitival VPs (not of finite VPs).
They have scope over an adverb included in the VP ), but they are not scopally
ordered with respect to quantified NPs (10).

(9) a. Il se souvenait de [longtemps [s’Etre souvent retiré chez ses parents]]
(longtemps > souvent,*souvent > longtemps)
‘He remembered having often retired to his parents’ house.’

b. 1l se souvenait de [souvent [s’étre longtemps retiré chez ses parents]]
(souvent > longtemps,*longtemps > souvent)

(10) 1 se promettait de [ souvent [lire un journal]] (souvent > un, un > souvent)
‘He promised himself to often read a newspaper.’

The data concerning the two adverbs is taken care of by the usual constraint
on head-adjunct phrases: the content of the phrase is identified with that of the
adjunct, which takes as its argument the content of the head, and the content of the
head VP is identified with that of the integrated postverbal adverb (see section3.2).

(11) hd-adj-ph— [com }

@OD (@

CONT

The data concerning the quantifier NP shows that the adjoined adverb must be
considered as a locus for quantification. Ginzburg and Sag (2000) analyzes only
heads as such loci: they inherit the store of their arguments, and either transmit
their store to the construction they head, or interpret the scopal elements (some or

®See Godard and Marandin (2006) on a syntactically different, but pragmatically similar, con-
struction of Italian.
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CONT [g]
STORE {}
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MOD  (B]) - [CONT
5

ats (i) STORE {[@}
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STORE {}
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ats () conT @ |ND ¥
CONT (3
NUC read(z,y) RES {newspaper(y)}
STORE  {[4}} STORE {[]}
lire A
un journal

Figure 3: (9a) with narrow scope for souvent

all), putting them in the value of their QUANTS. We extend this analysis to adjoined
constituents with the following constraint, which says that the store comes not only
from arguments, but also from a modified constituent.

_HEAD|MOD <([STORE @]>>

(12) a ordinary-lexeme—|ARG-ST  ([STORE [l,... [STORE mm])

STORE (@yu™u---Um) \ &
CONT|QUANTS order([S])

CONT

b. quantifier-lexeme
a _{STORE {1}

Accordingly, a quantifier such as un journal in ©a) can be scoped at the verb,
that is put in its QUANTS, in which case the adverb souvent has scope over it (see
Fig. 4). Alternatively, the quantifier remains in the store of the verb and the VP,
and is scoped at the adjunct. In this case, it has scope over the adverb, because it
is not part of the content of the VP, which the adverb takes as its argument. (see
Fig. 3).
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Figure 4: (9a) with wide scope for souvent

3.2 Complements

As is largely accepted in HPSG analyses of various languages, we treat integrated
post-verbal adverbs or adverbials as complements (e.g. Miller, 1992; Noord and
Bouma, 1994; Abeillé and Godard, 1997; Bouma et al., 2001). We adopt such a
treatment mainly for coherence with existing HPSG accounts of French grammar,
in particular the grammar of pronominal affixation and extraction. Locative ad-
verbials can be pronominal prefixes on the verb like complements (as in Paul [’y
a rencontrée, P. CL-CL has met, 'Paul has met her there’). Similarly, many ad-
verbs can be extracted. Thus, if we assume that only valents can be extracted or
realized as pronominal affixes, adverbs must be valents at least in some of their
uses. Since postverbal integrated adverbs have the same distribution as argumental
complements, it is natural to analyze them as complements.’

The particular analysis we assume here relies on a lexical rule (13), which
includes a modifier into the argument structure, and updates the content, to be the
same as that of the modifier® The rule can be applied several times, the iteration
being constrained by the lexical semantics of the adverbs. For instance, if a manner

"In fact, our analysis is mostly orthogonal to the debate between traceless, adverb-as-complement
and trace-based, adverbs-as-adjuncts analyses, since the function of integrated adverbs plays no role
in determining their position or their scope.

8This lexical rule provides the same effects as the version of Argument Structure Extension in
Bonami and Godard (in press, b), without the overhead of an MRS-based semantics.
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and a modal adverb are added in the argument structure of the same verb (as in venir
probablement rapidement *to probably come rapidly’), the rule must apply first to
the manner adverb, since it cannot have scope over the content of a modal adverb.
As an illustration, (14) shows the lexical entry obtained by applying the rule twice
to the verb vient ‘comes’, which is then used in the analysis of a sentence in Fig.5.

[word

INCID —
MOD ()

) ARG-ST [21®
(13) arg-extension-Ir— CONT
STORE

CONT

STORE

word

SS [ARG-ST }

(14)  The rule applied twice to the verb vient ‘comes’:

INCID —
INCID —
come-rel
A-S { NP;, [MOD CONT|NUC ) ,| MOD [CONT }
ACT 1
CONT
CONT
CONT

The main fact regarding the scope of postverbal integrated adverbs in French
is its correlation with order: an adverb to the left has scope over an adverb to the
right. For instance, the lexical semantics of souvent ‘often’ and longtemps ‘for
a long time’ are such that either one can take scope over the other. Thus, the
adverb on the left has scope in (15a,b). On the other hand, the lexical semantics
of probablement ‘probably’ and silencieusement ‘silently’ are such that the second
cannot take scope over the first. Hence one ordering only is grammatical.

(15) a. Paul s’est souvent; longtempss retiré chez ses parents. (1 > 2,*2 > 1)
‘Paul often retired to his parents’ home for a long time.’

b. Paul s’est longtempsy souvent; retiré chez ses parents. (2 > 1, *1 > 2)

Paul a probablement silencieusement quitté la piece.
‘Paul probably silently left the room.’

d. *Paul a silencieusement probablement quitté la picce.

The segregation of scopal material under the features QUANTS and NUCLEUS
allows us to model this constraint directly as an order rule. Quantifiers may scope
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between two integrated adverbs, but these will show up under QUANTS. Thus
within a clause, each integrated adverb takes as its ARG the CONT of the next
scopally highest integrated adverb, except the last one which takes as its ARG the
lexical CONT of the verb (that is, its CONT before the application of argument
structure extension). Thus the following rule takes stock of this situation by telling
that an integrated adverb precedes the integrated adverb it modifies if any.

MOD HEAD MOD <[HEAD D
(16) CONT =<
INCID —

INCID — CONT

3.3 Incidental adverbs
3.3.1 The issue

The distinction between integrated and incidental prosody has a correlate in terms
of scope:

(i) Scope among integrated adverbs follows linear order.
(ii) Incidental adverbs take scope over integrated adverbs.

(iii) Scope among incidental adverbs is syntactically unconstrained.

We have already illustrated and discussed point (i). We see that (17) contrast
with examples in (15a,b): when there is one incidental and one integrated adverb,
the incidental has scope over the integrated one, irrespective of order; when both
adverbs are incidental, both scopings are possible, again irrespective of order.

(17) a. Paul s’est T souvent; T longtemps, retiré chez ses parents. 1>2,
#2 > 1)

b. Paul s’est T longtempsy T souvent; retiré chez ses parents. 2>1,
#1 > 2)

c. Paul s’est longtempsy retiré chez ses parents | souvent; . 1>2,
#2 > 1)

d. Paul s’est souvent; retiré chez ses parents | longtemps;. 2>1,
#1 > 92)

e. Paul s’est T souvent; T retiré chez ses parents T longtemps,. (1 > 2,
2> 1)

f. Paul s’est T longtemps, T retiré chez ses parents T souvent;. (1 > 2,
2> 1)

The examples in (18) also contrast with parallel examples with integrated ad-
verbs (15¢,d). If the modal adverb is incidental and the manner adverb integrated,
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the sentence is grammatical, since the scope properties due to the prosodic status
of the adverb co-incide with the semantic constraint (the modal has scope over the
manner) (see (18a,c). If the manner adverb is incidental and the modal integrated,
the sentence is ungrammatical, irrespective of order, because the manner adverb
should have scope over the modal, which violates the semantic constraint (18b,d).
If both are incidental, the sentence is grammatical, although only one scoping is
possible, because the scope is not syntactically constrained (18e,f).

(18) Paul a T probablement T silencieusement quitté la piece.
*Paul a T silencieusement | probablement quitté la piece.
Paul a silencieusement quitté la piece T probablement.
*Paul a probablement quitté la piece T silencieusement.

Paul a T probablement T quitté la piece T silencieusement.

- 0 &0 o p

Paul a 7 silencieusement | quitté la piece T probablement.

It should be clear from this data that the scope of incidental adverbs is indif-
ferent to their linear position. Two types of analysis can be pursued to account for
that fact. In one approach, incidental adverbs are analyzed syntactically on a par
with integrated adverbs, but they have different properties at the syntax-semantics
interface—for instance, in the current setup, their content could be put in STORE.
The other approach assumes that incidental adverbs are syntactically special: their
linear position does not reflect in a direct way their structural relation to the rest
of the sentence. In such an approach, the syntax-semantics interface can be quite
straightforward because constituent structure relations are aligned with semantic
scope. Both approaches to the scope of incidental adverbs can be pursued, and we
do not have any strong argument, empirical or otherwise, against one of these. In
this paper we pursue the second approach—we will mention a few advantages of
that choice at the end of the section.

3.3.2 Linearization in the French sentence

The free placement of incidental adverbs leads us to reconsider the relation between
constituency and order in a general way for French. We adopt a linearization-based
approach in the spirit of (Reape, 1994; Kathol, 2000), which can be summarized in
the three following points:

e Each word or phrase is associated with an order domain, a linearly-ordered
list of signs, the value of the feature DOM.

e Order rules apply to domains rather than daughters.

o In French, the domain of a phrase is obtained by shuffling the domain of the
head with the signs it combines with.
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Figure 6: Domains in a simple sentence

(19) headed-ph — [DOM @O(%'O()}
[DOM

Description (19) amounts to assuming that there is no partial compaction in
French (it would have to be amended if (Bonami et al., 1999)’s domain-based anal-
ysis of subject inversion is to be integrated in the current framework). As a result,
a typical finite sentence has in its DOMAIN a flat list consisting of the verb, its va-
lents, and the adjuncts or fillers it has combined with (see Fig.6). The placement
of the integrated constituents (subject NP, and complements including integrated
adverbials) with respect to the verb results from constraints on the domain rather
than from the existence of a compacted finite VP. This entails that order rules will
be needed to position subjects, adjuncts and fillers in the correct place, an issue we
will not address here.”

3.3.3 Linearization based Analysis of Incidentals

Incidental adverbs are adjoined to the sentence. We propose a construction which
inherits from the usual hd-adj-ph (11), adding another constraint :

(20) v-hd-incid-adj-ph — hd-adj-ph A []

HEAD  verb
[INCID +] suBJ ()
COMPS ()

The sentence domain is flattened, as proposed above. There is no constraint
on the position of incidental modifier adverbs. Hence, they occur anywhere in this

°It is tempting to propose a topological approach to order in the French clause; and such an
approach will definitely make sense in the context of a general grammar of incidental constituents
(Marandin, 1998). A full discussion is outside the scope of this paper.
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Figure 7: The phrase-structure position of an incidental adverb

domain. An example is given in Fig. 7. The tree corresponds to the constituency,
and the nodes are annotated with the feature DOM which indicates how the signs
are ordered. Here the incidental adverb souvent is adjoined to the sentence node,
but this tree representation corresponds to the sentential expression where it occurs
between the subject and the finite verb.

The proposed approach to incidental adverbs amounts to stating that the scopal
properties of those adverb occurrences are aligned with their syntactic positions,
but that this has no consequence on linear order. Thus when two incidental adverbs
occur in a sentence, it is their scope relation, and not their linear position, which is
reflected by the constituent structure. This is in sharp contrast with our approach
to the scope of integrated adverbs, where there is no structural contrast between
two adverbs, and their relative scope is determined by a linear order rule. This
use of different analytic devices directly reflects the difference in observed scope
properties.

At the beginning of this section we discussed the fact that incidental adjunct
scope could be approached either by relaxing the syntax-semantics interface or the
constituent structure-linear order relation. We can now justify our choice briefly.
One advantage of the current approach is that it allows for more streamlined syn-
tactic rules for French: if we were to generate incidental adverbs on a par with in-
tegrated adverbs, we would need a number of arbitrary limitations on the prosodic
realizations associated with various syntactic positions; in the current setup, noth-
ing specific has to be said either for incidentals (they linearize freely) or integrated
complements (they linearize just like other complements). Only in the case of
integrated adjuncts do we need some explicit constraint. Second, if incidental ad-
verbs were put in STORE, we would expect them to be able to scope out of their
clauses, as quantifiers do. Although of course appropriate restrictions on STORE
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values could be proposed, our analysis avoids such stipulations, as clause bound-
edness follows from independent constraints on linearization: as nonheads, em-
bedded clauses are compacted, and thus there is no way for an incidental adverb to
scope outside its clause.

4 Parentheticals and scope

It is largely accepted that parenthetical material is not part of the main content
(Jayez and Rossari, 2004; Potts, 2005): it corresponds to a commitment of the
speaker, but is not part of the content that is taken into account by the speech
act. Four classes of adverbs are parenthetical: speech act adverbs, connectives,
evaluatives, sentential agentives (Bonami et al. (2004)). While parentheticality has
often been confused with the prosodic property of incidentality (under the name
of ’comma intonation’), it should be clear by now that these are two orthogonal
distinctions. Going back to (1), we see that most adverbs can have both prosodic
realizations, independent of parentheticality or other lexical distinctions.

We illustrate the pragmatic status of parentheticals with evaluative adverbs,
which have been the focus of our work on the subject (Bonami and Godard, in
press, a, b). The evaluative adverb in (21a) contrasts with the modal in (21b) in not
participating in the truth conditions for the sentence. 22) makes it clear that the
evaluative is not part of the assertion, since it cannot be refuted by normal means
(such as ’it is false’).

(21) a. Si Paul part en vacances, nous ne le saurons malheureusement pas.
‘If Paul goes away on vacation, we will unfortunately not know it’
< Si Paul part en vacances, nous ne le saurons pas.

‘If Paul goes away on vacation, we will not know it.’

b. Si Paul part en vacances, nous ne le saurons probablement pas.
‘If Paul goes away on vacation, we will probably not know it’
< Si Paul part en vacances, nous ne le saurons pas.

‘If Paul goes away on vacation, we will not know it.’

(22) A: Paul a malheureusement perdu 1’élection.
‘Paul unfortunately lost the election.’

By: # C’est faux, je trouve que c’est une tres bonne nouvelle.
“That’s not true, I think it is very good news’.

By: C’est vrai, mais moi, je trouve que c’est une tres bonne nouvelle !
“Yes, but I personally think it is great news!’

What is of direct interest for us here is that, in spite of not being part of the
main content, parenthetical adverbs may enter into scope interaction with the rest
of the sentence. As shown in (Bonami and Godard, in press, a), the information
contributed by an evaluative has a conditional structure @3), where ‘V*’ denotes a
universal closure operator binding all free variables in its scope. The relevance of
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the quantifier is made visible by the occurrence of an evaluative in an interrogative
sentence, where it bind variables corresponding to wh- elements.

(23) Lexical decomposition content of the evaluative adverb
Ap.V*[p — adjective(p)]

(24) a. Qui est curieusement arrivé a 1’heure ?
"Who arrived on time, oddly’

b. questions: \x.[arrive-on-time(z)]
comments: V*[arrive-on-time () — odd(arrive-on-time(z))] =
Vz[arrive-on-time(z) — odd(arrive-on-time(z))]

Example (25) shows that there can be scope interaction between evaluatives
and quantifiers: the adverb has or does not have scope over the quantifier. The
second reading is in principle always available, but is more conspicuous if the
adverb is postverbal (la plupart des étudiants sont heureusement venus).

(25) Heureusement, la plupart des étudiants sont venus.
‘Fortunately , most students came’
asserts: most(A\x.student(x), \z.come(z))
comments:

a. most(\x.student(z),
Az.come(z)) — fortunate(most(\z.student(x), \z.come(z)))

b. Vz[student(x) — [come(z) — fortunate(come(x))]]

Bonami and Godard(in press, a) provides an HPSG account of evaluative ad-
verbs that accounts both for their special illocutionary status and their scopal be-
havior. ' Parenthetical material is put under a special feature CMT (‘commit-
ments’) within CONTEXT whose value is passed up the tree.

(26) hd-ph— [CMT u---u}

— T~

{CMT ] [CMT ]

The value of the feature CMT is then interpreted at utterance level by a unary
rule (Ginzburg and Sag, 2000) whose role is to intepret the different semantic

0The analysis of Bonami and Godard(in press, a) has a few limitations: it does not allow for
phrasal parentheticals, and does not account correctly for cases of evaluatives embedded in a speech
report. Both problems are addressed in Bonami and Godard(in press, b), which uses a modified
version of MRS to account for the relevant data. We have not yet produced a unified analysis that
accounts for all the relevant data using a single syntax-semantics interface framework, although there
is no reason it cannot be done. What should be clear however is that both versions of the analysis
interact correctly with the analysis of integrated and incidental occurrences provided here, since all
differences between parenthetical and non-parenthetical adverbs lie in the way material from MOD is
used to construct CONT and CMT values, and nothing in the analysis of incidentality is sensitive to
such distinctions.
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bits contributed by the sentence in terms of dialogue gameboard update operations
(Ginzburg, to appear). Fig. 8 illustrates this in an example. The adverb heureuse-
ment makes no contribution to CONT, and just identifies its content with that of the
head. It does however contribute a conditional proposition (2)) to the CMT set. This
is passed up the tree. At sentence level, we see that the content of the clause (1))
receives a version of Ginzburg’s dual treatment for assertions: first, the speaker
commits himself to the truth of a student came; second, the question whether a
student came is put in discussion in QUD—only if the adressee accepts it will it
become common ground. The contribution of the evaluative adverb is added to
the commitment set, but not to QUD. This reflects the fact that parentheticals are
solitary commitments: the speaker is committed to their truth, but does not call for
an agreement of the adressee, and the dialogue can go on without that agreement
being reached.

As we have seen in (25), parenthetical adverbs give rise to scope ambiguities.
They depend essentially on the same mechanism as those of non-parentheticals
(see (10)): as adjuncts, they take the content of the head as their argument (11), and
they are a locus of quantification (12). If the quantifier is interpreted in the head
daughter, it is included in the argument of the adverb (which has ‘wide scope’),
as in (25a); if the quantifier is in the store of the head daughter, it is not included
in the argument of the adverb (which has ‘narrow scope’), as in @5b). There
are two differences which blurr this essential similarity. First, given their status
as parenthetical, the scope interaction does not affect the main content, but only
the commentary. Second, regarding evaluative adverbs, their implicative structure
makes the predicate-argument relation less conspicuous!! However, it is clear
that parenthetical adverbs transpose in their own contextual realm the same scope
mechanism that is used by other adverbs in determining the main content.
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Abstract

This paper discusses a coordination construction thareactRussian in
which constituents with different syntactic functions atifferent thematic
roles are conjoined. These conjuncts are co-argumentg citime head and
are subject to a number of idiosyncrasies.

We consider several alternative analyses of the phenoraadaonclude
that these are unable to account for the full range of thesfathus, even
though these conjuncts do not form a semantic unit with auengrammat-
ical role, there is evidence that they do form a kind of caoation struc-
ture. The phenomena are challenging for any theory of grammipe the
syntax-semantics account that we provide involves minohahges to stan-
dard HPSG architecture.

1 Introduction

Russian is a relatively free word order language. A simple sentence &ikedh be
realized in six different ways as shown below. These realizations ls»entally
the same core semantics, even though these differ in frequency, pragmatit
and information structure.

(1) a. Vse znayut kogo-to.
everyong,,,, knows someong,

b. Kogo-to znayut vse.
c. Vse kogo-to znayut.
d. Kogo-to vse znayut.
e. Znayut vse kogo-to.

f. Znayut kogo-to vse.

The particular phenomenon addressed in this paper arises when actimmjuiex-
emes: (‘and’) is inserted between the co-arguments of the same head. Thus in (2
one can see what appears to be a coordination between the sisbjesteryone’

and the complemensyo ‘everything’

(2) a. Vse i vsyo znayut.
everyong,,, and everything.. knows

fWe thank our native informants residing in Moscow, as well as Olga Dmitrigatiana Nikitina,
Petya Osenova, Svitlana Antonyuk-Yudina for various help and digxrusa/e are also most grateful
to the anonymous referees from the HPSGO07 programme committeeefoctimments, as well as
to the HPSGO07 audience for questions and suggestions. None of the méoessarily endorse or
reject the ideas developed in this work, and we alone are responsilaeyf@rrors and unclarities.
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b. Znayut vse i vsyo.
knows everyong,,, and everything..

Note that the NPs bear the expected thematic roles and as such one wolid not
expected them to be conjoinable. However, when the conjunction markesism

the co-arguments are required to be adjacent. This is illustrated below)ggekts
some kind of constituenthood:

(3) *Vse znayuti  vsyo.
everyong,, knows and everything.

(4) a. Nikto i  nikogo ne pobedit
nobody,,,, and nobody,. not win

‘nobody could beat anyone’

b. *Nikto ne pobediti nikogo
nobody,,,,, hot win and nobody..

This phenomenon has been noted before in Sannikov (1989), andileeér to it
ashybrid coordination (henceforth HC). Although our proposal concerns Russian,
our account can in principle be extended to other Slavic languages that! il

for HC, including Ukrainian and Polish. For perspicuity we include someges
from Ukrainian?

(5) a. Vsi i vsepro vsikh  znajut
everybody and all about everyone know)

‘everybody knows everything about everyone’

b. Vsi vsei pro vsikh  znajut’
everyone all and about everyone know

(6) *vsi vse znayut'i  pro vsikh
everyone all know and about everyone

‘everybody knows everything about everybody’

One other crucial aspect of HC is that the presence of the conjunctesr
alter the meaning of the sentence. In other wolNikto i nikogo ne pobedit has
basically the same meaning ldikto nikogo ne pobedit. Consider some more data
given in (7). Some of the native speakers that we consulted reportdbadina-
tions with indefinite conjuncts like (7c) are degraded, while other speakeept
them as grammatical. The remaining cases were accepted as fully grammatical.

1We are very thankful to Svitlana Antonyuk-Yudina for providing help witasé data. All other
examples given in this paper are from Russian.
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(7) a. Vsem i vse do lampochki
everyong,; and everything,,,, don’t care

‘nobody cares about anything’

b. Kto i kogo pobedil?
who,,.,,, and whony,.. won

‘Who took over whom?’

c. Kto-to i kogo-to obidel
someonsg,,, and someong,. offended

‘someone offended somebody’

The fact that (7c) is degraded for some speakers is odd on itselfy et the
non-coordinate counterpagto-to kogo-to obidel is perfectly grammatical. This
may be due to pragmatic and/or information structure underpinnings of HiChwh
do seem to require contexts in which the ‘conjuncts’ are salient in some manne
It should be pointed out however that HC does not require any kindasgglic
focus. The exact nature of the pragmatic import associated to this pheaonsen
unclear to us, but it does exist.

Our informants also report that HC is intuitively interpreted as a form of con
junction. There are several elements that are involved in a given staftaio$ a
and one can list them by conjoining them. There are also preferentialrydef
conjuncts, but the reverse orders are usually also acceptable.

One of the simplest possible analysis that could be pursued is one in which no
actual coordination occurs. One may argue that the paitislgist homophonous
with the conjunction lexeme, and that no actual coordination is realizedctnria
Russian and in other Slavic languages the particlegn also be a focus particle
with the meaningalso’ or ’even’. The example in (8b) shows that the focus *
does not form a constituent with the preceding phrase, becauvasyg] need not
be adjacent to the other NPetya]:

(8) a. Petyai Vanyu pobedit
Peter and Vanyu win

b. Petya pobediti Vanyu
Peter win and Vanyu

‘Peter can beat Vania too’ / ‘Peter can beat even Vania’

Clearly, there is no coordination structure in these cases. The phrasestcdto
‘i’ is focused, and interpreted as an unexpected undergoer of the pessibly
contrasted with some other discourse-salient individual.

The HC data in (7) are rather different however. First, the ‘conjumtsst be
adjacentifi is present. Secondly, there is no focus reading for (7a,b) and (7o} is a
biguous between a focus reading (in whiasbidel can be realized non-adjacently
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to the other argument) and the reading one would obtain without the preskénce
the conjunctiori. Thirdly, HC does not arise with proper nouns like (8a). These
cases are necessarily interpreted with the focus reading.

This makes it unlikely that is anything other than a coordination marker in
HC because it does not explain the absence of a focus reading nacthidt
the co-arguments cannot appear discontinuously. In fact, the entiverses) of
co-arguments behaves like a syntactic block in the presence of the ctiojurit
can be fronted, extraposed and in general realized in any position thad Wwe
suitable for each of the conjuncts.

In section 2 we discuss the Russian data in more detail, and considerl severa
other idiosyncrasies about HC that further indicate that some kind ofcjsit@n-
stituency is formed. In section 3 we put forth a constructional accourdtma in
HPSG, using Minimal Recursion Semantics Copestake et al. (2006). Tme ad
tion of a semantic underspecification framework will enable us to obtain aramifo
syntax-semantics interface.

2 Onthe Syntactic Propertiesof HC

We start by pointing out that several of the trademarks of coordinatetrae of
HC phenomena. As one would expect of a coordinate structure, casjonust be
at least two. This is not surprising because if conjuncts are actuallygrorents
then the presence of obligatory arguments is required by the head:

(9) a. Vse i vsyo Znayut.
everyone and everything knows

‘Everyone knows everything’

b*1  vsyo znayut.
And everything knows

Similarly, it is also natural that this phenomenon only occurs with conjunct®n, a
disjoining co-arguments is nonsensical. Second, HC also allows fordirwdion

of unlikes’ phenomena (Gazdar et al., 1985) as shown in examples k8, (ib
which conjuncts include adverbials:

(10) a. Vsem vezde i vse do lampochki
everyong,; everywhere and everythipg,, don't care

‘nobody cares about anything anywhere’

b. Zdes’ vse i vsegdaest’
here everything and always is

‘you can always find anything here’
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c. Vas vse i vsegda ponimayut s poluslova
you,.. everybody and always understand from half-word

‘everybody always takes your hint’

d. Nikto nichto i nikogda nas ne slomit
noone nothing and never us not break

'Noone and nothing will ever take us over’

Further evidence for HC forming a constituent is that these coordinatioc str
tures can be realized in virtually any position that a standard argumentbas,
the ‘unlike coordinate’ HC structure can be fronted, for instance:

(11) a. etot professor rad pomoch’Vsem i Vsegda
this professor is-eager to-help everyone and always

‘this professor is always eager to help everyone’

b. Vsem i vsegda etot professor rad pomoch’
everyone and always, this professor is-eager to-help

Given that adverbial conjuncts are admitted, it is not unexpected thatd?Ps
also be conjoined in HC, although rare these are rare and often markethen s
way as seenin (12).

(12) a. Ne sposoben[nikto i [nis  kem]] pomenyat'sya mestami
not able nobody and no with body change places

‘nobody is able to change places with anyone’

b. Takim obrazom, [nikto i [nikakih novyh telekanalov]] ne sozdaet.
this  way, [nobody and no new TV-channels] not creates

'S0, no one creates any new TV channels’

Thus it seems that the apparent identity requirement that exists betwganatsn

in HC is semantic or pragmatic in nature, rather than categorial or morphologic.
Another peculiar aspect of this phenomenon is that it is restricted in ways in

which the non-coordinate counterpart is not. First of all, in the overwhgjmmia-

jority of attested cases that were found in the Russian National Corpoisinots

were lexical rather than phrasaDne reason for this is that neither of the conjuncts

can contain modifier phrases, such as adjectives or prepositionakghra

(13) a. Vse lysye vsyo Znayut
everyone bold everything knows

2In fact, Sannikov (1989) dubs this phenomenoreaical-semantic coordination, even though
the author uses the same term for other kinds of phenomena also.

3Note that one of our 20 informants accepted these data. Even thoughishesme speaker
variability for HC, we were unable to find other informants with the same juefgmas the former.
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b.*Vse lysyei vsyo znayut
everyone bold and everything knows

(14) a. Vse VSYyo interesnoe znayut
everyone everything interesting knows

b.*Vse i vsyo interesnoe znayut
everyone and everything interesting knows

(15) a. *Kto-to vysokiii  kogo-to obidel?
someong,,, tall and someong, offended,,

b. *Nikto i  nichto interesnoe dal
nobody and nothing interesting said

In general, the cases where an adjective is added to the leftmost coajamen-
dered utterly ungrammatical while the cases where an adjective is added to the
rightmost conjunct are somewhat less odd, even if still deemed ungrammatical.
Thus, (13b) is worse than (14b), which is in itself puzzling given that te- n
coordinate counterparts are fully grammatical. This provides further eoédhat

some kind of constituency is at stake, which for some reason, possilgynpti

in nature, disprefers complex conjuncts.

The presence of prepositional modifiers also has a similar effect, evegttho
informants report that adding the modifier to the rightmost conjunct is sontewha
less degraded than the adjectival examples. Still, they are deemed lessdaimn g
matical:

(16) a. ??Niktoi nikogoiz Odessy ne znaet
nobody and no one from Odessa not know

b. Nikto nikogoiz Odessy ne znaet
nobody no one from Odessa not know

'nobody knows anyone from Odessa’

It is important to note that this is not a matter of weight. If the PPs are larger
structures the ungrammatical examples are not ameliorated. Intriguinglyagke c
of relative clauses is different. Cases involving relative clauses, gtheery rare

and not easy to process, are considered grammatical:

(17) a. Vezde i vse chto mne pokazyvalimne nvavilos.
everywhere and everything that.Rel to-me showed  to.me pleased

‘| liked whatever was shown to me anywhere’

b. Vezde i vse kto byl dobrozhelatelen pomogali mne.
everywhere and everyone who were friendly helped me

‘Everyone benevolent helped me everywhere’
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Another aspect of HC is that conjuncts are required to be of the same tseman
type. Thus, if one conjunct has universal quantificational forcengst all others,
regardless of the part of speech:

(18) a. *vse i chto-to vidyat
everybody and something see

b. *vse i zdes’ molyatsya
everybody and here pray

It is unclear to us what is the exact nature of this constraint, if semanticagr pr
matic, for instance. It may be the case that this is similar to what Barwise and
Cooper (1981) note for English, where conjuncts with different righhatone
properties are degraded: N woman and John] was/were invited. It can be ar-
gued that hybrid coordination impose an even stronger constraintiragthiat the
semantics of the head of the conjunct be of the same type.

Many authors have argued thah-constituents with different thematic roles
can be coordinated in various languages, ranging from Slavic to Endfisu,
this would mean that Russian is not so special and that other languagegallow
the same kind of phenomenon, but are somewhat more restricted in thattenly
conjuncts are allowed for. One example of this is given for English in (19):

(19) a. How many, where, and who are they?
b. Why and how do scientists study climate change in the Arctic?

c. Where and who is the cheapest cosmetic dentist in Manchester?

Whitman (2002) dubs such cases as ‘mixed-WH interrogatives’ and goés
argue for a direct coordination analysis. The problem with such an sinadythat
the data in (19) can be accounted for as a standard clausal coordioatipled
with an ellipsis operation, either Right-Node Raising or backwards Slufcilmg.
fact Whitman (2002,86) acknowledges that the ellipsis analysis capturédseall
English data but goes on to claim that a direct coordination analysis isisuper
psycholinguistic grounds.

The ellipsis account however, makes correct predictions and disperige
non-standard coordination assumptions. For example, cases that bameduced
to clausal coordination via RNR or Sluicing are ungrammatical:

(20) a. *Who and what found?

b. *Who feund and what found?

(21) a. *Who and whom saw?

4See for instance Camacho (2003).
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b. *Who saw and whom saw?

As far as we can tell, this argument in favor of an ellipsis account for §1€)
carries over to all other languages that have been argued to exhibartesldsnd
of phenomena for the coordinationwh- phrases.

At this point one can ask whether ellipsis can also account for Russkardhy
coordination phenomena. The answer to this question is in the negativie wers
have already noted several peculiarities that would otherwise remaimplaireed
in an ellipsis analysis, such as the fact that only certain conjuncts hegdbeé b
same semantic operator can be realized, and the fact that HC conjunuoi$ cam-
tain certain modifier phrases. Secondly, clausal coordination and ellipgitys
fail to account for all the data. In particular, cases in which subjectample-
ment NPs are conjoined because the alleged underlying clausal cdimasnare
ungrammatica?:

(22) a. Vsem, i vsyo do lampochki
everyong,; and everything,,,, don’t care

‘nobody cares about anything’

b. *Vsem, do lampochkii  vsyo do lampochki
everyong,; don't care  and everything,, don't care

(23) a. Tol'ko takuiu vlast’”  [nikto i nikogda] ne oprokinet.
only such.. powel,.. hobody,,, and never  not throw-down

‘only such power can never be thrown down by anybody’

b. # Tol'ko takuiu vlast'  nikto ne oprokinet i
only such.. powet,. hobody,,,, not throw-down and

(tol'ko takuiu vlast’)  nikogda ne oprokinet.
(only such.. powert,..) never not throw-down

In conclusion, hybrid coordination does not lend itself to ellipsis accouwnts n
to particle accounts and exhibits a number of distributional idiosyncrasiehwh
are best accounted for if a syntactic structure is formed. In what follegvsvill
provide an explicit syntax-semantics account in HPSG, without major rexgism
the grammar of Russian.

3 Analysis

Bloomfield (1933) views all constructions as endocentric, and distingiiisher-
dination structures from subordination structures in that the latter contaimezd
daughter from which the category of the mother was obtained. In the €ase o
ordinate structures, the category of the mother was seen as corregptmthe
conjuncts. Consider the following passage:

5The same applies to hybrid coordinatiorvaf- phrases in Russian, as in Kazenin (2001).
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Endocentric constructions are of two kinds;ordinate (or serial) and
subordinate (or attributive). In the former type the resultant phrase
belongs to the same form-class as two or more of the constituents.
(...) In subordinative endocentric constructions, the resultant phrase
belongs to the same form-class as one of the constituents, which we
call thehead.

(Bloomfield, 1933, 195)

The hybrid coordination phenomenon suggests that there is a third kinohef c
struction, exocentric in nature, in which the category of the mother is not-dete
mined by neither of the conjuncts. In this view, headedness in Russianecan b
of one of two kinds: endocentric (in the sense that the grammatical statue of th
mother is defined by at least one of the daughters) or exocentric (in wasghthe
grammatical status of the mother is not determined by any of the daughters).

In the present account we will therefore capture HC as an exocenuitlie
nation construction. Since conjuncts are co-arguments and do not feemantic
unit, the conjuncts are stored by the construction itself and thus made avéailable
the governing head X as illustrated below:

X
/\
[Z,Y] X
Z [v]
iy

Figure 1: Clause with a hybrid coordination structure

In order to account for the exocentric phrase type and the fact tinfurodis are
collected in the hybrid coordination node, we will propose an extra papeéch
typeexocentr (ic) that introduces a list-valued feature:

head
noun verb exocentr [CNJ-LST list(sign)]

Figure 2: Part of speech hierarchy

The featurecNJ-LST allows the HC construction to collect the conjuncts inside
the head value of the mother node, making them accessible to the headllRasica
the unsaturated valence of the head will be required to match the valogJof
LsT.6 The above tree structure can be obtained with three grammar rules. Two

SYatabe (2004) proposes a similar featarsss, with the goal of accounting for Coordination of
Unlikes phenomena. These two features differ only in that the latter talgsiaAD values of each
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coordination rules add conjuncts tnJ-LST, and a third rule allows a head to
saturate valents with the elementscin-LST:

(24) Exocentric Conjunction
a. [Y]— conj Y
b. [Z,K,...,Y]— Z [K, ..., Y]

(25) Head-Hybrid-Argument Phrase
H—-[Z,K ...,Y] H

3.1 Semantic matters

This work adopts Minimal Recursion Semantics (Copestake et al., 200@&)&o0
semantic representations. The syntax-semantics interface will benefiygrem

this move as it will allow for a straightforward analysis of the semantics of HC
constructions. We take the semantic representation of any node to quite sonply ¢
respond to the concatenation of the semantic representations contributedty
daughter:
(26) RELS[Fi®.. ¢[Rx]
CONSI[C1]®...d[Cx]

RELS[Ri] RELS[Ex]
DTRS({ | SYNS|CONT y- .-y | SYNS|CONT

SYNS| CONT[

CX —

CONS[C1] CONS[Cy]

In MRS representations, theeLs feature contains a list with the semantic
relations contributed by signs and theNns contains scope restrictions needed for
combining the sub-formulas in tlreLs list. Given the syntactic analysis that we
propose, the semantics of hybrid coordination is obtained the same way as an
other structures, without further stipulation: the semantic content of theddi€ n
consists in the concatenation of the semantic content of each daughter.

The next move is to require that the main semantic relation associated to each
conjunct is the same. In other words, to make sure that both conjuncts’ daes ‘
in everyone and everywhere), or ‘3’ (someone and something), or ‘=’ (nobody and
no news TV channel or nobody and nothing). It is unclear if this is a hard semantic
constraint or it results from a different kind of effect, but it can bptaeed by
reformulating the featureook so that it singles out the relation of the semantic
head. This is exemplified in the lexical entry for the nawa (everything), with
the new featurei-RELN:

conjunct, but we suspect that if Yatabe (2004) were to account foastc aspects of coordination
of unlikes thatarRGs would be required to take lists of signs also. All in all, either feature can be
used for the present purpose.
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(27) [word
PHON ( vse)

noun
CAT | HEAD
CASEnom

[cToPhandle

LTOP label
HOOK | INDEX

SYNS
H-RELN[1]

CONT
LABEL handle
RELN [Tevery_rel
ARG
RESTRI[A]

| ARG-ST ()

RELS , | RELN thing_rel

LABEL >
ARG

By requiring that HC conjuncts have the saAm@OK|H-RELN value one can rule
out cases likeeverybody and something’ and ‘nobody and someone'.

We will also make the assumption that the lexical entry for the conjunction
marker i’ is makes no semantic contribution. The possible ranges of interpretation
for conjunction are instead given by the construction in which they occ@8iirce
hybrid coordination does not yield a complex semantic unit, we do not neegyto s
anything else about it. Note however that this could go either way. Eitheyugar
lexical entries for conjunction are introduced, or conjunctions are nspdeified
semantically and it is the construction that determines the meaning. Various exam-
ples of conjunction are provided below, to illustrate the need for varioterelift
meanings:

(28) a. Suppose that two and two is five.
(arithmetic conj)

b. There were one hundred and thirty UFO sightings.
(numeral conj)

¢c. The sound became louder and louder.
(intensification conj)

d. Two ham rolls and a glass of milk was all | wanted.
(packaging conj)
3.2 Syntax-Semantics Interface

In this work we will adopt in general terms the feature geometry of Ginzhooy
Sag (2000), with the exception of MRS representations, as discuseed. al/e
also follow Bouma et al. (2001) and others in assuming that adjuncts acatetib
gorized as complements. Nothing in the account crucially hinges on this,ibut th

57



allows us to keep the formalization simpler. Finally, we adopt the feattk® [
bool] from Beavers and Sag (2004) in order to control conjunct iteratioanai-
nation structures.

The type hierarchy that includes the new grammar rules discussed comsists
the following:

cX
headed-cx non-headed-cx
head-mrk-cx head-hybr-arg-cx ... hybrid-coord-cx

hybr-coord-mrk-cx

Figure 3: Extended type hierarchy

As discussed above, the featuwrsJ-LIST is used to collect the conjoined co-
argument signs. This is done via two coordination constructions that gi$orea
a number of idiosyncrasies. In (29) one can observe the base cadddn &
conjunction marker is allowed to attach to a rightmost conjunct:

(29) hybr-coord-mark-cx —

hybrid
CAT |HEAD
CNFLST (@)
SYNS
CONT| HOOK[2]
CRD+
PHON (i)
HEAD cnj
CONT|HOOK [2]
DTRS SPeCl] , |SYNST |
SYNS CRD—

HCONS()

comnl )

The synsem value[d) of the conjunct is placed in the list of conjuncts of the hy-
brid phrase. The conjunct is the semantic daughter of the constructionserise
that the main semantic components are passed on to the mothen@ig which
is necessary to guarantee that the other conjuncts are headed by treegzandic
relation. The feature€RrD is used to require that the conjunct is unmarked by a
coordination particle, and states that the mother node is marked. This enalibes
rule out various illegal coordination structures suchessl'and X’. By virtue of the
Semantic Inheritance Principle, the semantics of the conjuncts alwaydgiesco
to the mother node.
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The recursive rule for coordination adds more elements ta@theLsT. This
is formalized with the non-headed construction given in (30). The shifile
relation from Reape (1994) is employed to allow the arguments of occur in any
order.

(30) hybr-coord-cx —

hybrid
CNJLST (IO

CONT|HOOK[4]

CAT | HEAD
SYNS

SYNS[CONT| HOOK | H-RELN }

CRD —

hybrid

DTRS< CAT | HEAD
SYNS CNJ-LST[2]

CONT| HOOK[H-RELN }

CRD +

The non-deterministic shuffle relation joins lists freely, without changingeteae r
tive order by which elements occur in the argument lists. For example in (81) th
shuffle of two lists each with two elements yields a total of six possible lists:

(31) O({a,b), {¢,d)) =
(a,b,c,d) V {(a,c,b,d) V {(a,c,d,b) V (c,a,b,d) V {c,a,d,b) V (c,d,a,b)

For an illustration of these constraints at work, consider the plvezdei vse|
(‘everything and everyone’) depicted in the AVM in (32):

(32) [hybr-coord-cx
PHON (vezde, i, vse)

"hybrid

CAT | HEAD noun
HOOK | INDEX i

CONT

CAT | HEAD | RELS[I] ]
CNJLST{ E
CAT | HEAD noun

SYNS

CONT

HOOK | INDEX j
RELS[2]

T
RELS[1®[2]

[HOOK“NDEXfmﬂj
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The next step is to provide a way by which hybrid coordinate structunes ca
satisfy the valence requirements imposed by subcategorizing heads. ahhie c
achieved by a headed construction, tyfedd-hybrid-argument-cx, which basi-
cally maps the elements TNJ-LST to valence lists:

(33) head-hybrid-argument-cx —

suBJ ()
SYNS| CAT | VAL
COMPS()

phrasal-cx

HEAD-DTR[1] SUBJ

SYNS| CAT | VAL
| | [COMPS

hybrid ]
CNJLST2IEI| | >

DTRS<|:SYNS CAT | HEAD[

The lexical entry of verbs can remain exactly the same since heads aahuat-
egorizing for any kind of coordinate structure. Rather, subcatedgmmizprecedes
as usual. The rule in (33) simply offers an additional way by which valearise
saturated.

To illustrate how the proposal works, consider the analysis of the subject-
complement coordination in (7c) (repeated below) in Figure 4.

(34) Kto-to i kogo-to obidel
someonsg,,, and someong,. offended

Because variable binding and quantifier scope restrictions are handiled le
cally, this means that the semantic composition of hybrid conjuncts is obtained
for free, without further assumptions. In other words, both (7c) sdmve or
the non-coordinate counterpart obtain basically the same (scopallyspedédied)
semantic representation:

(35) a. Kto-to obidel kogo-to
someong,,, offended someone.

b. y OK[INDEX]
LTOP 2]
offend_rel
someone_rel LABEL someone_rel
RELS< ARGO , | ARGO , | ARGO [¥] >
BODY handle| |ARG1 BODY handle
ARG2

60



S

head-hybrid-argument-cx
PHON (kto-to, i, kogo-to, obidel)

HEAD
CAT SUBJ ()
SYNS VAL
COMPS{()
RELS[AlB[BlE[CIED]
hybr-coord-cx ] [PHON (obidel)
PHON (kto-to, i, kogo-to) i HEAD [(Blverb
hybrid P
GAT | HEAD y CAT suBJ (2NPg)
SYNS CNJ-LST ([2],[T) COMPS([IINPyg)
RELS[AIGBEIRIC] SYNS

L i offend_rel
RELS@< ARG [z] >
ARG,[Y]
NP

[PHON (Kto-to) 1  [hybr-coord-mark-cx |
CAT[HEAD noun] PHON (i, kogo-to)
hybrid
SYNS[2] someone.rel CAT|HEAD [
RELS ARGy > SYNS CNFLST (@)
BODY handle RELS[BI®[C]
NP
PHON (i) _ i}
. PHON (kogo-to)
CAT | HEAD cCnj
[RELSO ] CAT[H EAD noun]

SYNS[] someone_rel
RELS[C] |ARGo

BODY handle

Figure 4: Hybrid coordination
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Our account can also cope with cases in which the verbal head itself4is con
joined. With a standard coordination construction in which valence is stesctur
shared, the subcategorization patterns of both conjuncts and the matberéehe
same. The rest of the analysis proceeds as before, via the conssymtasently
proposed:

(36) Tancuyuti poyut vezde i vse, dazhe v pravoslavnoi cerkvi
dance andsing everywhere and everyone even inorthodox  church

‘Everybody dances and sings everywhere, even in the orthodoklthu

We presently have not account for the fact that certain complex cdsjane
allowed while others are not, as seen in (13)—(17) for example. For rowanw
only offer a condition that states that initial conjuncts are light (possibly dxic
and that non-initial conjuncts need not be light.

(37) hybr-coord-cx — SYNS| CAT | CNJ-LST ne—Iist([uGHT +]>@Iist}

4 Further Remarks

In this account we have introduced a separate kind of coordinatioriraotien,
specifically for hybrid coordination. Although our move is empirically motivated
given the various peculiar aspects that HC exhibits, nothing in this acesunt
tails that canonical coordinations and headed coordinations need to ledciohbg
completely different grammar rules. It may be possible to blend the two kinds of
construction in a more general construction, allowing coordination stestarbe
either resolved as standard coordination or as hybrid coordinationsiBy type-
underspecification, the distinction between the two cases would then ts ireca
terms of different sort resolutions rather than in terms of different gramohes.

There are some alternatives that we would like to briefly mention. One alter-
native take on the phenomena would be to adopt the machinery proposedrin P
(1999), where the elements @mom are structured in terms of hierarchical regions
and fields. HC could in principle be modeled in terms of such multi-dimensional
domain objects. Put in simplified terms, the presence of a conjunction would en-
able a sequence of co-arguments to be compacted in the same topologiaal regio
without assuming that these are forming any kind of constituent. It is untdear
us however, what is the role of the coordination lexeme in such an anajyss,
that no actual coordination would be going on. Our account offers & matural
account given that tries to make sense of the phenomena by analyzing BiC a
exocentric coordination construction. Further support for the latter ciemes
from the fact that although there are various idiosyncrasies abouseéi@ral of
the trademarks of coordination are also visible.

A second alternative view on the HC construction would be to allow the con-
junction to select the conjuncts as arguments. This way, no HC coordinates r
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would be needed. This however seems to entail a number of stipulationslyname
that the conjunction lexeme has a non-empty and unbounded valence list: Some
how, the rightmost conjunct would have to be required to be realizediaftbile

all other conjuncts (arbitrarily many) would have to be required to pretieele

7. In a language that does not exhibit subject and complement word, anaer
would be hard-pressed to justify endowing a conjunction with non-empftgatub
and complement lists. There are also issues with regard to anaphorahaimg a
non-empty argument list on the conjunction would make wrong predictionsn All

all, it seems to us that the approach based on the coordinator raises widsns

than it solves.

5 Conclusion

This paper provides evidence that Russian has a coordination cdiwstrinevhich
conjuncts can have different grammatical roles. These structuresmgamnonical

and pragmatically marked, but have essentially the same meaning as their non-
coordinate counterparts. Conjuncts are also subject to a number ofifrton-
straints that standard coordination structures do not exhibit, and whastidpr
further evidence that this is a special kind of coordination. The phenarakso

occur in some other Slavic languages, and thus may be suggested to ha/e so
manifestations throughout so-called free word order languages.

The account that we provide makes minimal changes to the overall gramimar. |
amounts to two coordination rules and one head-argument rule. Semantio-comp
sition proceeds exactly in the same way as in other constructions, and naeiame
the grammar explicitly selects for this kind of coordinate structure. Rathécalex
subcategorization constraints are stated as usual, in a uniform way.
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Abstract

This project uses a model theoretic possible worlds approach, resembling
classical Formal Semantic treatments (e.g. Kratzer 1977, 1981, 1989; Lewis
1973; Veltman 2005), to interpret counterfactual conditionals with respect
to a world of evaluation. The model theoretic semantics are linked with the
typed feature structures in an HPSG syntax (Pollard & Sag 1994) imple-
mented in TRALE (Penn 2004) with the Constraint Language for Lexical
Resource Semantics (Penn & Richter 2004, 2005). Sets of possible worlds
interact with constraints on world knowledge and constraints defining coun-
terfactual evaluation. The truth value for a counterfactual is returned to the
grammar relative to a context of evaluation.

1 Introduction

An accurate semantic interpretation of counterfactual conditionals, and modals in
general, depends, to a large extent, on world knowledge. It is not possible, for
instance, to interpret whether the sentence You must run a lot, allows the inference
that the addressee ran in the past or not to be true in the actual world without world
knowledge. If the speaker’s knowledge is accurate, it might be possible to interpret
such an inference as true in the actual world. But, on another reading, it could be a
command that the addressee start running a lot for the sake of his health, in which
case, he might never have run before in his life and the inference that he ran in
the past would be invalid. Trying to determine whether the intended interpretation
is the deontic modality of the latter interpretation or the epistemic modality of the
former depends on a number of contextual factors. Some of these contextual fac-
tors, which can help circumscribe the relevant subset of world knowledge needed
to make valid inferences, reside in the sentence or dialogue surrounding the modal
(Coulter unpublished; Crouch 1993).

The implementation described in this paper uses propositions in a model as the
framework for conducting inference. The grammar is used in conjunction with the
model to determine what type of inferences to look for and which propositions are
relevant. The propositions, which are first order predicate-like representations of
the sentences licensed by the grammar, form sets. Sets of such sets are constrained
by their conformity to various knowledge base axioms. The argument structure of
verbs, for instance, in the grammar can assist in locating a background context via
their encoding in the mapping from the compositional semantics of the grammar to

1 thank the following individuals for helpful comments on earlier drafts and slides of this project:
Roxana Girju, Ewan Klein, Shalom Lappin, Peter Lasersohn, Liam Moran, Stefan Miiller, Gerald
Penn, and Mark Sammons. I also thank the HPSG 2007 reviewers, members of the audience at HPSG
2007 and the audience at the University of Illinois at Urbana Champaign Linguistics Department
Seminar on September 27th, 2007. It was not possible, given my abilities, to incorporate nearly
all of the excellent changes and revisions suggested by the deadline, but the input has been very
influential in guiding the ongoing development of this and related projects. The many shortcomings
which remain are entirely attributable to the author.
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the propositions of the knowledge base. The use of a grammar in conjunction with
knowledge base axioms and abstract propositions allows modals to have a more
substantive interpretation than what would be provided by a grammar with compo-
sitional and lexical semantics alone. Although modals require such a knowledge
base for accurate interpretation, they are not the only natural language phenomenon
that can benefit from it: it would also facilitate natural language interpretation in
what are typically considered to be intensional contexts.

The particular implementation described below represents a proof of concept
and not a large-scale collaborative effort, though suggestions are given in the con-
clusion of how it could be incorporated into such a project. Though it supports
some degree of modal interpretation in general, it focuses on achieving accuracy
with counterfactual conditionals in a restricted domain. In a larger grammar, the
domain restriction would limit sets of propositions in the interpretive component
to those relating to the domain of the discourse under consideration. In this project
only a limited domain is constructed in order to focus on the issue of modal inter-
pretation. Modal entailment is a difficult phenomenon to characterize and remains
unresolved in broad coverage entailment projects as well (MacCartney et al. 2006;
Roxana Girju p.c., Mark Sammons p.c.).

The domain used in the current project is less complex than what would be
required to deal with the issues and conundrums that have arisen in much of the
formal semantic literature on counterfactual interpretation (e.g. Kanazawa et al.
2005, Kratzer 1989, Tichy 1976, Veltman 2005). Specifically, this project does not
work with that intricate of a premise set. The propositions considered relevant for
counterfactual evaluation are domain specific and somewhat general. While the
implementation approach resembles relevance logic style reasoning about condi-
tionals (e.g. Shapiro 1992), it is somewhat more intuitive and does not give the
relevant world knowledge the same status as other propositions. Rather, world
knowledge works as an abstract statement, similar to an axiom schema, that all
plausible worlds for a given interpretation must be capable of satisfying before
evaluation can precede.

The model of abstract propositions and knowledge base axioms is represented
in a Prolog interpretive component. In this implementation, the Prolog interpreter
works in conjunction with an HPSG syntax (Pollard & Sag 1994) implemented in
TRALE (Penn 2004). The compositional semantics of the grammar is the Con-
straint Language for Lexical Resource Semantics (CLLRS) presented in Penn &
Richter (2004, 2005). CLLRS was developed with the capability of supporting in-
ference and entailment in typed feature structures especially with respect to seman-
tic ambiguities involving scope and quantification. CLLRS distinguishes between
lexical semantics and compositional semantics and is designed to handle the later
leaving the former to standard HPSG constraints on the CONTENT value of signs
(Penn & Richter 2004). But CLLRS is linked systematically to the grammar allow-
ing some interaction between the two. This interaction is necessary for the general
disambiguation of modals in that grammatical features of the sentence such as verb
tense and the person value of the subject noun phrase can indicate which type of
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modality is involved (Crouch 1993; Coulter unpublished). Section 3 describes the
role of the grammar and various semantic components in more detail.

The modal interpretation uses a possible worlds approach that limits the worlds
in which the basic meaning of a modal, for example, ‘necessity’ or ‘possibility’, is
evaluated in order to achieve a representation of possibility or necessity relative to
a certain context. Generally speaking, the approach resembles traditional formal
semantic approaches to counterfactual modality (Kratzer 1977, 1981, 1989; Lewis
1973; Veltman 2005), in that it evaluates counterfactuals in a background that the
antecedent helps to define as relevant.

Counterfactual conditionals are evaluated to be plausibly true if they are sup-
ported in a subset of the knowledge base that conforms to the appropriate world
knowledge axioms. The subset of propositions in which evaluation takes place is
located by the subset’s compliance with the world knowledge axioms which are
circumscribed primarily by the antecedent’s propositional form. The interpreter
uses world knowledge axioms in conditional rules as constraints in order to delimit
the relevant set of possible worlds. In the disambiguation of modals in general,
locating the proper contexts would require multiple sentences of the discourse, but
counterfactual conditionals constitute a more tractable subcase of the problem in
that the antecedent provides sufficient information to locate a context of evaluation.

The result of a query concerning the truth value of a counterfactual in the pro-
gram should be intuitively plausible to a human user. In addition to getting an
intuitively accurate result, the axioms that define the context of evaluation should
constitute the most restrictive deviation from actual world knowledge that accom-
modates the antecedent. Following the basic intuitions of Lewis’ (1973) account
of counterfactuals, it locates the closest world to the actual world in which the an-
tecedent is true and evaluates the counterfactual as true if the consequent is also
true in that world.

For example, the sentence If Maurice fell off of the tightrope he would’ve hit
the ground hard is true, generally speaking, if, in a situation nearly identical to
the actual one, it follows from Maurice’s falling off of the tightrope that he hits
the ground hard. It is not a plausible counterfactual, for instance, if there exists
a net in the actual world which would clearly catch him and prevent his collision
with the floor. Similarly, the interpreter described below evaluates the truth of a
counterfactual relative to the contextual background that the antecedent indicates
is relevant. Presumably, additional inferences can be conducted in the same con-
text or in a context located by a combination of the counterfactual context and
additional discourse information.

2 Disambiguating Modals: The Role of World Knowledge

Kratzer (1977) observed that a modal verb, such as must, can be described as hav-
ing a consistent core meaning of necessity, if the necessity is relative to a particular
set of contextually indicated facts. An unambiguous paraphrase of a sentence with
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must would include a phrase beginning with in view of followed by an indication
of the relevant information. For instance, the sentence Leor must leave the U.S.
could be paraphrased as In view of the restrictions on visas, Leor must leave the
U.S. or In view of what is known about Leor’s interests abroad and long absences
from work, Leor must leave the U.S. The first paraphrase would be true if, in all
possible worlds in which visa restrictions are as they are in the actual world, Leor
leaves the U.S. The second would be true if in all possible worlds in which certain
facts about Leor are known to be true, Leor leaves the U.S. Unfortunately, the con-
text is rarely stated this concisely in natural language.! Other characterizations of
modality are treated similarly in that they impose restrictions on the set of possi-
ble worlds in which a modal is evaluated or use accessibility relations to impose
similar restrictions.

The difficulty posed for implementation is that such treatments, while provid-
ing deep analyses of the model theoretic semantics, assume a knowledge base.
When trying to capture the intuitions computationally, questions of how to limit
the set of possible worlds requires some simulation of the knowledge base. It is
necessary, for instance, to get ‘the set of all worlds in which visas work as they do’
from sets of propositions and a set of world knowledge axioms. Trying to do this in
an open domain is a daunting task, so it is an empirical question whether the For-
mal Semantic treatments of modals are feasible with an artificial knowledge base.
The current paper constitutes an attempt to illustrate how the deeper principles of
the formal treatments could work in a domain specific case.

It is important to note that the problem of modal disambiguation is far from
being solved with broad coverage statistical methods. In textual entailment tasks,
modals have been recognized to play a significant role and no entirely satisfactory
way of handling them has been developed. In order to deal with the effects of
modals, they have been characterized in relation to other modals or the absence
of modals in sentences which are sufficiently similar otherwise (MacCartney et

'Even if the modal can be disambiguated between deontic and epistemic, there have been various
attempts to model the context of evaluation, none of which is ideal for drawing the type of common
sense inferences that broad coverage entailment projects attempt to capture. In the deontic case, the
implication that the event will happen has been described as holding in all worlds in which people
do as they are commanded (e.g. Heim 1982; Kratzer 1981), and the actual world is not considered
to be one of these. It would be hard to define, in a realistic knowledge base, what the likelihood of
actual world entailments (in a loose sense of the word) would be. Similarly, epistemic modals have
plausible common sense conclusions to the degree that the speaker’s world knowledge constitutes
accurate premises. The problems clearly require world knowledge, the questions concern how to
represent and manipulate it in order to capture the semantics of modals. The use of probabilities with
conditionals has been discussed in Kaufmann (2005) and other works by the author, but the direction
intended in the current work takes a different approach, primarily in that it treats world knowledge
as constraints and intends to use probability for the relation between modalized propositions and the
inferences that tend to be drawn about actual world propositions (e.g. For instance, to what degree
does a sentence like Sex offenders must leave their lights off on Halloween (from Google news)
corpus used in imply Sex offenders leave their lights off on Halloween? This type of ‘inference’ will
never be anything but a likelihood of the event and can at best be represented as a probability based
on who is enforcing the command and who is aware of it (Coulter unpublished.)
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al. 2006; Girju & Roth, unpublished; Girju p.c.). For example, a modal with the
core meaning of ‘not possible’ is predicted to entail a similar sentence without
the modal, but retaining the negation (i.e. not actual). Though there has been
some success with this method, it fails in a number of contexts. It is not the case,
for instance, that the sentence, There couldn’t have been another shooting entails
that there was not another shooting, which is what the inferences in MacCartney
et al. (2006) would predict. It can only be concluded from the sentence that, in
view of what the speaker knows, it does not seem possible. The system does not
take into account the fact that the conclusion is drawn from a falty premise if the
speaker’s world knowledge is inaccurate. A move towards implementation of a
slightly deeper treatment of modality could shed light on these problems as well.

2.1 Counterfactual Conditionals as a Special Case

Counterfactual conditionals present a special case of modal interpretation in which
the context of evaluation is partially identified by the antecedent. Counterfactu-
als form a good testing ground for locating modals in a context because the an-
tecedent helps determine which world knowledge is necessary. The implementa-
tion described in this paper contains propositions which are generated from licit
permutations of the constituents of parseable sentences from an HPSG grammar.
Counterfactuals are evaluated relative to proposition-world pairs which fit certain
restrictions defined based on world knowledge axioms and semantic overlap with
respect to the set of actual world propositions. Given a counterfactual sentence,
the program interprets it relative to the appropriate set of propositions and returns
a truth value.

Counterfactual conditionals contain an antecedent clause which the speaker
believes is false relative to the actual world. In order to represent the meaning
of a counterfactual, it is not insightful to say it is automatically rendered true just
because the antecedent is false. A counterfactual conditional with an antecedent
that is false in the actual world is not considered to be true if the consequent is
not true in a world like the actual world in which the antecedent is true. The
counterfactual above, repeated in (1) serves as an illustration.

1. If Maurice fell off the tightrope, he would hit the ground hard.

The usual interpretation is that Maurice did not fall off the tightrope, but, imag-
ining he had, he would have hit the ground. Part of the interpretation of counterfac-
tuals requires that the evaluation is relative, not to the actual world, but to a similar
world in which the antecedent is true. But there is the additional complexity that
the world of evaluation must be similar enough to the actual world that the con-
sequent follows fairly directly. Sentence (1) would be false, for example, if the
speaker were aware of a large net spanning the floor.

In order to model this complex situation, Lewis provides a system of ‘spheres’.
A sphere, introduced to accommodate modal interpretation, is a set of worlds that
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meet a contextually defined restriction. For example, the sphere of accessible
worlds for the actual world in a sentence such as Unsupported mass must fall is
the set of worlds which are elements of all true propositions pertaining to the laws
of nature.

A system of spheres is used to define relative closeness of worlds to a given
world, for instance, the actual world. The set of propositions which have the actual
world as an element (and, so by definition, are true in the actual world) are true with
respect to the sphere containing only the actual world. This sphere is the center of
the system of spheres. A larger sphere contains those worlds that differ minimally
from the actual world and a yet larger sphere contains worlds that differ minimally
from those, and so on. The system is closed under union and intersection and for
any two spheres, one is a subset of the other. Moving out from the singleton set in
the center sphere, each sphere contains the worlds which differ minimally from the
previous sphere.

The result of the system of spheres is that relative closeness to the actual world
is defined with set theoretic concepts; there is no need to use world knowledge as
part of the theoretical construct that indicates which worlds are closer than oth-
ers, it is encoded by propositions. By this description, worlds less like the ac-
tual world are in more distant spheres. For instance, the worlds in which gravity
doesn’t exist are more distant from the actual world than worlds in which cats do
not exist because the effects of the former are of more consequence relative to
the propositions which hold in the actual world than the latter. The result is that
the accessible sphere for a counterfactual conditional is the smallest sphere which
contains a world in which the antecedent is true. This system supports the intuition
that counterfactuals are not restricted in acceptability with respect to how distant
the antecedent world is from the actual world, but from whether or not, given the
antecedent, the consequent follows.

A system of spheres is difficult to implement because the task of determining
contextual restrictions on accessibility spheres is re-allocated to the task of ensur-
ing that all the correct worlds are elements of the propositions conforming to gen-
eral world knowledge axioms. With respect to accessibility relations, the present
implementation resembles Kratzer’s (1981) representation of ambiguity in modal
verbs. Kratzer’s theory not only involves an ordering relation on possible worlds,
but also a ‘contextual background’ that specifies which of the ordered worlds are
relevant for the evaluation of the proposition in the scope of the modal verb. The
accessibility relations in this implementation are based on a combination of world
knowledge, as described by axiom schemas, and ordering of worlds fitting the
schemas by overlap of the propositions true in them with those true in the actual
world. This program locates the sphere of evaluation for a counterfactual in much
the same way that it is located in a system of spheres, capturing the intuitive mean-
ing of counterfactuals, but world knowledge does not need to be as comprehensibly
specified.?

2 As an anonymous reviewer pointed out, it would be best if the implementation took into account
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3 The Grammar Design

This section discusses the interpretive component of the semantics in relation to
the syntax of the HPSG. While lexical semantics have standardly been located in
the TFSs of the grammar and expressed in the SYNSEM value of the entry, there
have been multiple approaches to incorporating a compositional semantics, as well
as contextual information and model theoretic semantics (see, for instance, the
summary in Copestake et al. 2006:324). This particular project will divide the se-
mantics among the lexical semantics, the compositional semantics, and the modal
logic interpreter. Other projects, such as Ginzburg & Sag (2000), have included
contextual information, such as this project would allocate to the modal logic in-
terpreter, in the TFSs of the grammar. Penn & Richter (2005) also suggest using
event variables in the TFS grammar as well as including intensional types in the
type signature. Possible worlds, as used for modals in this model, would then
presumably involve combining propositions with world arguments in the composi-
tional semantics. 3

A considerable number of possible worlds are necessary to represent counter-
factual interpretation. Any method of representing modals would have to consider
substantial portions of hypothetical information, even if it were restricted to a dis-
course context. This project keeps track of the information outside of the TFSs of
the grammar. A separate module with Prolog rules contains the worlds and allows
logical interpretation of the first order logic like formulas in that module.

The interpretive module is ideal for allowing one to derive inferences from a
disambiguated language with some reduction of the richness of structure repre-
sented in the grammar. Determining which division of labor is best for inferencing
depends on what type of specification derives the most accurate inferences for a
particular phenomenon and how much disambiguation or abstraction from natural
language allows it to be best carried out.* The current implementation divides the
semantics among three components, the lexical, the compositional, and the possi-
ble worlds semantics.

The HPSG in TRALE allows queries which parse the syntax of the grammar

the problems with Lewis’ (1973) and Kratzer’s (1981) account. For instance, those problems dealt
with in Kratzer (1989), Tichy (1976), Veltman (2005) and others, some of which are summarized
in Condoravdi & Kaufmann (2005) and Kanazawa et al (2005). Because the treatment is still rather
generally applied, the nuances described in the referred to works do not affect interpretation in the
current project. As the project deepens, these facts need to be accounted for.

31t seems that there would need to be a set of rules to build small models on the fly that had
sufficient complexity to allow modal interpretation. Then the implications and world knowledge
could be written as constraints. It would likely be necessary to remove at least some of this from
the TFSs, which starts to look a lot like what is done here, but with world labels on propositions in
the grammar. This seems like a viable modification of the current proposal. It is important to note,
as well, that CLLRS supports model theoretic interpretations (Penn & Richter 2005), the component
described in this project is designed to deal with possible worlds semantics.

“The particular division of information into the interpreter here is somewhat similar to the AKR
of Bobrow et al. (2007) which adds an additional level of abstraction for various inferences beyond
the compositional semantics.
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as well as queries producing compositional semantic parses using CLLRS. When
a user enters a modal query in the grammar, the query is sent from the grammar
to the Prolog interpretive module. First the query is mapped to propositions in a
first order predicate logic like form. Then it is evaluated relative to the appropriate
context. The query results are then returned to the grammar along with a semantic
parse of the expression.

3.1 The Grammar

The syntax of modals and conditionals in the grammar is intended to be fairly
uncontroversial. This work doesn’t make any bold claims about their syntactic
properties. In fact, the interpretive component should support grammar designs
which allow various syntactic analyses, provided that they relate straightforwardly
to the compositional semantics.’

The common modals in counterfactual conditionals are could have and would
have. The past tense modals subcategorize for a main verb which subcatego-
rizes for its arguments. The connective ‘if’ has a lexical entry which combines
two clauses with finite verbal heads for conditional sentences, and a lexical entry
which combines a clause with a finite verbal head and a clause with a modal head
to represent counterfactual conditionals. The head of conditionals is ‘if” and it
subcategorizes for two saturated phrases. Alternative syntactic representations of
conditionals, for instance, with one of the clauses subordinate, could just as easily
have been mapped to predicates in the interpretation. Modal interpretation relies
primarily on the mapping between CLLRS semantic values and propositions in
Prolog. In this sense, the implementation is flexible with respect to the syntax of
the grammar where modals and conditionals are concerned.

The compositional semantics, CLLRS, introduces a type signature for semantic
typing and the attribute LF of signs. The typing is declared in the signature of the
grammar and valid compositional semantic parses satisfy standard requirements on
type interaction. A portion of the type declaration for the current implementation
is shown below:

semtype [john,location,time]: (e).
semtype [temp_phrase, loc_phrase]: (e —> t).
semtype [change_loc]: (e —> e —-> e—> t).

The elements in square brackets to the left of the colon are the abstract argu-
ments of the compositional semantics. Their type is declared to the right of the
colon.

>The syntactic analysis here might be unduly influenced by the semantic properties I was inter-
ested in capturing. If this is the case, it would only require modifing the mapping of the syntax to
CLLRS, not the mapping of the CLLRS representation to the first order predicate logic forms of
the modal interpreter. Unless it were shown to be the case that the accurate syntactic form could be
shown not to work with the compositional semantics given here. Then this project would require a
revision of the first order predicate logic forms as well.
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The TRALE implementation constitutes an HPSG with CLLRS that the modal
component works with. It has lexical entries that combine using phrase structure
rules as a purely theoretical HPSG would. Built into the program are queries that
provide the parts of the grammar. For instance, the query lex will give the TFS
for the word following it. The query rec will give a syntactic parse and srec
a compositional semantic parse as shown below. In this way, the grammar can
be queried and the licit constructions displayed. These TFS’s contain the lexical
semantics of the constituents as well as the compositional semantics, in the case of
the semantic parse.

The LF value of Penn & Richter’s (2004, 2005) semantics consists of seman-
tically typed expressions, square brackets, parenthesis, and ~. The semantics is
encoded in the type hierarchy as /rs which has the attributes of INCONT, EXCONT,
and PARTS. In a given grammar, possible values for these parts are built from the
typed expressions declared in the semantic type declaration of that grammar’s sig-
nature. The EXCONT value is preceded by the " symbol and represents the maximal
projection of the particular semantic expression and the INCONT, the semantic ex-
pressions in square brackets, are the semantically selected arguments of the head
(see Penn & Richter (2004) for a more in-depth description of their use and inter-
action in HPSGs).

In the grammar implemented here, the lexical expression in semantically se-
lects a locational phrase as shown in its lexical entry below.

in -—--> (synsem: category:
(head:preposition:temp, subcat:
[ (synsem: category: (head:case:obl,subcat:[]),
content:index:X),
lf:@sem("P)) 1),
content: (temporal_spatial:X)),
1f: @sem("loc_phrase([(P)]))).

The LF feature has the value of in taking a variable as its INCONT value which
is instantiated by the LF value of the noun phrase combined with it in the parse.
For instance, when the grammar implementation parses a phrase such as in Dal-
las, the compositional semantics resulting is the combined semantic value of the
expressions: “in[location]. The LF value for ‘in’ above combines with the LF
value for ‘Dallas’.

The semantic parse of a modalized sentence combines similarly when queried
with the srec command, as shown below:°

?srec[john,would_have,arrived,in,dallas,at,three_o_clock].

"modal\\
(A:[change_loc (B:[C],D: [loc_phrase(E:[F])],G:[temp_phrase(H:[I])])])

The parse is entered as a list of expression and is not intended to represent any of the structure
in the HPSG. The structure is shown in the query results.
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In order for the input to result in a compositional semantic parse, the combina-
tion of expressions must be compatible with the typing declared in the grammar’s
signature. The compositional semantics of modals and conditionals involve giving
modals scope over the verbal head of the proposition. In the case of counterfactual
conditionals, the modal takes scope over the consequent. The compositional se-
mantics of if takes the the antecedent and consequent as semantic arguments. The
CLLRS semantic forms provide a semantic parse of each sentence in the gram-
mar and these forms can interact with scope of negation or quantification to cap-
ture semantic ambiguities. When a possible worlds semantic analysis is needed,
the compositional semantic parse is mapped to a propositional representation that
forms part of the sets of possible worlds. But the modal logic component is only
involved when it is necessary for modal interpretation. A compositional semantic
parse without an interpretation can be obtained directly from the HPSG compo-
nent, but formulating the query for interpretation gives a modal logic interpretation
as well as calling a compositional semantic parse in the CLLRS of the HPSG.

CLLRS provides a compositional semantics that is quite closely tied to the syn-
tax in the grammar. By relating the compositional semantics’ value for the attribute
LF to the first order predicate logic forms of the modal logic interpreter, there are a
series of links between the grammar and the knowledge base that can be exploited
to describe the role of natural language expressions in modal disambiguation. ’

Although modal verbs have a straightforward compositional semantics in the
grammar, the lexical semantics of modals is somewhat difficult to specify since
their meaning outside of a context is somewhat vague.® This is part of what makes
disambiguation of modals a problem and why additional interpretation is helpful.

The modal intepreter is queried in the TRALE grammar and additional infor-
mation about modal semantics is given. A counterfactual conditional with could
have in the consequent is true relative to a world and a sphere if the sphere is acces-
sible to the antecedent and the antecedent and the consequent are true in the world
and there is no closer world in which the antecedent is true. The next section will
describe this component in more detail.

4 The Model Theoretic Component

The model theoretic component consists of sets of propositions that represent pos-
sible worlds and world knowledge as constraints on those sets. The interpretation
of counterfactual conditionals works with constraints on what constitutes a plausi-
ble world of evaluation given the antecedent. Given the set of plausible worlds of
evaluation, the counterfactual with could have is evaluated to be true if the conse-

"There are other examples where this could be helpful. For instance, with discourse connectives.
They could similarly be defined in the grammar and given constraints in the interpreter module for
their meaning in a text.

8The WordNet lexicon, for instance, which is used for lexical disambiguation, does not contain
modals since they can not be disambiguated with synsets.
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quent is true in a world in which the antecedent is true, and there is no world more
similar to the actual world, with respect to world knowledge axioms, in which the
antecedent is true and the consequent is false. In the case of would have, it is true
if there does not exist a world in which it is not the case that the antecedent is true
and the consequent false, given the set of worlds identified by the world knowledge
axioms. The rule for necessity also checks that there are no worlds more similar to
the actual world in which the antecedent is true.

The possible worlds are built using proposition and world pairs in the interpre-
tation as arguments of a predicate is_true/2. This works similarly to a character-
istic function from propositions to {0,1} with a world label on each function.® If
a proposition does not hold in a world, this is represented by the absence of that
proposition-world pair in the is_true/2 predicate. A number of inferences are
stated besides those relevant for counterfactual evaluation. For instance, from any
world in which some event takes place, it is possible to derive that the event could
take place.

A general mapping from the CLLRS compositional semantics to the proposi-
tional forms is written as a conditional rule which derives the propositional form
from the semantic parse. Using this method has the additional advantage that
propositions can form models built on the fly from user queries. However, in the
current state, it just allows the propositions into the knowledge base. If they are
not in the is_true/2 predicate, they can not satisfy the counterfactual conditional
query.

A possible world is defined as the set of propositions that are in a pair with
that world.!” The accessibility relations between worlds are defined by a number
of interacting constraints. First, there are a sequence of constraints on the type of
world knowledge each proposition represents. Given a domain of flight patterns,
the first type of flights are Valid Flights.

Valid Flights constitute the flights which actually occur. In practical applica-

° A representative sample was permuted for the initial implementation. For certain arguments of a
semantic type all possibilities were permuted to ensure a greater degree of objectivity. In other cases,
the more absurd propositions were not listed for all possible arguments. So, in its current state, it
is possible to get both If John arrived in Dallas at noon then he could’ve departed from Chicago
at noon and If Marry arrived in Dallas at noon then she could’ve departed from Chicago at noon
to fail to be possibly true counterfactuals in a query. But the latter fails because it is not in the set
of true propositions for any world and the former because it is in the set of true propositions but,
given the information in the antecedent, it is implausible because there are worlds more closer to
reality in which John arrived in Dallas at noon and it doesn’t follow in those worlds that he departed
from Chicago at noon. This does not affect the practical results of the query, but could if working
with larger premise sets than the antecedent. In order to get an interpretation that works equally
well for any parseable sentence in the grammar, the possible worlds model needs to be implemented
more efficiently. A number of methods exist for doing this, which are currently being explored in
conjunction with model checking options.

'%In order to represent this in a more traditional way, each proposition would have to correspond
to the set of worlds it occurs in a proposition world pair with. This would help implement Formal
Semantic treatments more literally, but I don’t see any particular advantage in doing this in the current
implementation.
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tions, these could be built from an actual schedule in a database. The Valid Flights
only include the flights in the actual world, not the individuals taking them. This
arrangement allows conditionals such as If John departed from Dallas at noon, he
arrived in Chicago at 6:00 to be evaluated as true in the actual world if the event
describes Valid Flights.

The Valid Flights form a subset of the Ordinary Flights and the specific sub-
set differs based on the actual world facts represented.!! But the set of Ordinary
Flights, excepting engineering developments in increased airplane speed, does not
change on a real world temporal axis. It consists of all flights which take a reason-
able duration from one location to another.

The next set is not a superset of Ordinary Flights, but is disjoint from it. It is
the set of Odd Flights which circle and land in the same location, but don’t violate
any laws of nature. They are conceivable flights in the actual world, but not the
expected pattern in this domain.

Getting intuitively more distant from the actual world, there are Absurd Flights
which violate basic laws of nature. For example, they allow someone to arrive and
depart from the same place at the same time.

Of course, expanding this to an open domain is a large amount of work. How-
ever, it is promising that, if all possible worlds were generated from the sentences
of these domain specific examples, there would be 2'6 worlds and intuitive evalu-
ation of counterfactuals is achieved with twelve world knowledge axioms.

4.1 Locating a Context in the Model

The accessibility relations are defined by the predicate is_accessible which takes
as arguments, a constant which names a labeled sphere, then two world variables

and a variable for a proposition.

Accessibility relations are defined in terms of the relevant world knowledge
constraints. Given any two worlds, the two worlds are accessible to each other in
a sphere if the proposition under evaluation conforms in those worlds to the stated

constraints on world knowledge.!? There are fourteen of these spheres defined. The
first one simply states that the actual world is accessible to itself for any proposition

which is true in it.!3

is_accessible (spherel, (wa,wa),Prop) :-
is_true (Prop, wa).

For any proposition in the actual world, the fact that it is true in the knowledge base
in that world is enough to derive that the actual world is accessible to itself for that
proposition. This corresponds roughly to Lewis’ (1973) center sphere containing
only the actual world.

WA particular arbitrary set was chosen for this project.

"2This accessibility relation is stated symmetrically, but could be stipulated not to be if it were
necessary.

3The Prolog code is read with capital letters representing variables. The conditions occur to the
right of :- with z :- y read as ‘zx is derivable from y.’
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Moving out from the center, speaking figuratively in the system of spheres
analogy, the constraints are used to allow a greater degree of accessibility. Though
stated with variables for each world here, the counterfactual rule specifies the first
world as the actual world. The more general statement, however, is useful for other
natural language phenomena.

In sphere 6, one world is accessible to another for a proposition given that
the proposition is an Ordinary Flight in each of the worlds. Since Valid Flights
are Ordinary Flights, the relation is satisfied by the actual world proposition as
well. This way of representing accessibilities gets some of the Lewis-style effect of
having concentric spheres. It differs, however, in that the world knowledge axioms
work as constraints on what worlds are accessible to each other. The particular
selection of axioms limit the valid interpretations for a given sphere. In a more
literal Lewis-style program, the axioms would have to be stated as propositions
that, if removed, affect enough of the other propositions to constitute a significantly
different set of sets of worlds. The design of the current program gives the axioms
their intuitive prominence by stating them as constraints on sphere membership.

The mimicking of concentric spheres is not present in some spheres since Odd
Flights are disjunct from Ordinary Flights. The intuition behind this is that other
natural language expressions, like modal subordination, can locate a context as
one of the Odd Flight supporting, or other non-actual spheres and reason about
what would follow in such worlds, but the inferences do not hold in the actual
world without the hypothetical premises. There remain in the system, however,
Odd Flight containing spheres which allow accessibility to the actual world. These
spheres are necessary for counterfactual evaluation.

The outermost sphere allows any proposition to be accessible to the actual
world. A plausible counterfactual is not located here unless the consequent is
equally absurd. This sphere captures cases like If John were able to be in two
places at the same time, and he departed from Dallas at noon, then he could’ve
departed from Chicago at noon.

An ordering, which is not reflexive, is_immediately_closer/2, is defined on

the spheres as well as a transitive relation is_closer/2.
In order to evaluate a counterfactual, the program uses the following code,
where \+ is ‘not’:

poss_true_counterfactual (Propl, Prop2, wa, Sphere):—
(is_accessible (Sphere, (wa,W2),Propl),

(is_true(Propl, W2),

(true_cond (Propl,Prop2,W2),
is_closer (wa, OtherSphere, Sphere),

\+ poss_true_counterfactual (Propl,Prop2,wa,OtherSphere) .

This rule derives that a counterfactual with could have is possibly true for the
antecedent and consequent in the actual world relative to a sphere if that sphere
is accessible for the world in which the antecedent is true. This condition locates
an antecedent-containing sphere. The next one checks that the consequent also
follows in that sphere. Last, a condition ensures that there is no sphere closer than
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the one which instantiated it. Necessity for would have is defined similarly in terms
of ‘not possibly not’.

The is_closer line of code will satisfy the variable OtherSphere with the ac-
tual world if nothing else is in between the sphere of evaluation and the sphere
containing only the actual world. This means that counterfactuals with true an-
tecedents are evaluated to be implausible, contra Lewis’(1973) account. In order to
capture the intuitions that counterfactuals which are true in the actual world reduce
to material conditionals, a rule can be written which derives material conditionals
from counterfactuals true in the actual world using the t rue_cond/3 predicate.

The end result is that a query concerning the plausibility of a counterfactual is
satisfied if the consequent holds in a world in a sphere nearest the actual world in
which the antecedent holds. For example, when a user types in a query concerning
the counterfactual If John departed from Chicago at noon, he could have arrived
in Dallas at 4:00, it is satisfied as plausible. This evaluation is intuitively accurate
even though there is no flight pattern on the actual itinerary under consideration
in which a plane goes to the two locations at the stated times. But because it is a
normal flight pattern, that is to say, nothing takes too short of a time and the claim
conforms to the laws of nature, it is satisfied in the sphere of Ordinary Flights
and is deemed plausible. A query such as that above is a valid counterfactual, but
the non-modalized equivalent is only true if it is an actual world flight pattern. In
this way, the module supports counterfactual and non-counterfactual conditional
inferencing.

5 Conclusion

The model presented here constitutes a domain specific proof of concept of how
traditional Formal Semantic insights can be implemented in such a way that infer-
encing about the plausibility of counterfactual conditionals is possible. The imple-
mentation described here invites development in either breadth or depth.

In the direction of broader coverage models, the implementation would need
to be grafted into a larger grammar and made to work on broader domains. It is
promising that a relatively small number of world knowledge axioms are needed
when used in combination with ordering relations on propositions. It is possible
that this way of handling world knowledge could have advantages in broad cover-
age systems. The knowledge bases used in the PASCAL RTE challenge entries, for
instance, are generally built by the competitors using some degree of hard-coded
world knowledge axioms. The world knowledge in the current project works as
axiom schemas that propositions can satisfy. By considering only some of them to
be applicable for each sphere, they limit the interpretations available in that set of
worlds.

In order to get general modal interpretation, it is necessary to develop means
of getting lexical semantic information to interact more intricately with the inter-
preter. The methods used by Bobrow et al. (2007) illustrate a promising method
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to emulate if the current implementation were to develop in the broad coverage
grammar direction.

As far as developments in the interpretive component are concerned, it is im-
portant to expand the temporal representations in the model. A larger knowledge
base for conducting inferences can be used with model checking techniques to han-
dle natural language entailments in larger models. Current developments involve
looking into representing more complex modal and temporal relations in the Prolog
interpreter. And, after implementing such developments, applying model checking
with the Maude model checking module, which promises to be particularly helpful
with the temporal dimension (Clavel et al. 2007).'* Along with these develop-
ments of the interpreter, greater depth can be achieved and more of the nuances
of counterfactual interpretation recognized in the Formal Semantic literature can
be supported. Particularly, a more precise model theoretic characterization can be
developed and some of the useful intuitions from Premise Semantics and related
developments can be implemented for more complex inferences.
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Abstract

In this paper, we report on an experiment showing how the introduction of
prosodic information from detailed syntactic structures into synthetic speech
leads to better disambiguation of structurally ambiguous sentences. Using
modifier attachment (MA) ambiguities and subject/object fronting (OF) in
German as test cases, we show that prosody which is automatically gener-
ated from deep syntactic information provided by an HPSG generator can
lead to considerable disambiguation effects, and can even override a strong
semantics-driven bias. The architecture used in the experiment, consisting
of the LKB generator running a large-scale grammar for German, a syntax-
prosody interface module, and the speech synthesis system MARY is shown
to be a valuable platform for testing hypotheses in intonation studies.

1 Prosody and Generation

The inclusion of prosodic information is standardly believed to play a prominent
role for the improvement of CTS and TTS applications, in terms of naturalness and
intelligibility, see, e.g., McKeown and Pan (2000) and Olaszy & Nemeth (1997).
Another added value of prosody lies with its potential for disambiguation: it is
often observed that structural ambiguities found in written texts are absent from
speech, which is prosodically structured. In order to assess this potential, we car-
ried out an experiment to establish how and to what extent prosody can contribute
to improved comprehension of automatically generated speech. We conjecture that
disambiguating prosody will not only lead to better intelligibility, but also enhance
overall naturalness, due to an improved correspondence between intended meaning
and prosodic realisation.

Current TTS systems for German, such as MARY, typically only make use
of shallow linguistic annotations like those provided by chunk parsers to control
generation of prosody. Due to the limitations of shallow analysis, these TTS sys-
tems typically lack the kind of detailed and rich information that can be provided
by deep parsers grounded in linguistic theory. By showing that substantial disam-
biguation effects can be obtained on the basis of prosody derived from HPSG trees,
we believe to have made a case for the inclusion of deep syntactic analysis in TTS.

Finally, research at the syntax-prosody interface often involves construction of
test data to verify hypotheses. With the help of HPSG processing connected to
speech synthesis via a syntax-prosody module, construction of test stimuli can be
greatly facilitated.

TWe would like to thank Martine Grice, Stefan Baumann and Marc Schroder for fruitful discus-
sion of several aspects of this work. We are also indebted to the audiences at the HPSG 2007 and
ICPhS 2007 conferences for comments on and discussion of the ideas presented here, in particular
Ivan Sag, Emily Bender, Tobias Kaufmann, and Carlos Gussenhoven. A great many thanks also to
the anonymous reviewers for their invaluable comments.
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point, funded by the Federal State of Berlin and the EFRE programme of the European Union.
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1.1 System architecture

The prosody component we present here is part of a system that implements an
entire concept-to-speech (CTS) pipeline from deep semantic input in MRS format,
through tactical chart-based HPSG generation, to speech output.

1.1.1 Deep syntactic generation

The tactical syntactic generator used in the experiments consists of a linguistically
grounded large-scale HPSG grammar of German (GG; http://gg.dfki.de; Mdller

and Kasper, 2000; Crysmann, 2003, 2005), running on the LKB system (Copes-
take, 2001). Both the grammar and processing system are fully reversible, i.e.,
they are suitable for parsing, as well as generation. Generation with the German
grammar GG has recently been evaluated on the Babel test suite (Muller, 2004),
a phenomenon-oriented regression test suite for German: currently, 99.6% of all
sentences that can be parsed, can also be generated by the grammar.

The LKB chart generator takes as input sentence-semantic representations in
the form of Minimal Recursion Semantics (Copestake et al., 2005). Given the
reversibility of both grammar and processing system, the current architecture may
also be used in a text-to-speech (TTS) scenario by simply running the grammar in
parsing mode (see below).

As output the generator produces surface strings, together with two isomorphic
tree structures, one containing traditional category labels derived from the under-
lying AVM representation, the other encoding functional notions, such as head,
subject, complement or modifier, corresponding to the composition principles of
the gramma.

1.1.2 Syntax-Prosody Interface

The two tree representations provided by the generator are folded into a single
XML tree representation, where functional and categorial labels are represented as
attributes on the nodes.

The information contained in the syntax trees is transformed into prosodic
markup by means of XSLT, crucially using XPATH regular expressions. The
prosodic markup generated on the basis of the syntactic representations comprises
tonal and phrasing information, represented as GToBI annotations (Grice and Bau-
mann, 2002).

For the phenomena discussed in this paper, information provided by the HPSG
rule backbone and the category labels was sufficient for prosody planning. We are
fully aware of the fact that this may easily prove insufficient for prosodic phenom-
ena more tightly linked to semantics or information structure. However, given that
the entire sentential feature structure is always accessible when processing with
HPSG grammars, the necessary information can easily be extracted.

Realisation of the prosody module as a separate component was a design deci-
sion, since it supports a clean separation of syntactic and phonological aspects suit-
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able for distributed development. In the context of a test platform for hypothesis
testing in prosody, the usefulness of such a modular organisation cannot be under-
estimated, as it ensures that most grammar-internal details are effectively hidden
from the phonologist primarily concerned with the syntax-prosody interface.

1.1.3 Phonetic realisation

The prosodically annotated text is submitted to the MARY synthesis system (Schréder
and Trouvain, 2003) for phonetic realisation using diphone synthesis. MARY is a
highly flexible TTS system, supporting annotation of the input data, ranging from
low-level control over physical parameters to high-level phonological specifica-
tion. For the experiments, we made use of GToBI-style tones and break indices,
while disabling MARY default prosody rules.

TTS CTS

[==)

LKB Parser Generator

b
5

\
v

HPSG tree
X
Syntax-Prosody Interface
v
@annotated s@
X
Speech Synthesis (MARY)
v

audio

i
J

Figure 1: Architecture

1.2 Application scenarios
1.2.1 Platform for hypothesis testing at the syntax-prosody interface

For the purposes of the current experiment, input MRSs and corresponding surface
realisations were chosen manually using the comparison tool provided by the LKB
and [incr tsdb()] (Oepen, 2002)

This is probably the preferred procedure when using the HPSG-based syntax-
prosody module as a tool for automatic and controlled generation of experimental
stimuli, since precise control over the selected realisation is of utmost importance.
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1.2.2 Text-to-Speech (TTS)

In a text-to-speech application scenario, however, manual selection is not really
an option. Fortunately, though, the LKB and Pet (Callmeier, 2000) processing
platforms both support maximum entropy discriminative parse selection models,
on the basis of which syntactic disambiguation can be performed.

For the German grammar GG, exact match accuracy on dialogue data currently
averages at around 81.3% (10-fold cross validation) compared to a random baseline
of 25.4%. The model has been trained on a Redwoods-style treebank for German,
derived from the Verbmobil corpus. Currently, the treebank consists of over 10,000
manually disambiguated trees. As features, the parse selection model uses local
trees of depth 1 plus grand parenting. The parse selection results achieved for
German are comparable to those reported by Oepen et al. (2002) and Toutanova
and Manning (2002) for the English Resource Grammar (ERG) using similar data.

1.2.3 Concept-to-Speech (CTS)

The problem of realisation-ranking in a CTS scenario is related, though not iden-
tical to that of parse selection: here the task is to choose the most natural surface
realisation given an input MRS. Fortunately again, models to perform this task can
be derived quite cheaply, using a method suggested by (Velldal and Oepen, 2005):
on the basis of a disambiguated parsing treebank they use the LKB generator to
derive a corresponding generation treebank, taking the surface realisation found in
the original corpus as gold standard. Combining a maximum entropy model trained
on this generation bank with n-gram language models, they report an exact match
accuracy in realisation ranking of 65%. Although we have not yet evaluated this
for German, we expect to achieve similar results, given the comparatively similar
performance of the two grammars in parse selection.

1.3 Background
1.3.1 Moadifier attachment

Probably one of the most thoroughly studied types of structural ambiguity in hu-
man language are attachment ambiguities. While most research in this area has fo-
cused on written language, more recently, there has been a number of detailed stud-
ies of how prosody contributes to disambiguation, most notably the work of Schafer
(1997) and Speer et al. (2003). Using task-oriented elicited speech, Schafer (1997)
identified the prosodic parameters responsible for disambiguation of attachment
ambiguities in English as follows: High attachments are perceived best when there
is a prosodic break before the modifier, but not between the preceding object NP
and the verb. Conversely, low attachment corresponded to the absence of a prosodic
break between the modifier and the NP to which it is attached; the entire object NP,
including the modifier, was preceded by a prosodic break. Speer et al. (2003) ob-
serve that, high attachment is characterised by an increased duration of the head
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noun and following pause, which was verified perceptually.

1.3.2 Object fronting

In German, both subjects and objects can appear in sentence-initial topic position,
preceding the finite verb. Since nominative and accusative case are not always dis-
tinct, local or even global ambiguity can arise with regard to grammatical function.
Subijects in topic position are generally considered unmarked. In an eye-tracking
experiment using resynthesised speech, Weber et al. (2006) showed that prosodic
information leads to Early Effects with sentences involving local ambiguity. Us-
ing an L+H* contour on fronted objects followed by a steep fall achieved early
disambiguation, even against a strong bias for subject topics.

2 Perception Experiment

In order to quantify the potential for prosodic disambiguation, we carried out a per-
ception experiment, comparing how subjects interpret prosodically disambiguated
stimuli as compared to their ambiguous textual counterparts. Furthermore, we used
different candidate contours for each of the intended interpretations in order to
measure which combination of tones and breaks will perform best.

2.1 Method

The experiment was designed as an online study; subjects were not observed. To
make sure that the task was clearly explained, the main study was preceded by a
pilot, involving 5 subjects.

The main study was carried out with 58 subjects (27 female, 31 male). They
were aged from 17 to 54, and came from all parts of Germany.

Subjects had to assign an interpretation each stimulus in a self-paced forced-
choice test. Each stimulus could be heard as often as required.

In order to control for semantic or pragmatic preferences, subjects first had to
judge stimuli presented in text form. 4 different sentences were used for modifier
attachment and 2 for object fronting. From these sentences we generated 4 different
speech stimuli for modifier attachment and 3 for object fronting, yielding a total of
6 textual and 22 randomised speech stimuli per subject.

2.1.1 Stimuli for Modifier Attachment Experiment

The sentences involving modifier attachment (MA) ambiguities all followed the
same basic syntactic pattern subject-verb-object-modifier (S-V-O-M).
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(1)

Rainewerfolgt denMannmit demMotorrad.
Rainerchases the man on the motorbike

‘Rainer chases the man on the motorbike.’

Er begutachtetdenTischvor demSchrank.
Heinspected the table before/in front ofthe cupboard

‘He inspected the table before/in front of the cupboard.’

IchsehedenMannmit demFernglas.
| see the man with the binoculars

‘| see the man with the binoculars.’

Er schlugdie Frau mit demSpazierstock.
Hebeat thewomanwith the walking stick

‘He beat the woman with the walking stick.’

For the generation of disambiguating auditive stimuli, we used a combination
of prosodic breaks and tones (Grice and Baumann, 2002). In order to determine
which prosody gives the best results in terms of naturalness and disambiguation,
we tested 4 different tonal patterns, 2 each for high and low attachment.

High Modifier Attachment S [[V O] M]

e HI:

— L* on object head noun
— H- before modifier

o H2:

— L+H* on object head noun
— L- before modifier

Rainer
L+H*

ver - folgt den Mann mit dem Mo - tor - rad
L* H- L+H* L-%

Figure 2: Tonal contour for high attachment: H1
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Rainer ver-folgt denMann mit dem Mo - tor - rad .
L+H* L+H* L- L+H* L-%

Figure 3: Tonal contour for high attachment: H2

Neither had any break before the direct object (O). The other two possible
tone combinations, i.e., H* H- and L* L- sounded unnatural and were therefore
discarded during the pilot study already.

Low Modifier Attachment S [V [O M]]

e L1: no break before object
e L2: H- before object

W“"W’W\M

Rainer  ver - folgt den Mann mit dem Mo -tor -rad :
L+H* L+H* H* L-%

Figure 4: Tonal contour for low attachment: L1

Both versions contained an L+H* on the object and no break before the modi-
fier.

2.1.2 Stimuli for Object Fronting Experiment

The disambiguating speech stimuli for the object vs. subject fronting subtask were
based on Weber et al. (2006). Since timing was not an issue in our study, contrary
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Rainer  ver - folgt den Mann mit dem Mo -tor -rad .
L+H* H- L+H* H* L-%

Figure 5: Tonal contour for low attachment: L2

to Weber et al. (2006), we inserted an additional intonation phrase break after the
fronted object in OVS-sentences. Also in contrast to Weber et al. (2006), ambiguity

was global, not local. The resulting utterances synthesized by use of the prosody
module has the following prosody:

SVO no intonation phrase break after fronted subject

OVS e OVSL: L- after fronted object
e OQVS2: H- after fronted object

=il

Die Kat - ze sieht die Maus .
L+H* H* L-%

Figure 6: Tonal contour for subject fronting (SVO)

Both, SVO and OVS, ended in an L-% boundary tone and had an L+H* ac-
cent on the fronted constituent. In the OVS-versions this accent was additionally
emphasized by raising the peak, thus strengthening accent-prominence. The tonal
pattern used for SVO was based on the default contour in MARY.
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— « ‘Ml Ml

Die Kat - ze sieht die Maus .
L+H* L- L-%

Figure 7: Tonal contour for object fronting (OVS1)

*
s,

Die Kat - ze sieht die Maus .
L+H* H- L-%

Figure 8: Tonal contour for object fronting (OVS2)
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2.2 Results

The main experimental results are summarised in Figures 9 and 10. As compared
to baseline obtained with textual stimuli (bias), the perception experiment shows a
clear disambiguation effect with speech stimuli, for both modifier attachment and
subject vs. object fronting. Our main claim that prosody automatically generated
from deep syntactic structures can be used for the task of disambiguation in CTS
and TTS was confirmed.

2.2.1 Modifier attachment

Best disambiguation results were obtained with contours H1 and L2, given in Fig-
ures 2 and 5. The results for these contours are summarised in Figure 9, where a
value of 1 corresponds to perceived high attachment, and O to low. Interpretations
assigned are provided for each of the 4 test sentences, averaged over all 58 sub-
jects. Test sentences differed as to their inherent semantic attachment preferences
(bias calculated from textually presented stimuli): while (a) does not display any
clear preference, (b) and (c) have a strong preference for low attachment, while (d)
is mainly attached high.

The most important result is that a clear disambiguation effect could be found
not only for ambiguous sentences without any clear semantic attachment prefer-
ence, such as (a), but that automatically generated prosody could effectively over-
ride even strong preferences for low (b,c) or high attachment (d).

With sentences showing a strong bias for low attachment, we observed that the
speech stimuli designed to suggest low attachment do not quite reach the level of
the bias. We tentatively attribute this difference to a mismatch between expected
and actual prosodic contours in synthetic speech, which can hopefully be overcome
on the basis of better prosody planning to be obtained from future experimental
studies.

As a measure of the disambiguation effect we take the span between perceived
high and low attachment. For H1 and L2 it ranges from 0.23 (=0.83-0.60; utterance
d) to 0.47 (=0.69-0.22; utterance c), with an average around 0.37 (=0.76-0.39). The
value for H2 (average: 0.63) shows a far lower disambiguation potential than H1,
while the value reached by L1 (average: 0.50) proves this contour unsuitable for the
task. This latter result confirms for German the findings made in Schafer (1997)
for English that insertion of a pre-object boundary enhances perception of low
attachment. The results for the high attachment contours (H1 vs. H2), however,
suggest that choice of tones is almost as important as break insertion, in order to
maximise the disambiguation effect.

2.2.2 Object Fronting

Results confirm previous findings on prosody-induced early effects, as well as our
own claim concerning the disambiguation potential of prosody in speech synthesis.
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Figure 9: Interpretation of disambiguating contours for modifier attachment: high
(H1,H2), textual bias, low (L1,L2), for each 4 test sentences.
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Figure 10: Interpretation of disambiguating contours for object fronting: SVO,
textual bias, OVS1
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Details are provided in Figure 10, where, again, a value of 1 corresponds to per-
ceived object fronting, and 0 to subject fronting. In contrast to modifier attachment,
however, the bias for SVO was extremely high (=0.02 for OVS). Still, by means of
carefully designed disambiguating prosody, it was possible, with an average value
of 0.43 (OVS1), to make available, for interpretation, a reading that was practically
inaccessible with textual stimuli.

Although the values for unmarked SVO (e: 0.03; f: 0.07; average: 0.05) do not
fully reach the bias determined with textual stimuli, we believe that these differ-
ences are negligible. The strength of the disambiguation effect, that is, how well
prosody distinguishes SVO and OVS interpretation averages at 0.38 for OVS1 and
at 0.36 for OVS2.

An observation that deserves discussion here, is that the disambiguation effect
obtained with OVS1 and OVS2 is almost identical, despite the difference in tonal
realisation, namely in the choice of the boundary tone. This is somewhat surpris-
ing at first, since with high modifier attachment, we observed a clear impact of
the choice of tones. However, difference in tonal realisation is far less salient in
the case at hand, compared to the test contours for high attachment: first, tonal
difference only involves the choice of boundary tone here, whereas in the case of
high attachment, it extends to the nuclear pitch accent. Furthermore, in the case of
QVS, realisation of the boundary tone falls on a reduced, and short vowel (schwa).
We hypothesise that the combination of these effects makes the tonal differences
between these contours hard to perceive.

The contours for subject fronting and for object fronting (OVS1) are given in
figures 6, 7, and 8.

3 Conclusion

In this paper we have presented experimental evidence showing how prosody au-
tomatically generated from deep syntactic trees can be used successfully to dis-
ambiguate structural ambiguities in German. The results we obtain using prosodi-
cally enhanced diphone synthesis compare well to disambiguation rates previously
achieved for English modifier attachment ambiguities using human speech stimuli:
Schafer (1997) reports a value of 0.651 in response to high attachment stimuli sim-
ilar to our H1, and a value of 0.472 with low attachment stimuli similar to our L2,
yielding an overall disambiguation effect of 0.18, compared to our 0.37. The re-
sult we obtained with object fronting further suggest that the disambiguating effect
(0.38) of our automatically generated prosody is very robust, even against a very
strong bias for subject fronting.

The disambiguation effects we obtain with synthesised speech also underline
the potential of prosody derived from deep syntactic structures for the improvement
of intelligibility in TTS applications. Finally, the fact that automatically generated
stimuli can achieve disambiguation rates comparable to human speech makes our
system a valuable test bed for studies at the syntax-prosody interface.
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Abstract

The paper examines two verb sequencing constructions in Ga: the Serial
Verb Construction (SVC) and the Extended Verb Complex (EVC). The
former is an instance of a commonly recognized construction, the latter is
typically found in the Volta Basin area of West Africa. EVCs are
sequences of verbs functioning as single verb units relative to the syntax,
but with an internal structure much like syntactic complementation. Both
constructions show agreement of aspect and mode marking throughout
the sequence, but with differences in exponence: in an SVC all Vs expose
such marking, in an EVC only a limited (down to one) number of verbs,
depending on the inflectional category. The paper presents the basic facts,
based on work by Dakubu (2002, 2004, to appear), and gives an HPSG
account of their morphology, syntax and semantics. The analysis is
sustained by a grammar of the phenomena implemented with the
'Linguistic Knowledge Builder' (LKB), an engineering platform for
natural language processing.

1 Introduction

This paper gives a theoretical examination of verb sequencing constraints in Ga
(a language spoken in the Accra area of Ghana), as instantiated in Serial Verb
Constructions (SVCs) and Extended Verb Complexes (EVCs), based on the
comprehensive description of Dakubu (Dakubu, 2002, 2004a, 2004b, to appear),
and using Head-driven Phrase Structure Grammar (HPSG) as framework of
analysis.

SVCs in Ga largely resemble constructions classified under this category
world-wide: as generally conceived, an SVC is a sequence of verbs or VPs
without intervening co- or subordinating particles, and without any
subordination or argument-of relation obtaining between the adjacent verbs. A
non-initial VP takes as its subject argument a participant which is also an
argument of the preceding VP, typically its subject. In some languages,
including Ga, the non-initial VP in such a sequence occurs sometimes with,
sometimes without a subject agreement marker (pronoun prefix). Cross
linguistically, SVCs divide into at least two major types, one where the
consecutive VVPs denote temporally distinct events (often referred to as 'clause
chaining'), and one where the VVPs express interleaving aspects of one and the
same event, often in a collocational fashion (referred to as 'integrated SVCs').
SVCs consistently display patterns of agreement of tense, mode and aspect
between the VPs, either implicit or explicit, and independently of the number of
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VPs in the sequence (which is in principle unbounded, although largely
restricted to two in the cases of interleaving V/Ps). *

Moreover, in Ga, verb sequencing also obtains word internally, in that an
item which plays the role of one verb relative to the syntactic setting, may be
internally composed of many verbs: one main verb, and one or more preverbs.
Such sequences we call Extended Verb Complexes (EVCs) (“SVC” is a widely
used term and concept, but the term “EVC” is original to us.) In the following
example, the verb expression is one orthographic word, and can, more
essentially, be defined as one word on phonological grounds (see Dakubu (to
appear)):?

1)a Tete yana.

tete ya na
Tettey AOR.EGR AOR.see

PN V
“Tettey went and saw (it).'

b. Kofi keba.

kofi ké ba

Kofi MOVE.PERF come
PN V
“Kofi has brought (it).'

C.  Tete akasele ye bie.

tete & ka s¢le ye bie
Tettey SBJV PROHIB.SBJV swim at here
PN V P ADV

“Tettey is not to swim here'
Generated in TypeCraft.

Ya in (1a), ke in (1b) and ka in (1c) are what are here called preverbs, and are
part of a phonological domain also including respectively -na, -ba or -sele, the
whole complex functioning as one verb word. In contrast, in an SVC, each verb
is phonologically a complete domain—none of the consecutive verbs is part of
the same phonological domain as the verb that precedes it or follows it. One

! Many scholars including at least one of the present authors would reserve the term SVC to
constructions in which the Subject is shared. If it is not, the relations between the VPs are
obviously quite different and should be accounted for as different constructions. The same
applies to the various phenomena grouped under “clause chaining”.

% In this paper only the tones of verbs and their affixes are indicated, in the gloss line (the
orthography does not mark tones). Tones of other categories are not relevant to the discussion.

A sequence of any or all of these items, together with a subject pronoun prefix if present, is
written as a single word in the established orthography (cf. Bureau of Ghana Languages, 1995,
and M.E. Kropp Dakubu, 2000), as reflected in the top line of the example. Notice that in the
Parts of Speech line of the glossing (exported from and using the standards of TypeCraft
(typecraft.org), the whole EVC is designated as one V, aligned with the initial point of the EVC.
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assumed contrast between an EVC and an SVC is thus that the former has the
status of a word-level complex, while the latter is a phrasal complex.

Ya in (1a) is a possible verb word by itself, but that is not true for ka (1c)
or k€ (1b). In each case, omission of the preverb would still give a well-formed
expression. What motivates ascribing them verbal status is mainly their
capability of taking inflections characteristic of verbs. As will be shown, both
EVCs and SVCs display comparable patterns of aspect, mode and polarity
agreement, although they manifest them differently. Corroborating the word
status of an EVC as a whole, however, are (i) patterns of agreement between the
verbs not parallelled by the patterns in an SVC, (ii) a strict fixedness of position
of the preverbs relative to each other, which also does not have a parallel in an
SVC. In Ga, thus, an SVC may be a sequence of EVCs, since any V head of a
VP is potentially expandable to an EVC.

The EVC construction is apparently quite wide-spread in the languages in
the Volta Basin area, and its instantiation in Ga is representative of the
phenomenon, although by no means the most complex version, nor the
simplest.* Based on a comprehensive overview of the Ga verb system (Dakubu
to appear), the present paper makes an attempt to construe some of the facts
involving Ga EVCs and their relationship to SVCs in a formal grammatical
setting. The framework employed is Head-driven Phrase Structure Grammar
(HPSG), cf. Pollard and Sag (1994), and Sag, Wasow, Bender (2003).

2 Overview of the Data Situation

The Preverbs in Ga are the following:

(2 ke ‘move’ (a transitive verb, must be followed by a V)

Gloss: MOVE

ka 'not'/'neg’ (must be followed by a V)
Gloss: PROHIB

ba ‘come’ (must be followed by a V, but is also
homophonous with a Vi, of similar meaning)
Gloss: INGR

ya 'go’ (as for ba)
Gloss: EGR

The latter two will be referred to as deictic preverbs, where the notion 'deictic'
involves specification of the event as taking place towards (ba) or away from
(ya) the deictic centre, normally the speaker, The prohibitive preverb is used
only for expressing modal negation, see Dakubu (to appear) for an overview.
The gloss given for ke is here highly approximate. In an initial / stand-alone VP

4 An example of a more complex system is that found in Dangme, a close relative of Ga (Dakubu
1987). A comparable system of deictic preverbs also exists in Akan (Christaller 1875 [1964];
Dolphyne 1996).

® Works on related phenomena in HPSG include Muansuwan 2002, Sahoo 2001.
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ke always has an object. This object may be overt, so that more than one word
is inv%)lved, but in this paper we mainly use examples where where it is not
overt.

A form displaying a maximal sequence of these items is given in (3):

(3) Ekee ake okekabaha.
e kee ake o ké k4 ba  ha
3SG AOR.say that 2SG MOVE.SBJV PROHIB.SBJV INGR give
\ COMP V
“"He said that you should not come give (it)'
Generated in TypeCraft.

The only word-internal item capable of preceding the verb cluster in an EVC
is the pronominal agreement morpheme, exemplified above by the prefixal 2nd

person pronoun 0- in (3), which precedes k£ inside the complex verb word. The
sequencing here exemplified is strict:

PI’OH-preﬁX ng Vneg Vdeict Vmain

This whole domain of pre-root verb-internal items obeys principles of a
phonological nature, which are as follows (cf. Dakubu 2002):

Ga is a tone language, with two tones. Every syllable of a lexical stem has
a specified tone, as do all grammatical affixes. However the four pre-verbs and
the subject prefix pronouns do not — they get their tone from what follows. If an
Aspect-Mode-Polarity prefix to the main verb or another dependent verb
follows a dependent verb, the segmental features of that prefix disappear, ie. it
has no segmental realization, and its tone is expressed on the dependent verb or
the subject pronoun immediately to the left. This kind of contraction /
incorporation occurs nowhere else in the language. In particular it does not
happen in a sequence of two "normal” verbs where nothing intervenes between
them. This is demonstrated in (4), where the independent lexical verb ya 'go’
with the progressive prefix mii- is followed by another verb na 'see’, which is
preceded by ya, this time in the capacity of a deictic dependent verb. Deictic ya
and independent na are each preceded by the subjunctive prefix a-. The prefix
before na is manifested by the high tone on deictic ya. The prefix to the deictic
ya however appears in its full form.’

® In Ga as in most Volta Basin languages, a third person pronoun object with non-human
reference is phonetically null, except in certain special cases (see Stewart (1966) and Dakubu (to
appear)).

" Note that (4) is NOT an example of an SVC; it is indeed a sequence of two EVCs, but the
second is in a complement (purpose) relation to the first.
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(4) Kofi miiya ya na le.

kofi mii yaa ya na le
Kofi PROG go SBJV EGR.SBJV see  3SG
PN V \% PRON

“Kofi is going to see him'
Generated in TypeCraft.

Among the items in (2), only Vpe and Ve inflect for tense/aspect; in
addition, any full verb stem (Vnain) undergoes inflection. Inflectional categories
can be realized either by segments (which may or may not have assigned tone)
or by floating tones. A segment can occur either as a prefix or as a suffix, and in
principle a floating tone can "dock™ either to the left or to the right, although in
Ga they invariably dock to the left. By a morpheme having a single marking, we
mean that it is realized by a single affix/tone, and by it having a double marking
we mean that it is realized by two affixes (or tone plus affix) at the same time.
Segmental exponents representing the aspect inflectional types are perfect
{é-1}, progressive { mii- }, habitual { -3 /-4 }. A prefixed floating low tone
characterizes both habitual and aorist and is expressed by downstep, so that
habitual thus has double marking. In addition to these aspectual forms, Ga also
has a system of modal inflections, which are future { a&- }, subjunctive { &- },
and imperative, which in turn has several phonologically unrelated forms: { -a }
for all plural imperatives and, for singular imperatives in the absence of any
pre-verb, depending on the phonological type of the main verb: { -m3 }, vowel
copy with low-high tone pattern, or the bare root. Singular imperatives with pre-
verbs are distinguished from subjunctives only by the absence of a subject
pronoun. Plural imperative has double marking, with both the subjunctive
prefix and the plural imperative suffix.

Constraints work from left to right. When a main verb item is preceded by
a preverb, the preverb and the main verb share the inflectional category;
however, the possible choices of inflectional category are then only a subset of
those that obtain when a main verb occurs in isolation, and different for each
preverb. In essence, the choice of inflectional morpheme category in an EVC is
dictated by the category of its leftmost daughter. If Vin is alone, then the full
array of categories is available, whereas when a deictic preverb is leftmost, the
category Progressive is not available. When the prohibitive verb is initial, in
turn, far fewer categories can be used (mainly, only subjunctive). ke initial
imposes no constraints, and the second verb then decides the array.

A further factor concerns exponency in an EVC. If the chosen inflection is
aspectual, then only one verb in the EVC may expose it. In a sequence V gict -
Vmain, if the category is perfect, then its exponent occurs on Ve, and if the
category is future (here treated as an aspect) or habitual, its exponent occurs on
Vmain. | the chosen inflection is modal, and there are at least two verbs present
in the EVC, mode is marked twice, on the two leftmost verbs other than ke. That
is, no matter which of the modal morphemes (subjunctive, sing-imperative, or
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plur-imperative) is selected for the leftmost verb other than ke, the second
always carries the subjunctive marker.®

The following table is a tentative binary schema of choices (where the
rightmost V is the main verb). 'EXP' means 'exposed’. Options rendered in
boldface are available when the leftmost licensing V is a deictic verb, those in
italics when the leftmost licensing verb is the prohibitive verb:

\Y

N

\Y deict/prohib \Y

Perfect EXP

Aorist EXP
Habitual EXP
Future EXP
Sg-imperative EXP EXP®
Subjunctive EXP EXP
Plur-imperative EXP EXP

Table 1

Turning now to SVCs, we define an integrated Serial Verb Construction in the
Ga language as a structure of multiple finite verbs (internally possibly
structured as EVCs) that nevertheless constitutes a single clause, in having just
one Subject and a potential array of Objects not greater than that possible for a
clause with just one verb/EVC. It also has just one interpretation in terms of
aspect and mode. A “clause-chaining SVC” more freely allows long sequences
of verbs, in some types at least allowing some of these verbs to introduce
Objects beyond the limits of a single clause, and having an interpretation of
temporally consecutive events, which however tend to be aspectually and
modally uniform. In this paper we concentrate on the integrated type. Two sets
of examples follow:

(5)a.
Mikuu misee mibaa donn.
mi ki i mi see mi bad 4 dony
1SG turn NEG.IMPERF 1SG.POSS back 1SG come NEG.IMPERF ever
\% N \% ADV

“I am not coming back again'

® For a preliminary account of the EVC and a type hierarchy of the features declared, see (Hellan,
Dakubu and Beermann to appear).

® Note that if the first V is Vneg the sequence can only be sg.imper-subjunctive, but if it is deictic
it can only be subjunctive-subjunctive, signifying sg.imperative in the absence of a subject
pronoun.
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Kofi miiwie eetsoo Ama.

kofi mii wié & & ts35 ama
Kofi PROG speak 3SG PROG teach Ama
PN V \% PN

“Kofi is advising Ama'

Tete baanye eba wo.

C.
tete baa ny€ é ba wo
Tettey INGR.FUT can 3SG.SBJV come tomorrow
PN V \ ADV

“Tettey will be able to come tomorrow'

(6)a  Kofi woo kemoo shwane fee.

kofi wd ke mdy shwane fee
Kofi sleep HAB MOVE hold HAB afiernoon all
PN V Vv N Quant
“Kofi sleeps all afternoon'
b Hoomo nii aha wo

hoo m3 nii a hé WO

cook IMP thing.PL  SBJV give us

Vv N \% PRON

“Cook for us'

“ Akefutu nu wo kpulu mli.

a ke fathnu  wo kpulu mli
IMPERS AOR.MOVE mix water AOR.put cup inside
\ N \ N N

“They were mixed with water and put in a cup'
Generated in TypeCraft.

The three examples in (5) are of the type called “resumptive” SVCs; a
pronominal subject agreement element precedes the second verb. No such
element appears in the sentences of (6), although semantically the subject is
equally shared. The first verb of (5¢) and (6c¢) and the second in (6a) are EVCs
and include one preverb each. Aspect, Mode and Polarity marking is identical
in both verbs of the SVCs, except in (5¢) where the first verb is future and in
(6b) where the first verb is singular imperative. In both cases, the second verb
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is marked subjunctive. In (6c), there is an understood 3. person plural object of
'mix', understood also as object of 'put".*’

As these examples indicate, much of what is said above about EVCs is true
of integrated Serial Verb Constructions as well: an SVC is interpreted as
manifesting a single aspectual-modal verb feature, and rules for the distribution
of feature marking work from left to right. However the feature marking obeys
slightly different rules:

Within an EVC (as already said), only modal inflection is morphologically
marked more than once, namely on the two left-most pre-verbs excluding ke. In
an SVC on the other hand, all participating Vs must be marked, be it as aorist,
perfect, habitual, or progressive, or subjunctive or plur-imperative. One
constraint still applies, as noted: only V1 in an SVC can be marked future
positive or sing-imperative (see Table 1). V2 in such cases is marked
subjunctive. This sequencing however reflects exactly what happens in an
EVC, where, e.g., the sing-imperative suffix on the prohibitive verb ka is
followed by the subjunctive prefix to the next verb. From this, two questions
arise: how do we account for this parallelism between the two construction
types; and how do we account for the distinctness in verb sequencing for
exactly the inflectional categories mentioned?

3 Analytic assumptions and challenges

3.1 Syntactic structure

We assume that in an SVC, each verb phrase is adjoined to the preceding
sequence of VPs headed by VS/EVCs (which constitutes a constituent already).
This is motivated by the circumstance that when a VPb follows VPa in the
pattern of an SVC, the head verb of VVPa does not take VVPb as a complement;
on the contrary, VPa is always fully saturated, and capable of occurring by
itself. In an EVC, in contrast, the circumstance that the leftmost V generally

1% Note that sometimes otherwise identical sentences exist both with and without the resumptive
subject marker on the second verb. A resumptive marker never occurs internally in an EVC.
Thus both (i) and (ii) are possible, but not (iii) or (iv).
0] 0,-f5 tsensile  d,-k&- nme shi

2S-throw pan  DEF 2S-move-put down

You threw down the pan
(i) o-f5 tsensi le  ké-pme shi

2S-throw pan  DEF kee-put down

You threw down the pan.

(iii) *o-f5 tsensile  o-k#-d0-ymg  shi
2S-throw pan DEF 2S-ke-2S-put  down
(iv) *o-f5 tsensi le  k&-0-ymée shi

2S-throw pan DEF ke-2S-put down

The ungrammaticality of (iii) and (iv) constitutes a further reason to distinguish EVCs from
SVCs, since the pronominal prefix can occur on any verb in an SVC.
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decides the array of possible inflectional categories can be captured by
analyzing the leftmost V as the head of the EVC, so that in complex EVC
structures, there will be a right-branching complement-taking pattern as in (7)
(reflecting (3)):*

(7
vke/\v

/\
neg /V\
Vdei(it Vrrain
ké- k- ba- ha

(8) now displays the combination of a simple SVC structure and a simple EVC
structure, the latter constituting the head V of the first VP of an SVC:

(8)a Akwele baahoo nii aha wo.
akwele bad 'héo nii & hi wo
Akwele INGR.FUT cook thing.PL SBJV give 1PL
PN \Y N \% Pron

“Akwele will cook for us'
Generated in TypeCraft.

\'% N V main N
/\
Vdeict Vmain
ba (a)4-théo nii 4-hi wo
INGR FUT-cook things SBJV-give 1PL

' Akwele will cook for us'

1 An alternative that could be explored is to treat the preverb as a specifier of its sister V
projection. Examples of an adjunction analysis of SVCs can be found also in Bodomo 1997 and
Sahoo 2002 (the latter for rather different phenomena, though).
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baalhoo is an EVC, with the transitive verb 400 'cook' as main verb; since the
verbs are sequenced together as a word unit, the object of Aoo appears
structurally outside the EVC, and thus not in a direct complement position
relative to the verb.

3.2 Argument sharing

Technically in (8b), the valency of Aoo has to be transmitted up to the
dominating V, formally along lines well explored e.g., in the analysis of
German complex verbs (cf. Miiller 2002 for a summary of the literature). The
second main verb Aa 'give' is ditransitive, but in this construction followed
only by a single object, the indirect object wo, instantiating the well known
constellation of 'object-sharing' of SVCs: what semantically fills the role of the
received of Aa is nii, the object of the first EVC.

At the point where the two verb projections meet in the structure, the
COMPS lists of both verbs are saturated. To propagate the information that the
theme argument of ha 'give' is identical to the direct object of hoo 'cook’, we
need a feature which 'survives' cancellation. In the current setting, we use a
feature DOBJECT, exploited in the rule adjoining a serial VP to the preceding
VP as follows in (9), in the code of an HPSG Grammar-matrix based LKB
grammar (cf. Copestake 2002, Copestake et al. 2005) sustaining the current
analysis:

9) VP
head-v-adjunction-vp-to-vp-objshare

SYNSEM | LOCAL | CAT | QVAL
DOBJECT | ... | INDEX

SUBJECT | ... | INDEX }

Vv
SUBJECT | ... | INDEX H

SYNSEM | LOCAL | CAT | QVAL
DOBJECT | ... | INDEX

VP

SYNSEM | LOCAL | CAT | QVAL
DOBJECT | ... | INDEX

SUBJECT | ... | INDEX H

Notice that since the VPs may in principle be saturated also for subject (due to
the prefixed pronoun admissible on a 'resumptive’ V2), the QVAL identity
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requirement also comprises SUBJECT.* (In a language not allowing for such
‘resumptive’ SVCs, on the other hand, ensuring shared subject can be done using
VAL list information.) *

Arguably, object sharing is not necessarily a property of SVCs with
transitive verbs, and thus the grammar must contain a counterpart to (9) which
does not impose DOBJECT identity (but necessarily SUBJECT identity™®), to be
referred to as head-v-adjunction-vp-to-vp-nonobjshare. How to ensure selection
of the correct option for each relevant case (when ambiguity does not obtain), is
a topic that limitations of space prevent us from going into here.

A preverb is subcategorized for a verbal complement, which may be a
main verb or an EVC in turn. The combinatorial rule follows the pattern of
head-complement rules. Whatever is the valence of the main verb is propagated
to the higher nodes, by a specification in the preverb combinatorial schema as
indicated below:

(10) \Y%
head-preverb-vcomp-str
SYNSEM | LOCAL | CAT | VAL | COMPS

\Y \Y
[SYNSEM | LOCAL | CAT | VAL | COMPS }

As noted, ke is not an independent verb — it must always be followed by

another verb. But it also always has an object, even if this is a phonetically null
pronoun, or it is only semantically present as in a VP2 in an SVC; in (11a),
however, it is present, and the structure of (11a) is interestingly different from
(8b), indicated in (11b):

12 QVAL is a counterpart to VAL supporting non-cancellable valence information, and is an
attribute also used in the Norwegian LKB grammar NorSource (Beermann and Hellan 2004,
Hellan and Beermann 2005): the QVAL specification supplements VAL specification, the latter
dealing with valence saturation as in standard HPSG, the former with 'non-local' propagation of
valence information. It may be noted that in the LKB grammars based on the 'HPSG Grammar
Matrix', a special attribute XARG is used for purposes similar to those of the current QVAL
features (earlier HPSG literature also has other attributes with similar function; cf. Ackermann et
al).

18 |n the structure illustrated, the second /P is headed by a ditransitive verb, whose valence for a
direct object is not satisfied by an actually occurring NP. Whichever mechanism is used to
suspend the requirement of a direct object (in the grammar framework referred to it is a unary
rule), it has to preserve a referential index for this object, to be equated to the index of the actually
occurring NP in the preceding VP.

14 The constellation type often referred to as 'switched sharing’, with object of the first VV being
identical to the subject of the second V, is not to our knowledge attested in Ga.
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1D a. eke wolo le ha mi.

¢ ke wolole hi mi
3SG MOVE book DEF AOR.give 1SG
Vv N DETV Pron

"He gave me the book'
Generated in TypeCraft.

/V\ "

V1 Vmain
/\
Vdeict NP
e-ke wolo le ha mi
3S-MOVE book the give 1S

'he gave me the book'.

(12) \Y

head-preverb-vcomp-str
VAL | COMPS
QVAL | DOBJECT

SYNSEM | LOCAL | CAT

\Y

[SYNSEM | LOCAL | CAT | QVAL | DOBJECT ]
\Y

VAL | COMPS ﬂ

SYNSEM | LOCAL | CAT
QVAL | DOBJECT

Like in (8), the understood direct object of ha has to come from the preceding
verbal projection, but this time, that projection, viz. Vv, in the tree, is itself a
preverb of the EVC in which ha is the main verb. To deal with this structure,
one first needs a variant of the head-complement rule for direct objects which is
defined at word level, to accommodate V;. In the combination of V; with Vain,
which is effected by (10), an identity must in turn be imposed between the
.. -QVAL|DOBJECT of the head V; and the ...QVAL|DOBJECT of the Vain,
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an identity of the kind otherwise expressed in the SVC combination rule (9).
This, technically, requires one subtype of (10) defined for the case where the
left daughter V is a transitive construction (the one here in question), and one
for where that V is intransitive (as for the prohibitive verb and the deictic
verbs); the version relevant for (11b), thus, is (12) (technically a subtype of

(10)).

It will be noted that, given an obvious coindexation between the index of
DOBJECT and the relevant item on the COMPS list, this scheme will ensure that
the DOBJECT feature propagated to the top V in (12), corresponding to V, in
(11b), will be identical to the object of ke. This means that in an SVC with
transitive main verbs and with a ke-EVC constituting the V of the first VP, one
will expect object sharing. This, however, is not necessarily the case; for
instance, in the 'instrumental' SVC (13), where the string Aku ke kakla e-fo
brodo has the same structure as Vv, in (11b),

(13)  Aku ke kakla efo brodo kebaha ame.

aku ke kakla é fo brodo ké ba hi ame
Aku MOVE knife PERF cut bread MOVE.PERF INGR give 3PL
PN V N Vv N Vv Pron

“Aku has cut bread for them with a knife'
Generated in TypeCraft.

‘knife’ is relevant only to the the preverb of the first VP; fo is not ditransitive,
and kakla (as an instrument) cannot be its object, so that even within the EVC
objects need not be shared. (On the other hand, the object of fo “cut”, ie.
“bread”, must be available to VP2 as an Object of ha “give”.) Thus, alongside
(12), there has to be assumed another schema for the transitive preverb where
its object is not shared with the object of the main verb — thus, a parallelism of
schemata like what we observed in connection with (9) above.' Exactly how a
traditional SVC category like ‘instrumental SVC/EVC' can be technically
invoked at the point where the parser can in principle apply either (12) or the
non-object sharing variant (and for that matter, (9) or head-v-adjunction-vp-to-
vp-nonobjshare in an SVC), is a question which involves the notion of
‘construction’ encoding beyond what normally is encoded in a lexical entry, and
is a topic we will not pursue here.

!5 It may be noted that when a VP that includes ke is the V2 in an SVC, its object is not the object
of V1 but the entire VP (Dakubu 2004b). An example is given in (i).

0] of5  tsensile  kd-yms shi
2S-throw pan DEF MOVE-put down
"You threw down the pan.'
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3.3 Aspect sharing

For both EVCs and SVCs, we have stated that aspect and mode information is
generally shared between the sister V constituents at any combination, and that
for both SVC and EVC combination, the inflectional category of the head
determines that of the sequence; thus, with the binary breakdown of structure
assumed, the inflectional category of the head determines the inflectional
category of the head of the right daughter. To generalize this kind of constraint
over both right-adjunction and right-complementation structures, we need to
define a supertype of these two constellation types, one we may call head-v-
initial-binary-structure, abstracting away from the mode of combination, and
from whether the combination is at a phrasal or word-internal level. Thus, the
following partial type hierarchy will be assumed (where the non-specified types
under head-v-complement-str include phrasal combinations):

14) head-v-initial-binary-v-structure

/\

head--v-adjunction-str head-v-complement-str

..... head-v-adjunction-vp-to-vp  ......" head-preverb-vcomp-str

The highest of these types is where the common pattern of aspect-mode
agreement should be stated; schematically, what we are aiming for is the
following reentrancies, where INDEX has the value index declared, when the
expression is verbal, for the feature ASP-MODE, with value asp-mode, in turn
declared for features to be seen shortly:

(15)
head-v-initial-binary-v-structure
SYNSEM | LOCAL | CAT | HEAD verb
SYNSEM | LOCAL | CONT | HOOK | INDEX | ASP-MODE

V /\
SYNSEM | LOCAL | CONT | HOOK | INDEX | ASP-MODE

Vv
SYNSEM | LOCAL | CONT | HOOK | INDEX | ASP-MODE

but in order to state that whenever the left daughter is sg-imperative or (non-
negated) future, then the right daughter is subjunctive, we need two subtypes of
this schema, one for when the inflection carries the feature PROSP-, and one for
PROSP+, the latter characterizing the cases imperative and (hon-negated) future;
PROSP is a feature declared by the type asp-mode inside the ASP-MODE feature:
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(16)

a. head-v-initial-binary-v-structure

head-v-nonmode-str head-v-mode-str
b.

head-v-nonmode-structure
SYNSEM | LOCAL | CONT | HOOK | INDEX [ASP-MODE [2][PROSP —]]

VvV
SYNSEM | LOCAL | CONT | HOOK | INDEX [ASP-MODE }

V
SYNSEM | LOCAL | CONT | HOOK | INDEX [ASP-MODE }

head-v-mode-structure
SYNSEM | LOCAL | CONT | HOOK | INDEX[ASP-MODE [2][PrROSP +ﬂ

Vv
SYNSEM | LOCAL | CONT | HOOK | INDEX[ASP-MODE J

Vv
SYNSEM | LOCAL | CONT | HOOK | INDEX[ASP-MODE subjunctive}

The type subjunctive we define as follows (introducing INTENT as a further
feature declared by asp-mode):

a7 SYNSEM | LOCAL | CONT | HOOK | INDEX

INTENT bool
ASP-MODE

PROSP +

as opposed to imperative as:

INTENT —
(18) SYNSEM | LOCAL | CONT | HOOK | INDEX| ASP-MODE

PROSP +
and future as:

INTENT
(29) SYNSEM | LOCAL | CONT | HOOK | INDEX | ASP-MODE [PROSP :H
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whereby the occurrence of subjunctive in SVCs and EVCs is construed as
complying with the general uniformity constraint, albeit still constituting a
specified option. (As for further features decomposing the type asp-mode, see
shortly.)

Relative to the schemata indicated in (9) and (10), these are types that will
intersect with the subtypes in (16a), thus having subtypes for both the 'mode’
and the 'nonmode' version.

34 Inflection exponence in EVCs

A further phenomenon requiring specific constraints is the varying options for
exponence constraints on inflections inside of an EVC, as described above. To
state these in a technically viable fashion, a verb form V will have, for each
inflectional category C, a binary feature "I can expose C": when positively
specified, the inflectional spelling rule for C will induce the morphology
associated with C, and when negatively, not. The environment of V decides
whether the specification is positive or negative. For instance, a deictic pre-verb
will have the following inherent and subcategorization specification (as was
said above, if the inflection chosen in an EVC is aspectual, then only one verb
in the EVC may expose it; in a sequence Vgeict - Vmain, if the category is perfect,
then its exponent occurs on Ve, and if the category is future or habitual, its
exponent occurs on Vain). "'l can expose perfect” is spelled as 'EXPNT-PERF +'
which is to say that the item can in principle expose a perfect, not necessarily
that it has that inflection in a given structure:

(20)
[ deictic-preverb 1
I EXPNT-PERF -]\ |

CAT | VAL | COMPS EXPNT-FUT +
EXPNT-HAB +
EXPNT-AOR +

SYNSEM

EXPNT-PERF +

EXPNT-FUT -

EXPNT-HAB -

EXPNT-AOR +

That is, a deictic preverb by itself can expose perfective, but not future or
habitual; and any verb taken as complement of a deictic preverb can expose
future, habitual or aorist, but not perfective. A main verb lexeme by itself is
underspecified for the EXPNT-features.

With lexical specifications like (20) for preverbs, the combinatorial rules
for SVCs and EVCs inheriting from (15) will declare the combining verbs as

115



having identical aspect, whereby the restrictions on exponence are filtered off
from the general identity schema.

35 Semantic representation

The semantics of SVC and EVVC combination needs to take three circumstances
into account:

(A) Items combining in these constructions largely bring with them their lexical
meaning, so that as a default, the combinatorial semantics should assemble all
lexical predicates (with their arguments) in their expressed relationships.

(B) Some combinations are collocational, and need to be marked as such.

(C) Some of the preverbs contribute a global aspectual value to the construction,
which ought to be exposed representationally at whatever level aspect is
otherwise represented.

In the framework in question, the combinatorial semantics of a
construction is standardly exposed in Minimal Recursion Semantics (cf.
Copestake & al. (2005)). As an example, the representation in this notation for
the meaning of (8) (with (8a) repeated) is as follows:

Akwele baahoo nii aha wo.

akwele baa héo nii a hi wo
Akwele INGR.FUT cook thing.PL SBIJV give 1PL
PN \Y% N \Y Pron

“Akwele will cook for us'
Generated in TypeCraft.

" _ba_pre—v_rel"('come’)
" _hoo_v_rel"(‘'cook’)

INTENT +
ARGO x4 ASP — MODE{ } ARGO e6
.| ARGO e6 PROSP + ,
CARG "Akwele" ) ARG1 x4
DEICT — ASPECT ingress ARG2 x9

ARG1 x4
" _ha_v_rel"('give’)

ARGO elz[ASP - MODE]

" ni I (‘thi - |
_ni_n_rel('thing’) | ARGLx4 ’ 1st —pers_pron _re
ARGO x9 ARGO x13

ARG2 x9

ARG3x13
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In this notation, essentially every word in the syntactic string is represented with
a so-called elementary predication ('EP"), displaying a predicate value for the
word and the arguments of that predicate (ARGO corresponds to a referential
index of the word), in a manner partly reflecting the feature structures assigned
by the grammatical types and rules. (A) is thereby here observed, in that each
lexical item in (8) constitutes an elementary predication (EP) by itself. (C) is
reflected in the circumstance that the preverb ba induces the value ingress for
the feature DEICT-ASPECT, in addition to constituting its own EP. The
construction is not a collocation, hence there is no collocativity marking. (The
fact that the English translation will use "for" rather than the verb "give" is of
course no reason to say that ha (‘'give") in this construction has somehow lost its
normal meaning.) Notice that, in accordance with the discussion in 3.2 above,
the morphological discrepancy between future marking in the first VP and
subjunctive marking in the second VP has no semantic effect, since the
subjunctive marking is semantically underspecified relative to future.

4 Summary

Two types of multiverb constructions in Ga have been considered, the Extended
Verb Complex (EVC) and Serial Verb Constructions (SVC). While SVCs are
clearly phrasal constructions, EVCs meet on the one hand criteria of being
analyzed as single words, but on the other hand they exhibit internal relations of
types that are customarily found in phrasal constructions. Thus, the EVCs have
been analyzed as recursive head complement structures, constituting a single
word, but with dependent word forms as constituents. The boundedness of the
preverbs to the EVC construction is analytically expressed through the
obligatoriness of their verbal complement. The head-complement rule used for
stating the dependence is formally of the same type as is used at phrasal level,
and this hybrid nature of phrasal-like syntax and semantics and word-internal
morphology and phonology may be seen as capturing the intermediate status of
the EVVC as a phenomenon situated between syntax and morphology.

As far as SVCs go, particular to Ga compared to other SVC languages is
the ‘'resumptive subject' option. Otherwise sharing of subjects and objects
exhibit patterns similar to what is found in other serializing languages. Not
unlike the situation in other such langauges, SVCs have been shown to be
expose just one asp-mode value, and so do EVCs, although with different
patterns of exponence of the asp-mode values.

A challenge to standard 'locality’ assumptions within HPSG is constituted
by argument sharing relations between the Vs and VPs partaking in an SVC: at
the point where two VPs are adjoined, a record of identity of objects seems
necessary for object-sharing SVCs across all languages, and in Ga, this mode of
specification is needed also for subjects when V2 has a resumptive subject. The
type of specification used here (exemplified in (9)), with phrasally propagated
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attributes identifying subjects as well as objects, is one way of accommodating
the situation.
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Abstract

In this paper | suggest an interface level of semantic remtasions, that
on the one hand corresponds to morpho-syntactic entitiels as phrase
structure rules, function words and inflections, and thaherother hand can
be mapped to lexical semantic representations that oneatkly needs in
order to give good predictions about argument frames o€téxiems. This
interface level consists of basic constructions that caddmmposed into
five sub-constructionsafgl-role, arg2-role... arg5-role). | argue in favour
of phrasal constructions in order to account for alterirgyarent frames and
maybe also coercion without having to use lexical rules oltipia lexical
entries.

1 Introduction

Every syntactic theory will have to decide on which compdnanthe grammar
shoulders the burden of subcategorization, the lexicohesyntax. While frame-
works like HPSG and LFG are mainly lexicalist, Construct®rammar and some
versions of Minimalism are more in favour of letting the syntdo most of the
labour.

This paper presents an HPSG-like approach which aims atngakclear dis-
tinction between morpho-syntactic elements such as plstaseture rules, func-
tion words and inflections on the one hand, and open classaleitems on the
other. | believe that open class lexical items do not havegratical content in the
sense that they are assigned a particular category anchthateéquire particular
argument frames. The fact that they can be coerced is a stidimgition that they
do not have any fixed grammatical information in the way thatcfion words and
inflections do. | also believe that what Borer (2005, 11)nefe as an “intricate
web of layers of a complex perceptual structure and emengiod knowledge”
is what open class lexical items are representing. And i ithé end this intri-
cate web of layers that the lexical item represents that snakerefer a particular
category and argument frame.

However, writing a grammar based on such a theory is a hugedassidering
the enormous amount of factors involved. What | will focusrothis paper are the
syntactic rules, the function words and the inflections thalke up the grammatical
frame that the open class lexical items appear in. | will alsetch an interface to
the “web of layers” that can be employed in order to resthietiumber of possible
argument frames.

The main objective behind such an approach is to be able tmattor altering
argument frames and maybe also coercion without having édexscal rules or
multiple lexical entries.

| assume five argument roles that are different from the fanat argument
roles like Subject and Complement used in the HPSG litezat(they are also

fThanks to Lars Hellan, Stefan Miiller and four anonymouseresrs for helpful comments.
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not necessarily linked to functions like Subject, Directi&iand Indirect Object.
They are maybe more inspired by the initial stratum in Retetl Grammar (see
Blake (1990)). The five roles are not directly linked to a jgatar syntactic re-
alization. That is, a role can be realized either as a phragetsre rule, as an
inflection or as a function word. The argument roles are w@taty assumed to be
determined by the semantics of the verb, and corresponciyatpthematic roles:

e Argl-role: The agent or source.

Arg2-role: The patient.

Arg3-role: The benefactive or recipient.

Arg4-role: The goal.

Arg5-role: The antecederit.

The argument roles function as a meeting point between d@ramd syntax.

I have intentionally been vague in the semantic definitiobgva, and the role
namesargl-role arg2-roleetc. are chosen not only because similar names are used
in Relational Grammar, but also because they are neutra.r@e can correspond

to several semantic roles in lexical semantics.

This approach can be seen as an attempt to extract the sesnainglyntax. So
given a syntactic construction, one can infer certain séimesies even though one
does not get the full lexical semantics. | believe that tllesemantic representation
comes from the semantics of syntplus the meaning that the open class lexical
item represents.

2 Construction Grammar

Goldberg (1995) gives a number of phrasal constructionisitidgpendent of the
lexical meaning of the words can be said to have a meaningmpbes of such
constructions are:

i) The English Ditransitive Constructio(see (1)), which has the following
syntactic active structure: [SUBJ [V OBJ OBJ2]],

i) The English Caused-Motion Constructi(see (2)), which has the following
syntactic active structure: [SUBJ [V OBJ OBL]],

iii) The English Resultative Constructigeee (3)), which has the following
syntactic active structure: [SUBJ [V OBJ OBL]], and

iv) The Way Constructiosee (4)), which has the following syntactic active
structure: [SUBJJ[V [POSS way] OBL]]

(1) Sally baked her sister a cake. (Goldberg, 1995, 141)

1| use the ternanteceden(taken from Croft (1991)) as a collection term for roles likstrument,
comitative, manner and source.
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(2) They laughed the poor guy out of the room. (Goldberg, 1992)
(3) He talked himself blue in the face. (Goldberg, 1995, 189)
(4) Frank dug his way out of the prison. (Goldberg, 1995, 199)

Typical for verbs appearing in these constructions is theit argument frames
are not necessarily predictable from the verb’s semantic€onstruction Gram-
mar, the argument frames can be contributed by the conistingctand the meaning
is composed by the verb’s semantics and the constructiqpéaas in. There is no
need to assume several verb meanings for the same stem moatzount for a
verb with more than one possible argument frame.

Muller (2006) points out a problem with phrasal ConstroictGrammar as pre-
sented in Goldberg (1995), namely that for example 218 cocisbns are required
in order to account for resultatives in connection with petations of SUBJ, OBJ
and OBL, verb initial/verb final position, passive, middiapdal infinitives and
free datives in German. And this leaves out the treatmentpinats and com-
plex predicates, which could make the number of construstioeeded infinite.
Muller’s criticism presupposes that the phrasal consitvus either are flat, or that
they necessitate constraints trees of a depth greater tirearfor the German sub-
ordinate clauses in (5), he assigns the structures in (6):

(5) a. daflso griin selbstJandie Tur nichtstreicht
thatthatgreeneven Janthedoornot paints

‘that not even Jan would paint the door that green’

b. daRso griin die Tur selbstJannichtstreicht
thatthatgreenthedooreven Jannot paints

c. daRJanso grin selbstdie Tur nichtstreicht
thatJanthatgreeneven thedoornot paints
d. daReinesolcheTir so grin niemandstreicht
thata such doorthatgreennobody paints

‘that nobody paints such a door that green’

(6) a. [OBL SUBJOBJ V]
b. [OBL OBJ SUBJ V]
c. [SUBJ OBL OBJ V]

d. [OBJ OBL SUBJ V]

What is new in the approach that | am going to suggest herbaiscbnstruc-
tions are decomposed into sub-constructions. This maksssgible to maintain
binary structures without constraints on threes of a depthtgr than one, and at
the same time have a phrasal approach to constructions. Xanepées in (5) can
be given the (binary) structures in #):

2COMPL stands focomplementizer
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(7) a. [[[[COMPL ARG4] ARG1] ARG2] V]
b. [[[[COMPL ARG4] ARG2] ARG1] V]
c. [[[COMPL ARG1] ARG4] ARG2] V]
d. [[[COMPL ARG2] ARG4] ARG1] V]

Before | explain how this can be achieved, | will discuss ttgument roles |
am assuming.

3 Argumentroles

The five argument roles can have different syntactic retidiag, as the examples
(8)—-(12) illustrate. | here exemplify how the argument sadee realized in English.

Argl-role: The agent or source. The argl-role can be realized as anbj#tsu
(see (8a)), as the passive auxiliary (see (8b)) or as thativdilnmarker (see (8c)).
If the argl-role is realized as the passive morphology,rihcabe a source.

(8) a.Johnsmashed the ball.
b. The ballwassmashed.
c. (John tried¥o smash the ball.

Arg2-role: The patient. This role is usually realized as the dirececb{see
(9a)), but if the sentence is unaccusative or passive, itbearealized as subject
(see (9b) and (9c), respectively). The role can also bezeghlas the infinitival
marker (see (9d)). When realized as subject or direct glijeetargument can be
an NP (see (9a) and (9b)), a subordinate clause (see 9e)mfiratiMal clause (see

(99).

(9) a. John smashdte ball.
b. The boatarrived.
c. The ball was smashed.
d. (The car neededd be washed.
e. John saidhat Mary smashed the ball
f. John promisedo smile.

Arg3-role: The benefactive or recipient. This role is usually realizes indi-
rect object (see (10a)), but if the sentence is passive,dieecan be realized as
subject (see (10b)). It can also be realized as the infihithaker (see (10c)).

(10) a. John gavMary a book.
b. Mary was given the book.
c. (Mary wanted}o be given a book.

Arg4-role: The goal. This is either a resultative or an end-of-pattd isn
realized as a PP, AP or NP complement (see (11a)—(11c)).
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(11) a. John smashed the ballt of the room.
b. John hammered the mefkit.
c. He painted the cax brilliant red .3

Arg5-role: The antecedent. This is a participant which precedes thiernpa
in the chain of events. It can be instrument, comitative, mearor source. It is
realized as a PP complement (see (£2)).

(12) John punctured the balloevith a needle

4 Argument frames and valence alternations

| assume that argument frames are made up of constellatfche éive argument

roles above. Some of the argument frames are exemplified3)hn ((13a) has

one argument role, the argl-role, which constitutes an-fiegthe. (13b) has two

argument roles, the argl-role and the arg2-role, and tles tolgether constitute
an argl2-frame. (13c) has one argument role, the arg2andligh constitutes an

arg2-frame. (13d) has three argument roles, an argl-nolasg®-role and an arg3-
role, and these three roles constitute an arg123-framee) (i&s three argument
roles, an argl-role, an arg2-role and an arg4-role. Thesttokes constitute an
argl24-frame. (13f) has the three roles argl-role, arggand arg5-role, which

constitute an arg125-frame.

(13) a. John smiles. (argl-frame)
b. John smashed the ball. (arg12-frame)
c. The boat arrived. (arg2-frame)
d. John gave Mary a book. (argl23-frame)
e. John gave a book to Mary. (argl24-frame)
f. John punctured a balloon with a needle. (argl25-frame)

In this account, valence alternations can be explainediingef verbs entering
different syntactic argument frames that are made up ofcsuistructions. Exam-
ples (14)—(20) are taken from Levin (1993). | have equippacheexample with
the corresponding argument frame (in parenthesis).

(14) Causative/Inchoative Alternation
a. Janet broke the cup. (argl2-frame)
b. The cup broke. (arg2-frame)

(15) Unexpressed Object Alternation

This example is taken from Rothstein (1985, 83)

“The distinction between participants that precede thecolijethe causal chain (what here is
referred to as the arg5-role) and participants that folltve @rg4-role) is found in (Croft, 1991,
183-240).
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a. Mike ate the cake. (argl2-frame)
b. Mike ate. (argl-frame)

(16) Conative Alternation
a. Paula hit the fence. (argl2-frame)
b. Paula hit at the fence. (argl4-frame)

(17) Preposition Drop Alternation
a. Martha climbed up the mountain. (argl4-frame)
b. Martha climbed the mountain. (argl2-frame)

(18) Dative Alternation
a. Bill sold a car to Tom. (argl24-frame)
b. Bill sold Tom a car. (argl23-frame)

(19) Locative Alternation
a. Jack sprayed paint on the wall. (arg124-frame)
b. Jack sprayed the wall with paint. (arg125-frame)

(20) Instrument Subject Alternation
a. David broke the window with a hammer. (argl25-frame)
b. The hammer broke the window. (argl2-frame)

| see the argument frames to constitute general construtfjmes that more
specific constructions can inherit from. The argl2-framé€lim) is for example
different from the argl2-frame in (20b) in that (20b) is ngeative. The arg124-
frame can be seen to have several subtypes, namely the Gdlatied Construc-
tion ((2)), the Resultative Construction ((3)) and WvayConstruction ((4)).

Some verbs, likalrip, can enter a great number of argument frames, as illus-
trated in (21). Here 14 different argument frames are lisBeaf them have passive
counterparts. If one uses a lexical approach, as suggegtddiker, the number of
lexical constructions becomes quite large. It is possibldotwith only one lexical
entry fordrip here, since the verb is treated more like a modifier of theagyiat
argument frame it appears in, rather than as a head withdntral of its syntactic
environment.

(21) a.argl-frame
The roof drips.

b. argl4-frame
The doctor drips into the eyes.

c. argl5-frame
The doctor drips with water.

d. argl45-frame
The doctor drips into the eyes with water.
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e. argl2-frame
The roof drips water.

f. argl24-frame
The roof drips water into the bucket.

g. argl25-frame
The doctor dripped the eyes with water.

h. arg145-frame
The doctor dripped into the eyes with water.

i. argl23-frame
John dripped himself two drops of water.

j. argl234-frame
John dripped himself two drops of water into his eyes.

k. arg12345-frame
John dripped himself two drops of water into his eyes withapdrounter.

I. arg2-frame
Water dripped.

m. arg24-frame
Water dripped into the bucket.

n. arg0-frame
It drips.

5 Analysis

The basic argument frame of a clause is arrived at by lettiagriorpho-syntactic
functional elements in the clause (phrase structure rilastion words and inflec-
tions) contribute information about which sub-constres that have applied by
means of types. An item that realizes the argl-role, wiltdbate the typeargl+,
an item that realizes the arg2-role contributes the gng2+, and so on. The ar-
gument roles that are not realized will be registered withatige types. When a
clause is processed, the argument role types are unifiedansitive clause will
have the argument role typesgl+, arg2+, arg3—andarg4—> As is shown in
the type hierarchy in Figure 1, the unification of the typegl+, arg2+, arg3—
and arg4—yields the typeargl2 Similarly, a ditransitive clause will contribute
the argument role typesrgl+, arg2+, arg3+ andarg4— which unifies as the type
argl23

The argument role types, that the morpho-syntactic itemsritoite, together
with the hierarchy of argument frames, account for the fbssirgument frames.
The system allows one to constrain a verb to only enter afsp&eime. An unerga-
tive intransitive verb will for example be constrained tovdan argl-frame. This
constraint is only compatible with the following constéla of argument role

5| am not including the arg5-role for expository reasons.
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link

argl+ arg4+ arg2+ arg3+ arg3— arg4— argl- arg2-

arg12-

argl24 argl23 argl2 arg24 argl arg2 arg23 arg0

Figure 1: The hierarchy adrgument frameypes

types: argl+, arg2— arg3—andarg4— A verb can also be allowed to enter more
than one frame. Unexpressed object alternation verbselit¢see (15)) can be
constrained to have the argument frame tgpgl-12 It will then be compatible
with two constellations of argument role types, namegl+, arg2— arg3—and
arg4—andargl+, arg2+, arg3—andarg4—(see Figure 1§.

In the approach that | have suggested, permutations andadittachment
in German do not pose a problem, since the structures areybarad there is no
need (as Miller claims) to posit constraints on trees of@hdgreater than one.
The different sub-constructions apply independently, iaigdonly after the whole
clause is processed that it is clear what kind of constrodtiey were a part of.
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Abstract:

This papet examines the syntactic behavior of the Mauritian copularadp
icative and extracted sentences. As it is the case in magyéayes, the Mauritian
copulaeteis absent in certain constructions: It only appears in ekita contexts.
Our aim is to show that the postulation of a null copula, whiels been proposed
in various analyses, is inadequate for the Mauritian dathe fhenomenon, as
it is argued, rather lends itself to a strictly constructimsed analysis within the
framework of HPSG and is based on the distribution of weak@uos and TAM
markers.

1 Introduction

Schachter 1985; 1984 definespulasas words that are used to indicate the relation
between a subject and a nominal or adjectival predicate utrapalysis, we will
extend Schachter’s definition to prepositional phrasesedishence accounting for
all types of non-verbal predicate. In this sense, it is acl@xverb as opposed to
that of being a helping verb when used as an auxiliary. Thsgpion, which is
found in languages like French, English and so on, is notaai in Mauritian
(henceforth MC) since in this language it is only a main vepbearing in spe-
cific contexts. In fact, the copulatein MC fails to appear in declaratives with
a predicative complement but is present in extraction ct&iteThe aim of this
paper is to demonstrate that the analyses proposed to adoowbsent copulas
in the many languages where the phenomenon is present n@rezies- Haitian
(Déprez 1997, Gadelii to appear), Mauritian (Syea 1997)n@e (Muller 2006),
African American Vernacular English (Bender 2001) to nameafew, is unmo-
tivated for the data examined in Mauritian- a French-basezble. These have
indeed reached the conclusion that the specific behavitreafapula in these lan-
guages could only be accounted for if a null copula is postdlén contexts where
it is absent and a corresponding full form where it appeangeaSl997, within
the framework of Government and Binding, for instance, basenalysis on the
ECP and assumes that the copula is needed for the trace tofwrlgrgoverned.
The proposition, however, doesn't account for the spec#igavior of weak and
strong forms of personal pronouns, TAM markers as well asdgation marker.
In a constraint-based framework like HPSG, Miller to appadopts the null cop-
ula analysis in order to preserve the topological fields imn@z& when the copula
is omitted in declaratives while Bender (2001) cannot antdor long distance
dependencies without a phonologically null element in AAW&cause in these
constructions the copula is still missing. The paper shdwasthe arguments mo-
tivating these analyses do not account for the studied dea ¢hat the Mauritian

fWe wish to thank Olivier Bonami, Robert Borsley, Daniéle Galj Francois Mouret, Stephan
Muller and Ivan Sag for their comments and feedback on thiepaAll remaining mistakes are of
course our own.
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copula do not behave like Haitian’s or AAVE copula. Furtheren Muller's ac-
count essentially adopts a lexicalist approach over a phase because of the
complexity of the former in accounting for the differentdarization of a particu-
lar phenomena. Both types of analysis have advantages sadvdntages which
we will discuss throughout the paper. The latter is orgah&e follows: Section
2 reviews the historical background pertaining to the eermeg of the copula in
Mauritian, section 3 presents the relevant data, secti@viéws briefly the pro-
posed analyses and their problems, section 5 presenteamadilte analysis within
HPSG and finally section 6 concludes the discussion.

2 (Historical) Background

In his Etude sur le Patois Creole MauricieBaissac 1880 states that..)Le

créole en est resté a cette proposition embryonnaire. Le con cept de l'exis
-tence sans attribut est trop haute pour lui, il ne séleve ja mais jusqu’a
ces abstractions. Le verbe substantif, essentiel, le verbe "étre" n’existe

pas en créole.” P32 L. Although it is true that the copula emerged in the late 19th
century, the author strikingly analyzes it as a variant of the passéemarketi.
The confusion, no doubt, results from historical facts. Arieete/tecan actually
be found in old texts where it is clearly a tense matker

(1) Moy napa ete batte ca blancla.  (1779: Chaudenson 1981)
(2) Quequ’fois cabrit moi te manze.  (Chrestien 1831)

In both sentencegtel/teis a helping verb antlatteandmanzeare the main verbs.
These ancient forms can indeed be substituted by the past tearker whose
contemporary form i§i. This tense marker, which can appear with verbs, can also
stand alone in declaratives as will be seen later in this papepposed tete
which is a lexical verb=/auxiliary).

(3) Kot Zan ti ale?
where JohrpsTgo
‘Where did John go?’

(4) Kot zan (*ete) ale?

Schachter (1985) and Déprez (2000) distinguishes betweeaticators and
copulas where the former are used to mark predicate nominals whea thao
overt subject. The idea in raising up this point is to see trebther elements

1(...) Creole has remained at the level of this embryonic gstifpn. The concept of existence
without attribute is way to high for him, he never rises tosth@bstractions. The substantive verb,
which is essential, the verb 'to be’ doesn't exist in Creple.

2See Baker & Syea (1991) for more details

3The data are taken from Baker & Syea 1991. See also Corne 1982,
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such ase from Frenchc’est can be analyzed as a copula as has been proposed for
Haitian Creole (Déprez 2000) or as a proform, i.e. the sulgjean expletive type

of construction. Considering the following data, it can bguad that compared to

HC whereseis obligatorily present when the predicate is indefinitera&r), MC
never admitseas a copula (6b).

(5) (Se)tifi la ki pann vini.
It girl DEF REL NEGPERFCOmMe
‘It is the girl who didn’t come.’

(6) a. tifi la (*se) profeser.
girl DEFit  teacher
'The girl is a teacher.’

b. tifi la enn profeser.
girl DEF DETteacher
'The girl is a teacher.’

c. tifi la, seenn profeser.
girl DEFit DET teacher
'The qirl, she is a teacher.’

(7) Jan (*se) yon dokter. HC
Jan SE a doctor
'John is a doctor.’

In (6¢), where it seems to behave like a copskis a presentational pronoun.
Compare for instance (6b) to (6c) where the latter is cleadyjslocation as can be
seen from the English translation. Moreover there is awiffee between the two
sentences: wheseis present there is a pause marking dislocation in the pyosod
We thus consider thateis a presentational pronoun. In the next section, we con-
sider the data and propose alongside some preliminary seglyf the different
constructions.

3 Thedata

3.1 Verblesscopular sentences

MC has an absent copula in non-extracted declaratives ehétle predicate is
adjectival, prepositional or nominal, whether in the pgsgsent or future and
whether the predicate is negated or not as exemplified iL@)-

(8) a. Zan (*ete) (enn) profeser.
Johncopr a teacher
‘John is a teacher.’
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Zan (*ete) dan lakour.
JohncopP PRERgarden
'John is in the garden.

C. Zan (*ete) malad.
Johncor sick
‘John is sick.’

(9) a. Zan pa (*ete) (enn) profeser.
JohnNEG cop (a) teacher
'John is not a teacher.’

b. Zan pa (*ete)dan lakour.
JOhnNNEG coP PRERjarden
'John is not in the garden.’

c. Zan pa (*ete) malad.
JohnNEG coP sick
'John is not sick.’

(10) a. Zan ti (*ete) (enn) profeser.
JohnpsT cop (a) teacher
'John was a teacher.

b. Zan ti/pou (*ete) dan lakour.
JohnpPsTIRR COP PRERjarden
'John was/will be in the garden.

c. Zan ti/pou (*ete) malad.
JohnPST/IRR cOP sick
‘John was/will be sick.

Note that in (10a), we have deliberately excluded the iiseabrkerpou With
this marker, the verliinnis needed in order to denote process.

(11) Zan pou (*ete) vinn  (enn) profeser.
JohniRrR coP become (a) teacher
Lit. 'John will become a teacher.’

Similar to AAVE (Bender 2001), these verbless sentencesmelas finite
clauses in the sense that they can be embedded and coaddintii@erbal clauses:

(12) a. Mo krwar/panse Zan (*ete) (enn) profeser.
1sG believe/think Johrcop (a) teacher
'| believe/think that John is a teacher.
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b. Mo krwar/panse Zan (*ete) dan lakour.
1sG believe/think JohrtcopP  PREPgarden
‘| believe/think that John is in the garden.

c. Mo krwar/panse Zan (*ete) malad.
1sG believe/think JohrtopP sick
'| believel/think that John is sick.’

(13) Mo pe alee Zan (*ete) kontan.
1sG PROGgO and JohrcoP happy
'I'm leaving and John is happy.’

The prediction is also true when the embedded clause or demmmjunct is
negated, or when TAM markers are present as illustrateddipgdd (15).

(14) a. Mo krwar/panse Zan ti (*ete) (enn) profeser.
1sG believe/think JohpsT cop (a) teacher

'| believel/think that John was a teacher.

b. Mo krwar/panse Zan pa (*ete) dan lakour.
1sG NEG believe/think JOhmEG COP PREP
garden

| believe/think that John is not in the garden.’

c. Mo krwar/panse Zan pa ti (*ete) malad.
1sG believe/think JohmEG PST coP sick
'| believel/think that John was not sick.’

(15) Mo pe alee Zan pa (*ete) kontan.
1sG PROGQO and JOhmMEG COP happy
'I'm leaving and John is not happy.’

It seems then that in MC there is no element linking the pagdito its subject
in declaratives clauses. A lexical form having the propsrtf a copula somehow
surfaces in particular constructions as will be illustdaite the next section.

3.2 Distribution of the copula ete

As mentioned earlier, a lexical forateappears in specific constructions, namely in
extraction contexts: in direct (16) and indirect interridges (17), in topicalisations
(18), in relatives clauses (19), clefts (20) and exclanesti(21) (% means that the
data is not accepted by all speakers).

(16) Ki tifi la *(ete)?
what girl DEF cop
'What is the girl?’

4Syea 1997 discusses such data, but does not include exislesnat
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(17) mo pa kone ki tifi la *(ete)
1sG NEGknow what girlDEF cop
‘| don’t know what this girl is.’

(18) envoler zan *(ete)
A thief Johncor
A thief John is.

(19) Sa madamar ki li *(ete)la
DEM woman WithREL 3SG COP
"The woman with whom he is.’

(20) pares ki i *(ete)
lazy comp3sG coP
‘It is lazy that he is.’

(21) % alaenn bon dokterli *(ete) la!
DEIC a good doctor 8G COP DEIC
'What a good doctor he isV’

That the predicate is extracted is shown by the fact that weheae a long
distance dependency as in (22).

(22) kisannlato pansetifi la *(ete)?
who 2sGthink girl DEF coP
"Who do you think this girl is?’

It is thus predicate extraction that triggers the lexicalimation of the copula.
In interrogatives with an in-sitwhword (23), or with awh-subject, the copula
is impossible (24) even if the subject is extracted. It imampossible if only a
complement of the predicate is extracted (26). The saméegdplrelative clauses
where the subject is relativized (27) and in exclamativeh wo extraction (28).

(23) a. Zan (*ete) kote?
JohncoprP where
‘John is where?’

b. Tifila (*ete) ki manier?
girl DEF coP how way
'The girl is how?’

(24) kisannla (*ete) malad?

who COP sick
'Who is sick?’
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(25) kisannlato panse ki (*ete) malad?
who 2sGthink thatcor sick
'Who do you think is sick?’

(26) kont kisannla Zan (*ete) ankoler?
againstwho  Johogopr angry
Lit. ’Against whom John is angry?

(27) Sa madam ki  (*ete) malad...
the woman RELcopP sick
The woman who is sick...

(28) % Ala Zan (*ete) zoli la!
DEIC John (COP) beautifubeiC
"How beautiful John isV’

Finally, when a locative or manner predicate is extracthd, léxical copula
appears to be optional in interrogatives:

(29) Kot Zan (ete)?
where Johrcop
'Where is John?’

(30) Ki manier madam la (ete)?
howway womarber COP
'How is the woman?’

(31) Komyeliv la (ete)?
how bookDEF cop
'How much is the book?’

(32) Dan lakour, Zan *(ete)
PREPgarden, JohicoP
'In the garden, John is.

The data can be summarized in the table below.

impossible ete| optional ete obligatory ete
Declaratives | no extraction - topicalisation: loc.pred
33) Interrogatives| wh-subj/in-situ| wh-loc/manner.. wh-pred.
Relatives subj.rel. - pred.rel
loc.rel
Exclamatives| no extraction - wh-pred

Notice thateteis not necessarily in final position. It can be followed byivas
PPs or adverbial modifiers as seen from the following exasaple
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(34) Ki Zan *(ete)dan sa lekol la?
what Johncop PREP DEMscChOOIDEF
'What is John in this school?’

(35) Kot Zan (ete) zordi?
where Johrcop today
'Where is John today?’

Given the data, we thus analyeteas a head selecting for a gap predicative
complement.

4 Proposed analyses

In HPSG, two main types of analysis have been proposed foess clauses: a
construction-based approach (as in Sag & Wasow 1999 and@met Sag 2000)
and a lexicalist approach, based on a phonologically npilitaoform, as in Bender
(2001, 2003) , Borsley (2004) and (Muller 2006). We arguestierfavor of the
former.

In her analysis, Bender 2001 argues that the only way of atowfor the
behavior of the copula in AAVE is to allow that the copula isopblogically null
whenever itis deleted. The fact that the verb can be delatleohg distance depen-
dencies poses a serious problem if we are to propose a cotimstist approach.

(36) How old you think his baby?

The proposed analysis suggests that the empty copula folEA#/treated as
one of the inflected forms dife. A lexical rule applies to the verb verb projecting a
null form providing a way to account for sentences such asgB6ve. In the case
of MC as in (37a) beloveteis obligatory and hence the proposed analysis cannot
be applied to the data.

(37) a. Ki koulerto krwar so sak *(ete)?
how color G believe 3G.pPossbagcor
"What color you believe his bag is.’

b. Kot to panseso mama *(ete)?
where ZGthink 3sG.possmothercop
"Where do you think his/her mother is.’

Borsley 2004, when looking at the comparative-correlatioastruction in En-
glish, suggests that the vele have particular properties since it can be omitted in
some CC constructions as in (38).
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(38) the more intelligent the students (are), the betterntheks (are).

In his analysis, he suggests that a vbexcan be a phonologically null form
only in head-filler phrases. That is, in these constructiwhsre copula omission
is possible if and only if its complement is fronted as in (3)e head can be
phonologically null with a featureNuLL+]. The lexical description of the null
form be ensures that itsompsvalue is empty in order to avoid in-situ comple-
ments while the featursLASH provides the value of the element to be fronted.
The analysis provided by Borsley (2004) does not accounthiifacts in MC. If
a null element can only be accounted for in Head-filler ptsadeclaratives with-
out extraction are excluded. And in (34) above, if the conmaet is fronted, the
copula is still obligatory.

(39) Dan sa lekol la, ki Zan*(ete)?
PREP DEMschoolDEF what Zancop
In this school, what is John?

In the same kind of constraint-based grammar, Miiller to app&ccounts
for copula omission in German via a lexical rule as has beepgsed for AAVE
(Bender 2003). The argument relies on the fact that the clause type detation
in German is changed if a constructionist approach is adopi@at is, although
the copula doesn’'t have any semantic contribution to théeger, there is a need
to preserve the order domain because of sentence strueleferthermore argues
that empty elements is to be favored in German when it comeBipsis, like for
instance ellipsis of NPs, given the fact that without thake,semantics cannot be
recovered. A second argument in favor of phonologically aldments versus a
construction-based approach concerns the production bifpheuphrase-structure
rules in the type hierarchy. That is favoring a lexical aggtois certainly more
economical in terms of rules than a constructionist apgro&towever, it can be
argued that the same problem arises with a lexical-basemiatdn the sense that
we multiply lexical entries. Moreover, in his account noite entry is provide8
for the empty copula and hence, we are not able to see howld aaeract with
the phrase structure rules for German.

Finally, Syea 1997 in the Government and Binding framewprkposes two
forms of the copula for the MC data, a weak form (which is nafijd a strong form
(which isetg. Syea’s Generalization says that "the copula has the veeakih the
environment of a following overt constituent and the stréoigm in the environ-
ment of a following trace”. As already mentioned in the idtrotion paragraph,
his analysis is based on the ECP which says that traces mpsbjberly governed,
assuming that the null copula cannot be a proper governce. prbposal is that

5See also Ferguson (1968) for a different analysis.
8Actually, he send us back in a footnote to Bender's analy@ism¢ler, 2001).
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head-government requirement should apply at PF, whilecadent-government
requirement should apply at LF, since the copula, being sgéoadly void, does
not exist at LF.

4.1 Against anull copula

Our main argument against a null copula analysis is basetieudistribution of
weak pronounsno andto, the negation markgra and TAM markerdi, pouand

so forth. Weak forms of the 1st and 2nd personal pronomtsafidto) can appear
in verbless copular sentences but not in case of an extmactidike strong forms
mwaandtwa:

(40) To dan lakour
2SG PREPgarden
"You are in the garden.’

(41) Kot to *(ete)?
where ZG cop
'Where are you?’

(42) Kot twa?
Where ZG.0BJ
'Where are you?’

If a null copula is involved in (40), and legitimates the wdakm of the pro-
noun, then it should also be allowed in (41) since the nulltas compatible with
an extracted locative with an NP subject as in (29). If we ya®alveak pronouns
as proclitics (looking for a phonological host to their righthen (41) is bad with
an empty copula. The same behavior is witnessed with thetinagaarker and
the TAM markers.

(43) Kot Zan ti *(ete)?
where JohrPST COP
'Where was John?’

(44) Kot Zan pa *(ete)?
where JOhmEG coP
'Where wasn’'t John?’

Since the null pronoun is allowed with these markers in datizes it should
be the case with the extracted locatives, which as seen arevengrammatical.
If we analyze the negator as a modifier seeking a host and TAMergas raising
verbs, then the ungrammaticality of (43) and (44) can beaéxetl by the fact
that they are missing their complements. We thus say thgtsillecategorize for a
canonical complement (which can be a finite VP or a prediea{i?). Furthermore,
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as has been argued earlier the proposal made by Bender (Babd4ley (2004) and
Muller (2006) does not apply to the studied data since thieoglity of the copula
in these languages is based on factors different from theasible in MC. in the
next section, we provide an alternative analysis in HP8Gpired from Sag &
Wasow (1999).

5 A Construction-based HPSG Analysis

In Sag & Wasow 1999, a Zero Copula Rule is proposed wherekgp+] expres-
sions (predicative expressions) can combine with a nom@aubject to project

a fully saturated phrase structure. In other womBEHD+] expressions are able to
project finite clauses even if they are missing a verb. Thygosssible given that
the copula is semantically empty. We first provide the nergdgxical entries for
TAM markers and the copula and the relevant mechanismsialiptiie parsing of
the extracted contexts where the copeflais present and copulaless ones where it
is missing.

5.1 Lexical entriesfor ete, ti and pa

We analyze the copula as a verb which is constrained to takedicptive com-
plement of the typgap. A TAM marker liketi, on the other hand, is constrained
to take a finite VP or predicative complement of the tgamonical Finally, the
negatompa modifies a predicative or verbal head in sentential negation

(45) gap

<ete, ARG-ST < PRED + > >
SUBJ <>

(46) canon

<ti, ARG-ST ([, PRED+0rverb> >
SUBJ<>

(47) [adverb
MOD PRED + orverb
pa, CONT|NUCLEUSH
neg-quant-re|
STORE{ARG ]

When the locative (or manner and so forth) complements aatyzed as
[PRED +], they can be extracted and the copula thus surfages.s illustrated in
(48) below.

"See also Pollard & Sag 1994.
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[HEAD =]
questio
CONT|
SOA[2
(48)
WH {}
STORE {}
SLASH {}
'HEAD B]
SUBJ ()
LoC [STORE@] CONT|SOA[2]
WH [ STORE (6]
WH {}
SLASH
HEAD
SUBJ<>
gap-ss
SUBJ
ARG-ST( [1,
kot NP PRED*
LOCAL
CONT[2]
STORE{@}
SLASH{}
Zan ete

5.2 Our analysisof verbless clauses

Following (Sag & Wasow 1999), we handle verbless copularsg#a with a specific
construction, with a non verbal head, which is a subtype aflFgibject phrases,
assuming that the Head Feature Principle is a default @nsand that our verb-
less copular-construction rule here overrides the detawlstraint as suggested by
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Ginzburg & Sag 2008

(49) verbless-cop-cx head-subj-phrase &

R

VFORM fin
messag
CONT
SOA|[2]
HEAD non-verba
CONT|NUCL

[verb ]
HEAD

SYNSEM

HEAD-DTR[

This construction inherits from the head-subject phrasechvensures that the
subject is appropriate for the head. MC, unlike French, dugggenerally allow
subject inversion. We thus have a precedence rule thatsftineesubject to precede
the (non-verbal) head, accounting thus for the facts inatatives.

(50) HEAD-SUBJ}PHR — NON-HD-DTR  precedes [[PRED+]\/{VFORM fin]]

Recall that in the types definitions of core clauses we irelddclarative
clauses and interrogatives clauses, among others. Thefdrave aCONTENT
value of typemessageavhile the latter, i.e., declarative clauses and interriggat
clauses, which are its subtypes, haveGa TENT of type propositionandquestion
respectively.

(51) a.clause— [STORE{}

WH{}
HEAD PRED+ orverb
CONT message

b. decl-clause- clause& [coNT propositiori

C. inter-clause— clause& {CONT questio%

8The idea was first suggested by Copestake & Lascarides (1999)
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(52) Phrase

/\

CLAUSALITY HEADEDNESS
clause  non-clause non-hd-ph hd-ph

| ]

core-cl  hd-comp-ph hd-subj-ph hd-fill-ph hd-only

'\\

decl-cl inter-cl vless-cop-cx
decl-vless-cop-cx-cl inter-vless-cop-cx-cl
ex: Zan malad ex: Kot Zan?

In addition, our constraint only applies to verbal or pregie head daugh-
ters. By requiring that verbless constructions or predieaphrases project a
[VFORM fin|, (48) guarantees that these can function as finite claugbatithey
can, for instance, be embedded and coordinated. Notical@sour construction
has aCONTENT of type messagemeaning that it can account for more specific
types likepropositionfor a non-extracted declarative agdestionfor verbless in-
terrogatives (29, 30), with both RRED+ asHEAD feature, as illustrated in the
type-hierarchy.
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HEAD
CAT

verb

(53) suBJ()

CONT

NP

Zan

prop
SOA[2]

VFORM fin}

SUBJ<>

CONT| SOA[Z]

enn profeser
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(54)

Zan

CONT| SOA[2]

verb
HEA

SS

CAT SUBJ<

ARG-SF<,

| CONT|NUCLEUS[2]

ti

verb
VFORM fin
SuBY()

VFORM fln

PRED+

SUBJ<>

rb

SUBJ >

p op
SOA.

;

ve
VFORM fin

SS| CAT

adj
CONT|NUCLEUS[2]

HEAD

J
PRED+‘|

SUB.<.>

malad

We analyze locative and manneh-predicates as ambiguous in this respect, in
the sense that they are underspecified for the PRED feafuteeylare [PRED -],
they can be analyzed as heads and can precede the subjabisamtiow examples
in(29) and (30) above without the copula can be analyzedt Kdiés not extracted

in (29) (i.e. the example withowdte is shown by the fact that we don’t have a
long distance dependency withaeteas illustrated in (37a) and below. The same

(55) a.

applies to manner adverbials.

Kot

to panse zan *(ete)?

where &G think Johncop
'Where do you think John is?’
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b. Ki manier to panse zan *(ete)?
what manner 2G think Johncor
"How do you think John is?’

c. Komye to krwar lasenn la *(ete)?
How-much %G believe necklac®Eer cop
'How much do you believe the necklace is?’

However, as has been argued in Muller 2006, a phrasal agpisgroblem-
atic given that for languages that have free constituergrdike German, a large
number of constructions are needed to cover all the patteatsan be found for
a given phenomena. Although, these results being intageatid absolutely con-
vincing, we need not forget that this stipulation is valid @erman and that we
are presupposing the existence of a null form if and only ifleférm exists in the
same slot. For example, in German the copula can be omittdediaratives. The
same applies to the AAVE copula. In the case of MC, the comutaptional only
with adverbials (locative, manner and so forth). In dediees, the copula is not
allowed at all (3.1) unless with extraction. Hence, it makessense to postulate
a null form in a slot where a full form is not allowed. Moreoyé&fauritian be-
ing a rather strict SVO, will not face the problems encoweddny German with a
construction-based analysis. Albeit, allowing a phonialgnull form is still con-
ceivable. Our lexical entries for TAM markers, negation aobject pronouns will
have to be modified to allow a canonical complement with featwLL +° as one
of the HEAD value; although our lexical entry for the negator, for ins&, would
be much more complicated. The lexical entry of the phonalalty null element
would be as such:

(56) [VFORM fin i
NULL+
<@’ canon >
ARG-ST < PRED + >
SUBJ<>

6 Conclusion

We have, in this paper, argued against a null copula for Mauarverbless copular
clauses, and in favor of a construction-based analysis.p&beliar distribution of
the lexical copulaeteand the TAM markers in copular clauses also provide some
support for a lexicalist theory of extraction, as advocdigdouma & al 2001. A
more precise analysis of the semantics of the construa®mell as an extension

to comparative clauses, which can also appear with or witth@ucopula, still need

to be provided.

9The idea is from Borsley 2004.
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Abstract

Licenser rules have originally been introduced in MulE999) as a part
of a grammar based on discontinuous constituents. We pedigcesiser rules
as a means to avoid underspecified empty elements in gramvitarson-
tinuous constituents. We applied them to a verb movemenysinaf the
German main clause with right sentence bracket and to congrieextra-
position. To reduce the number of unnecessary hypothesesxignded the
licenser rule concept with a licenser binding technique. dompared the
licenser rule approach to an approach based on undersgecies with re-
spect to processing performance. In our experiment, thefusenser rules
reduced the parse time by a factor of 13.5.

1 Introduction

Some linguistic phenomena can be elegantly formalized syrasg phonetically
empty elements (traces) which are related to overtly redlantecedents. How-
ever, the processing of empty elements is problematic intewss. First, the parser
can hypothesize infinitely many empty elements at any ositi the input sen-
tence. Second, empty elements tend to be dramatically spelgfied unless in-
formation about the antecedent is locally available. Thiggr addresses the latter
problem, but we will touch on the first issue in the context of actual grammar
implementation.

The structure of the paper is as follows. We first illustrdie problem of un-
derspecifed traces by means of German examples. We tharsslisglated work
and state our own contributions. Next, we show how licenglesrcan be applied
to a verb movement analysis of the German main clause andnplement ex-
traposition. After introducing the licenser binding tehue and discussing the
problem of spurious ambiguities, we proceed to the exparige

2 Traces and Underspecification

Sentence (1) is an example of a German main clause:

(1) gestern liess ihn sein Vater ausschlafen
yesterday let him his father sleep-late

'yesterday, his father let him sleep late’

In German main clauses, the predicate complex is split inéftand a right sen-
tence bracket. The left sentence bracket contains the Vierte(iessin the above
example) and the right sentence bracket contains all otldyal elementsaus-
schlafen. Each verbal element can contribute its own complementksegredi-
cate complex, and these complements can be permuted al®elst hetween the
two sentence brackets. To bridge the gap between the lefth@dght sentence
bracket, it is common to assume a trace (an empty verbal hd@idh acts as the
sentence-final counterpart of the sentence-initial finkdoy
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(2) gestern liessihn sein Vater ausschlafen

Empty verbal heads allow the German predicate complex tanbg/zed locally,
but they pose a great challenge for bottom-up parsing. mehanplementations
such as Carpenter and Penn (2003), empty verbal headslly@ca underspeci-
fied. In particular, the number and types of their complemané not sufficiently
constrained. This leads to a large number of superfluousthgpes, i.e. VPs
which do not meet the requirements of the sentence-initigkefverb.

This problem is not limited to empty heads. In his analysigaitial verb
phrase fronting in German, Muller (2005) assumes a tradehmepresents the
fronted partial verb phrase within the right sentence keaick

(3) (seiner Tochter erzhlen) wird; er das wohl t; mussen t;
his daughter tell will  he this probably have-to

'he will probably have to tell this to his daughter’

The modal verbmiissersubcategorizes for a verbal complement whose arguments
it attracts. If the verbal complement is an underspecifiadeit;, the subcatego-
rization information of the verbal compléxmisseris underspecified as well.

3 Contributions and Related Work

Approaches for processing traces more efficiently have peaposed in several
publications. Johnson and Kay (1994) are mainly concerndthe fact that an
infinite number of traces can hypothesized at any positiothéninput sentence.
They suggest to associate each lexical entry with a boundetber of traces.
Each parse can consume only those traces which are prowdibe lexical items
occuring in the sentence. Thus, the number of traces in aglesparse is bounded
and the parser is guaranteed to terminate (at least if thrergeat does not permit
infinite recursion). Besides demonstrating how traces @adsigned to lexical
items in several GB analyses, they note that lexical itermfddoe used to partially
specify their associated traces.

Geil3ler (1994) and Batliner et al. (1996) adopt a similaaifte the processing
of German main clauses. Whenever a lexical item of a serdieitcd finite verb
is accessed, the corresponding empty verbal head is mailiebéevdo the parser.
As this approach establishes the relation between the et dts antecedent, the
empty verbal head is fully specified.

However, the antecedent of a verbal trace need not alwaysximal. Coun-
terexamples are fronted partial verb phrases (see pres@mi®n) and coordinated
sentence-initial finite verbs in German:

(4) sie (suchte und fand) die Losung t;.
she looked-for and found the solution
'she looked for the solution and found it.’
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Muller (1999) introduced the concept of licenser rulesvoie underspecified ver-
bal traces in his analysis of fronted partial verb phrasesskence, licenser rules
make information about a lexical or phrasal antecedentablailocally. Licenser
rules will be discussed in greater detail in the next section

Our contributions are the following: we applied licenselesuto a grammar
with continuous constituents. This is novel as licensezgalllow for non-adjacent
daughters and were originally proposed for a grammar basedoontinuous con-
stituents. In particular, we used licenser rules in an aslgf the German main
clause and complement extraposition. Finally, we extertdedicenser rule con-
cept with alicenser bindingmechanism. This technique allows to further reduce
the number of superfluous hypotheses arising from the ugsaadd. The effect of
licenser binding was assessed experimentally.

As one reviewer pointed out, the problem of underspecifiadets also occurs
for natural language generation. In the solution proposeStieber et al. (1990),
the overtly realized antecedent can be thought of as beimgrgted at the position
of the trace. Then, the antecedent is replaced by an emptyeate The empty
element in turn is specified according to the antecedents 3diution is related
to the licenser rule approach in that it generates a traee st (phrasal or lexi-
cal) antecedent has been derived, incorporating all nagesgormation from the
latter.

4 Licenser Rules

A licenser rule is a (typically discontinuous) binary protian rule whose right-
hand side contains an argument marked as the licenser angutmeHPSG ter-

minology, a licenser argument has the property that it datscontribute to the
phonological information of the mother sign. Or, from thegea's point of view,

the application of a licenser rule results in a chart edgeiGoyg exactly the same
words as the edge which instantiates the non-licenser aguriurther, it can be
specified whether the licenser is supposed to be positioefeor after the non-
licenser. Thus, a licenser schema can be interpreted asa & which uses a
licenser for one (or both) of the following purposes:

¢ Information contained in the licenser can be used to pretr@tesulting
edge from being underspecified.

e The presence of the licenser triggers the application otittey rule. This
can avoid unnecessary hypotheses if the resulting edgentah® part of a
complete parse if there is a matching licenser.

An example for the former case is the trace-based analysiseoGerman main
clause, whereas the latter case applies to complemenpesitian. A more de-
tailed account of how licenser rules are applied to those@mena will be given
in the following sections.
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4.1 German Main Clauses with Right Sentence Bracket

As has been argued in Section 2, a trace-based analysis GEtinean main clause
poses a particular challenge for bottom-up parsing. Inoleviing we will adopt
the HPSG analysis presented in Muller (2005). The rightesere bracket is as-
sumed to contain an empty verbal head representing a serfieat finite verb,
such that the predicate complex can be analyzed locally. pfédicate complex
can then combine with its complements and adjuncts, evigntoenstituting a
VP. TheLocAL value of the empty verbal head is duplicated in its head featu
DSL, which is percolated to the verbal head’s maximal projec(ime VP). The
sentence-inital finite verb finally subcategorizes for a Vithva matchingbsL
value, thus closing the gap between the left and the rightteea bracket.

To prevent the empty verbal head from being underspecifieduse the li-
censer schema shown in Figure 1. It basically combines thetyewerbal head
with its verbal complement. TheON-LICENSER-DTR represents the verbal com-
plement and.ICENSER-DTR is a sentence-initial finite verb. The empty verbal
head is only implicit in this schema. The licenser daughtevides all information
necessary to fully specify the empty verbal head:obke value of its complement
is identical to the,ocAL value of the empty verbal head. Like this it is ensured
that all maximal projections of the empty verbal head willehthe requirements
of the licensing sentence-initial verb. This schema is en@nted by means of a
discontinuous licenser rule stating that the licenser drgnay appear anywhere
to the left of the non-licenser daughter. In our grammar, wedulicenser rules

HEAD
car |HEAD ost g | T [SUBCAT (@he B
SYNSEM|LOC CONT[5]
SUBCAT
| CONT

VFORM fin
HEAD INITIAL +
verb

LIC-DTR SYNSEM|LOC|CAT

DTRS
SUBCAT <[L0C\CAT\HEAD|DSL ]>

NON-LIC-DTR [SYNSEM [4]]
 licenser-structure

| phrasal-sign

Figure 1: Licenser schema for German main clauses with sghtence bracket.

specifically for analyzing German main clauses with a righttence bracket. A
trace-based analysis of main clauses without right seatbracket would be very
costly, as the empty verbal head would have to be hypotteesizeirtually every
position in the sentence. If no right sentence bracket isqure we therefore resort
to a left-branching structure as proposed in Crysmann @003
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4.2 Complement Extraposition

An efficient HPSG solution for the extraposition of adjunetss proposed by Crys-
mann (2005). In HPSG with continuous constituents, theagxisition of comple-
ments is typically accounted for by means of a non-local ddpacy mechanism.
Keller (1995) uses a lexical rule to move an extraposed cemeht from thesus-
CAT list to anEXTRA set (a unary dominance schema or extraposition traces could
be used alternatively). THeXTRA set is percolated by the Nonlocal Feature Prin-
ciple until its members are eventually bound to matchingapés.

(Muller, 1999, p. 252) notes that this approach unnecibgsaitates the search
space: a phrase with an extraposed complement is hypatdesizn if no match-
ing phrase is present. In a grammar with discontinuous itoasts, this problem
does not arise because a phrase and its extraposed compfemer discontin-
uous constituent. In grammars with continuous constigjesrte can use licenser
rules to reduce the search space. Our analysis is based tan K&€195) and on
the INERT/ACTIVE percolation approach proposed by Crysmann (2005) to avoid
spurious ambiguities. However, as we use a licenser ruteadsof a lexical rule,
we can ensure that a non-local dependency is introducedfdhbre is a matching
phrase somewhere to the right.

5 Licenser Binding

We have extended the licenser rule concept witltenser binding mechanism
Our basic assumption is the following: in a parse of a comnpéeintence, each
edge serving as a licenser also has to appear as a non-tiegrsegne point of the
derivation. More precisely: if a licenser rule produces dge, the licenser edge
has to appear as a sibling of some edgéerived frome.

It is possible to early reject edges which will never satigfis requirement.
Suppose that there are two edgesnde, such thak, has been used as a licenser
in the derivation ofe;. If e; is combined with an edge, # e, and if e; ande,
overlap, then no derivation of the resulting edge will beeatbl combine withe,.
Therefore, two edges; andes; may be combined only if the followingicenser
binding constraintholds:

For any edge,. that has instantiated a licenser argument in the deriva-
tion of eq, eithere, ande, do not overlap ofe, = e,.

Licenser binding can easily be implemented by adding a $ieeset to each chart
edge. For edges of lexical entries, the licenser set is eniptwo edgese; and
eo With licenser setd.; and L, are combined by means of a non-licenser rule, the
licenser set of the resulting edgelis U L. If a licenser rule is applied ang is
the licenser edge, the resulting licenser sét;isJ {es}.

This simple variant of licenser binding has the disadvamttmt it interfers
with ambiguity packing as proposed by Oepen and Carroll @20@ may hap-
pen that two otherwise identical chart edges cannot be paokeause they have
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different licenser sets. However, the above idea can baktfarwardly gener-
alized to a variant which does not impair ambiguity packirihe basic idea is
that a chart edge should bear a disjunction of licenser a#terthan a single li-
censer set. If two edges ande; with licenser set disjunctiony; Vv ...V L1, and
Loy V ... V Loy, are combined by rule application, the disjunction of theultasy
edge iS(LH U LQl) V (Lu U L22> V..V (Lln U L2m>. If ey is packed onte,
the disjunction of the latter is extended £ V ... V Lo,,. It now holds that a
chart edge can be safely rejected as soon as for each okitséc sets the licenser
binding constraint has been violated at some point of thvatesn.

In order to simplify the bookkeeping which is necessary fa above gener-
alization, we actually use a more restricted variant ofrigge binding. In general,
we do not allow the packing of two edges with different licensets. The single
exception are edges which were produced by the same licanserith the same
non-licenser edge. The licenser sets of such edges willdifir with respect to a
single element, namely the licenser edge of the precedirgser rule application.
This case is particularly interesting, as the packed edgesctually be ignored in
the unpacking phase.

6 Spurious Ambiguities

A general problem arising from licenser rules are spuriaubiguities. The li-
censer is expected to take on a very specific role with regpebe non-licenser
at some later point in the derivation. To a certain degres,ishenforced by the
specification of the trace and by the licenser binding cairgtr However, it can
still happen that the licenser does not take on the apptepae:

(5) sie habe gesagtt¢; er habe es gewusstt;
she has said he has it known

'she said that he knew it’

The two instances of the auxiliary vettabeare syntactically and semantically
identical. Therefore, the verbal complggwusst; can be licensed by haheven
though habgfinally serves as the antecedent. As the “intended” licens&ralso
possible, we get one spurious ambiguity. Note that the $eeonstraint is not
violated: each licenser appears as a sibling of some pherdeed from a non-
licenser. As mentioned in the previous section, spurioubigmities of this kind
can be reduced as a side-effect of ambiguity packing.

Still, spurious ambiguities are not banned completely. stier the following
scenario. There are two chart edggesande; whoseLOCAL values are unifyable,
but neither value subsumes the other. Each edge is usedlastiser of the same
licenser rule with the same non-licenser edge. As a resalgattwo edges;” and
es” whose feature structures incorporate information (i.eLthcAL value) of their
respective licenser. Because of this licenser informatieither edge subsumes the
other. This in turn implies that ambiguity packing does noplg to e;” andes’.
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As the licenser information af,’ andesy’ is consistent with botla; ande,, e; and
e9 can serve as the antecedent in derivations of bdthndes’. Consequently, we
get two spurious ambiguities in addition to the two propadiags.

The most general way to completely eliminate spurious auoitiés arising
from licensing is to filter them out after parsing. This is i@eled by “replaying”
the unifications for each derivation tree without instainig the licenser daugh-
ters. This operation yields a list of HPSG signs with fullgtentiate(bAUGHTER
features. The spurious ambiguities are filtered out by réngohe duplicates from
this list Carrol and Oepen (2005) use such a “replay pass” to reintethe se-
mantic features which were removed prior to ambiguity pagkif such a device is
already applied for other reasons, the above filtering phaceis relatively cheap.

7 Experiments

7.1 The Parser

The following experiments were performed with our Java HR®@er. A par-
ticularity of this parser is that it can process continuosisvell as discontinuous
rules. In discontinuous rules, the relative order of the ariguments may or may
not be specified. Regardless of the rule type, one or moren(duall) rule argu-
ments can be specified to be licenser arguments. Differedeking structures are
maintained to allow for the efficient processing of both &ypérules. Further, the
parser allows the specification @flational constraints As in the TRALE system,
see Haji-Abdolhosseini and Penn (2003), the evaluationrefational constraint
can be blocked and it can introduce non-determinism.

We useequivalence-based ambiguity packirgther than the more general
subsumption-based packing proposed in Oepen and Cai®0D}2This enables us
to efficiently retrieve a candidate set of potentially idesitchart edges by means
of hashing. The parser employs a special search strategylén to facilitate the
packing of edges that were produced by licenser rules (sego8eb). This is
achieved by means of an agenda which uses two alternatirgeghdn the first
phase, the parser tries to derive as many hypotheses ablposghout applying
licenser rules. The actual licensing takes place in therskpbase, after (hope-
fully) all potential antecedents have been derived.

The parser applies many of the optimizations that have begpoped in the
literature. It implements thquasi-destructive unification algorithisy Tomabechi
(1992) and thesubgraph sharingechnique proposed in Malouf et al. (2000). It
employs &ey-driven rule instantiation strategyhich was found to be beneficial
in Oepen and Callmeier (2000). Further, the parser make®sfues rule filter
and a technique for reducing the number of initial chart ed@peth as proposed

'One might be tempted to simply remove duplicate derivatiees, again ignoring the licenser
subtrees. However, this is not feasible in general. For @kammon-deterministic procedural at-
tachments such as tmenber relation may lead to hypotheses with identical derivatiaes$ but
non-identical feature structures.
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in Kiefer et al. (2000). The parser also removes seperableprefixes for which
there is no matching prefix verb in the chart. This is relefanbur experiments
as many verb prefixes are homographs of frequent prepasiéind verb prefixes
are particularly expensive for an analysis based on undeifsgd traces.

7.2 The Base Grammar

The German grammar used in the following experiments ilgiigased on Muller
(1999), Muller (2007), Crysmann (2003a) and Crysmann $200-or a concise
list of the covered phenomena we refer to the grammar tesliseshich can be
inspected onttp://www.tik.ee.ethz.ch/~kaufmann/grammar/test07.html.

7.3 Licenser Rules vs. Underspecified Traces

To compare the performance of our licensing approach wah @ an approach
based on underspecified traces, we ran experiments with ltglttlyg different
grammars. Both grammars were derived from the base gramymanioving the
rule for partial verb phrase fronting and disabling licexgsfor the complement
extraposition rules. The grammars differ only in how thelysia of verb move-
ment is implemented. The first grammar applies a licensitg aa discussed in
Section 4.1. The second grammar uses underspecified triacbsth grammars,
we assume a left-branching structure if there is no rightesere bracket.

The grammar with underspecified traces employs the opttinim proposed
by Crysmann (2003b). In particular, we exploit the fact tiit non-finite partial
verbal complex in the right sentence bracket has a fullyifipdsubcategorization
list. This information can be used when the verbal compleoimbined with the
empty verbal head. The empty verbal head basically inhirgsubcategorization
list of the non-finite verbal complex. As is common in Germd3&G, we assume
that the subject is not part of this list. If the verbal conxgkeheaded by a past par-
ticiple, a subject may be added or not (omitting the subjoeicessary to account
for passive constructions). If it is headed by an infinitieage or two underspeci-
fied complements are added, thereby allowing for raisingcamdrol. If the verbal
complex consists of a verb prefix only, we assume a fully usplified subcate-
gorization list which is restricted to contain at most 5 edeits. Underspecified list
elements are restricted such that they do not match impleusbmplements such
as determiners.

To compare the coverage of the two grammars, each of themppliséto our
set of about 900 grammar development test sentences. dictuuit that the gram-
mar based on underspecified traces is in fact more resgiclihis is due to the
fact that the partial specifications described above imply gpecific assumptions
about the grammar. For instance, it is assumed that the fieite has at least as
many (non-verbal) complements as its infinitive verbal clemgnt. However, this
is not correct for modal infinitives (6) and for imperativerfts of subject control
verbs (7):
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(6) das ist nicht zu verachten
this is not to condemn

'this should not be condemned’

(7) versucht zu schlafen!
try to sleep!

try to sleep!’

It is further assumed that all complements on the infinitiegbs subcat list are
“inherited” by the finite verb. This does not comply with theadysis of dative
passive presented in Muller (1999). The mentioned probleauld be overcome
by increasing the amount of underspecification, at the cbkigher processing
complexity. However, we decided to stick to the more retecgrammar.

To compare the parsing performance of the two approachél,dsammars
were used to parse the same set of sentences on the samepigiiioux 2.6.16
on a Sun-Fire-X2200-M2-64 with 2 AMD Opteron 2218 processamd 7 GB of
memory, Sun Microsystems Java Runtime environment 10%)0 Licenser bind-
ing was enabled for the grammar based on licenser rules. eBh@ata consisted
of 458 sentences transcribed from three broadcasts of adbemews shows (the
“Tagesschau”). The sentence lengths ranged from singldsmgp to 37 words,
with a mean of 10.8 words.

| approach | t#edges | #nodes | time(s) |
underspecified traces4739 429341 2.49
licenser rules 908 (-81%)| 66542 (-85%)| 0.18 (-93%)

Table 1: For each approach, the number of edges, AVM nodeshanghrse time
are averaged over the 458 sentences.

As the results in Table 1 show, the parsing time could be redily a factor
of 13.5 by using licenser rules instead of underspecifieceaNote that parsing
was aborted if the representations of the AVMs required ntiore 8 millions of
graph nodes. For the grammar based on underspecified tesrgstermination
occurred in 6 sentences. The grammar with licenser rulesrmeguired more than
1.6 millions of AVM nodes.

We further compared the number of readings of full parsesantplete phrases
for the results produced by the two grammars. The occastbffietences could all
be attributed to the fact that the grammar based on undéfigpetraces is more
restrictive. This implies that spurious ambiguities asdésed in Section 6 did not
occur at all.

7.4 Licenser binding

To quantify the benefit of the licenser binding mechanismpveeessed the same
set of 458 sentences with and without licenser binding. htrest to the previous
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experiment, we applied the full base grammar which usesderules for partial
verb phrase fronting, complement extraposition and Germam clauses with
right sentence bracket. The experiment was carried outesaime platform as the
previous one.

The results are shown in Table 2. It can be seen that the nuohleelges and
the memory consumption (as measured by the number of AVMs)ate reduced
by roughly 25%. The reduction in parse time (-11%) is smaltlet still significant.
Note that the base grammar with licenser binding produces kess edges than the
more restricted grammar from the previous experiment. iBhdsie to the licensing
of complement extraposition, which saves more edges thapraduced by the
partial verb phrase fronting rule.

| approach | #edges | #nodes | time(s) |
no licenser binding 1136 93218 0.282
licenser binding 875 (-23%)| 67602 (-27%)| 0.250 (-11%)

Table 2: For each approach, the number of edges, AVM nodethengharse time
are averaged over all 458 sentences.

8 Conclusions

We propose licenser rules as a technique to very selectixalid underspecified

traces in grammars with continuous constituents, pagrbuin grammars that are
geared towards computational efficiency. We have appliedtéthnique to an

analysis of the German main clause with right sentence btaakd have found

large performance gains in comparison to an implementé@sed on underspec-
ified traces. We have further proposed a licenser bindingnigae to avoid un-

necessary hypotheses. Our experiments demonstrate i&tchnique can yield

a significant reduction in the number of chart edges as welhase time.

Apart from the computational issue, licenser rules may bEs@dvantageous
from the grammar developer’s point of view. Approaches Baseunderspecified
traces typically need to encode prior knowledge about thadtized language in
order to be computationally tractable. Such optimizationieoduce redundancy
and affect the elegance of the grammar — in fact, they can esaurce its cov-
erage. As licenser rules provide all information about theeeedent, such extra
knowledge is not necessary.

Licenser rules are a processing technique rather than afalenice. Thus, it
seems to be desirable to hide them from the grammar develOper possible ap-
proach might be to introduce traces with parser-specifiottions. These traces
are then compiled into the grammar, which amounts to addasmser rules and
removing some of the original rules.
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Abstract

The so-called floating quantifier constructions in languages like Korean
display intriguing properties whose successful processing can prove the ro-
bustness of a parsing system. This paper shows that a constraint-based anal-
ysis, in particular couched upon the framework of HPSG, can offer us an
efficient way of analyzing these constructions together with proper semantic
representations. It also shows how the analysis has been successfully imple-
mented in the LKB (Linguistic Knowledge Building) system.

1 Issues

One of the most salient features in languages like Korean is the complex behavior
of numeral classifiers (Num-CL) linked to an NP they classify. Among several
types of Num-CL constructions, the most complicated type includes the one where
the Num-CL floats away from its antecedent:

(1) pemin-i cengmal sey myeng-i/*-ul te iss-ta
criminal-NOM really  three CL-NOM/ACC more exist-DECL
‘There are three more criminals.’

There also exist constraints on which arguments can ‘launch’ floating quantifiers
(FQ). Literature has proposed that the antecedent of the FQ needs to have the identi-
cal case marking as in (1). However, issues become more complicated with raising
and causative constructions where the two do not agree in the case value:

(2) a. haksayng-tulH sey myengiul chencay-i-lako mit-ess-ta.
student-PL-ACC three-CL-NOM/*ACC genius-COP-COMP believed
‘(We) believed three students to be genius.’

b. haksayng-tultl sey-myengful/*eykey ttena-key hayessta
student-PL-ACC three-CL-NOM/ACC/*DAT leave-COMP did
‘(We) made three students to leave.

As given in the raising (2a) and causative (2b), the Nums€{. myenghree CL’

can have a different case marking from its antecedent, functioning as the matrix
object. In a sense, it is linked to the original grammatical function of the raised
object and the causee, respectively.

Central issues in deep-parsing numeral classifier constructions thus concern
how to generate such FQ constructions and link the FQ with its remote antecedent
together with appropriate semantics (cf. Kang 2002). This paper provides a typed
feature structure grammar, HPSG, together with Minimal Recursion Semantics
(MRS), is well-suited in providing the syntax and semantics of these constructions
for computational implementations.

TWe thank three anonymous reviewers for the constructive comments and suggestions. This work
was supported by the Korea Research Foundation Grant (KRF-2005-042-A00056).
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2 An Analysis

2.1 Forming a Numeral-Classifier Sequence and its Semantics

The starting point of our analysis is forming well-formed Num-CL expressions.
Syntactically, numeral classifiers are a subclass of nouns (for Japanese see Bond
and Paik (2000), Bender and Siegel (2004)). However, unlike common nouns, they
cannot stand alone and must combine with a numeral or a limited set of determin-
ers as irf(twu) kay ‘two CL' (Numeral) and*(myech) kayhow many’ (Interrog-
ative)? Semantically, there are tight sortal constraints between the classifiers and
the nouns (or NPs) they modify. For exampben can classify only eventgay
machinery, andwuenjust books. Such sortal constraints block classifierstike

from modifying thin entities like books as #thayk twu tay'book two-CL'. Re-
flecting these syntactic and semantic properties, we can assign the following lexical
information to numeralsnum-de} and classifiersgl-n) within the feature structure
system of HPSG and MRS (cf. Copestake et al. 2006).

3) a. "hum-det ]
ORTH (sey ‘Al’)
POSdet
SYN|HEAD
| lNUM +]
HOOK INDEX i
LTOP h2
SEM PREDcard.rel
LBL h2
RELS )
ARGOI
CARG 3

We have inspected the Sejong Treebank Corpus to figure out the distributional frequency of
Korean numeral classifiers in real texts. From the corpus of total 378,689 words (33,953 sentences),
we identified 694 occurrences of numeral classifier expressions. Of these 694 examples, we identified
36 FQ examples.

2A limited set of common nouns such salam‘person’, kulus‘vessel’, can ‘cup’, khep‘cup’,
andthong‘bucket’ can also function as classifiers.
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b. [cl-n
ORTH (myeng ")

POSnhoun
CLTYPE +

NUM + ]>

HEAD[
SYN

VAL |SPR<[INDEX i

HOOK INDEX i
LTOPh1

SEM PREDpersonrel
RELS< LBL hl >
ARGOi

The feature structure in (3a) represents that there exists an individiwhbse
CARG (constant argument) value is “3". The feature NUM is assigned to the
numerals as well as to determiners likele ‘several’ andmyech'some’ which
combine with classifiers. Meanwhile, (3b) indicates that syntactically a classifier
selects a NUM element through the SPR, whereas semantically it belongs to the on-
tological categorypersonrel. The feature CLTYPE differentiates classifiers from
common nouns. An independent grammar rule then ensures that only [NUM +] el-
ements can combine with the [CLTYRH expression, ruling out unwanted forms
such agku myengthe CL.

2.2 Dealing with FQ Constructions

As noted earlier, the Num-CL can float away from the NP it classifies. There exist
several supporting phenomena indicating that the FQ modifies the following verbal
expression. One phenomenon is the substitution by the préwdeb'do so’. As
noted in (4), unlike the NI type, only in the NC type, an FQ and the following main
verb can be together substituted by the proveray-ss-ta

(4) a. namca-ka [sey myeng 0-ass-ko], yeca-to kulay-ss-ta
man-NOM three CL come-PST-CONJ woman-also do-PST-DECL.
‘As for man, three came, and as for woman, the same number came.’

b. *[namca sey myeng-i] 0-ass-ko, yeca-to [kulay-ss-ta]

This means that the FQ in the NC type is a VP modifier, though it is linked to a
preceding NP.
Coordination data also support a VP maodifier analysis:

(5) [namhaksayng-kwa] kuliko [yehaksayng-i] [sey myeng-i] oassta
boy student-and and girl student-NOM three CL-NOM came
‘The total 3 of boys and girls came.
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The FQ ‘three-CL’ cannot refer to only the second conjunct ‘girl students’: its
antecedent must be the total number of boys and girls together. This means the FQ
refers to the whole NP constituent as its reference. This implies that an analysis
in which the FQ forms a constituent with the preceding NP then cannot ensure the
reading such that the number of boys and girls is in total three.

Given this VP-modifier treatment, the following question is how to link an FQ
with its appropriate antecedent. There exist several constraints in identifying the
antecedents. When the floating quantifier is case-marked, it seems to be linked to
an argument with the same case marking. However, further complication arises
from examples in which either the antecedent NP or the FQ are not marked with a
case marker, but a delimiter or topic marker:

(6) a. haksayng-tul-i/un sakwa-lul sey kay-lul  mekessta
student-PL-NOM/TOP apple-ACC three CL-ACC eat
‘As for the students, they ate three apples.’

b. sakwa-lul haksayng-tul-i/lun sey kay-lul mekessta

The data suggest that a surface case marking cannot be a sole indicator for the
linking relation, and that we need to refer to grammatical functions. What we
can observe is that, regardless of the location, the NOM-marked FQ is linked to
the subject whereas the ACC-marked FQ is linked to the object. This observa-
tion is reflected in the following lexical information given to the typem-cl-mw
(numeral-classifier-multiwoid®

(7) a. [num-cl-mw 1

ORTH (sey myeng-i

POSnoun

CASE| GCASEnom
HEAD POSverb

MOD

SUBJ<NPi>

| SEM|HOOK | INDEX i

b. [num-cl-mw

ORTH (sey myeng-ul
POSnoun
CASE| GCASEacc

HEAD POSverb
MOD
COMPS<NPi,...>

| SEM|HOOK | INDEX i

3When the FQ has a delimiter marker (rather than a case marker) or no marker at all, it will refer
to one of the elements in the ARG-ST (argument structure). Its antecedent will be determined in
context.
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| MNLE SHE0| M HE YU Simple MRS Display =R E]

mrs
Lroe il h
NEE 82 @
udef_g_rel udef_g_rel wart-of rel udef_q_rel card_rel ]
LEL  [hd h | |apple_rel 8. i h student_rel [E] LBL  [h1% h L Ak thing_rel
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Figure 1: Parsed Tree and MRS for ‘As for the students, they ate three apples.’

As given in (7), the NOM-markedum-cl-mwmodifies a verbal element whose
SUBJ has the same index value, whereas the ACC-markedcl-mwmodifies a
verbal element which has at least one unsaturated COMPS element whose INDEX
value is identical with its own INDEX value. What this means is that the NOM or
ACC markednum-cl-mwis semantically linked to the SUBJ or COMPS element
through the INDEX value.

Figure 1 is the parsing results for (6b) that our system yields. As seen from
the parsed syntactic structure in Figure 1, the $& kay-lul‘three CL-ACC’
(NP-ACC) modifies the verbal expressiorek-ess-taeat-PST-DECL. However,
as noted from the output MRS, this modifying FQ is linked with its antecedent
sakwa-lul‘apple-ACC’ through the relatiopart-of rel. Leaving aside the irrele-
vant semantic relations, let’s seard rel andapplerel. As noted, the ARGO value
(x14) of part-of_rel is identified with that otard_rel whereas its ARG1 value (x4)
is identified with the ARGO value of thepplerel. We thus can have the interpre-
tation that there are three individuals x14s which belongs to the set x4.

3 Case Mismatches

Further complication in parsing FQ constructions comes from raising, causatives,
and topicalization where the FQ and its antecedent have different case values. In
such examples, the two need not have an identical case value. For example, as
given in (8b), the ACC-marked raised object can function as the antecedent of
either the NOM-marked or ACC-marked FQ:
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Figure 2: Parsed Tree and MRS for ‘As for the students, they ate three apples.

(8) a. namcatul-i [yecatul- sey myeng#ul chakhata-ko] mitessta.
men-NOM women-NOM three-CL-NOM/*ACC honest-COMP thought
‘Men thought that three women are honest.

b. namcatul-i yecatuld sey myengdl chakhata-ko mitessta.
c. namcatul-i yecatull sey myeng-chakhata-ko mitessta.

In the present analysis in which the case-marked FQ is linked to either the SUBJ
or a COMPS element, we can expect these variations. Let us consider the lexical
entry for the raising verimitesstdbelieved’:

9) HEAD | POSverb HEAD | POSverb
a SUBJ(INP) SUBJ(INP)
| COMPS(ZIS) | COMPS(2INP;, BVP[SUBJ(NP; )])
ARG-ST ([, 2)) ARG-ST ([, [2], [3))

(9a) represents the lexical entry foitesstdbelieved’ in (8a) selecting a sentential
complement. Meanwhile, (9b) represents the raising verb ‘believed’ in (8b, c) in
which the subject of the embedded clause is raised as the object. This lexical
element allowgecatul-ul'women-ACC’ to function as the syntactic object of the
verb even though it is the semantic subject of the lower predicate.

Equipped with these, our grammar generates Figure 2 as the parsing results
for (8b). Syntactically, as noted from the parsed structure, the ACC-marked FQ
sey myeng-utthree CL-ACC’ (NP-ACC) modifies the VRhakhata-ko mitessta
‘honest-COMP believed*. Meanwhile, semantically, the ACC-marked FQ is linked

40ur grammar allows only binary structures for the language. One strong advantage of assuming
binary structures comes from scrambling facts. See Kim and Yang (2004).
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Figure 3: Parsed Tree and MRS for ‘Men (NOM) thought three (NOM) women
(ACC) are honest.

to the ACC-marked objegtecatul-ul'woman-ACC’. This is because in our gram-

mar the antecedent of the ACC-marked FQ must be an unsaturated complement of
the VP it modifies. As noted from the semantic relatipast-of rel, card_rel and
womanrel in the parsed MRS, this linking relation is attested. That is, the ARGO
value (x9) ofwomanrel is identified with the ARGL1 value gsart-of rel whereas

the ARGO value otard rel is identical with the ARGO value gfart-of rel. Thus,

the semantic output correctly indicates that the individuals denoted by the FQ is a
subset of the individuals denoted by the antecedent.

For the mismatch example (8c), our grammar correctly produces two struc-
tures. Let’s see Figure 3 first. As seen from the parsed syntactic structure here, the
FQ sey myeng-three CL-NOM’ (NP-NOM) modifies the complex VEhakhata-
ko mitesstdhonest-COMP believed’. However, in terms of semantics, the FQ is
linked to the subject of the VP that it modifighis linking relation is once again
attested by the MRS structure here. As noted here, the two semantic arguments
of part-ofrel, ARGO and ARG1, have identical values with the ARGO value of
card._rel (x14) andmancrel (x4), respectively.

Meanwhile, as given in the second parsing result Figure 4, thedy@nyeng-i
‘three CL-NOM’ modifies the simple VEhakhata-kdhonest-COMP’ only. Since
the VP that the FQ modifies has only its SUBJ unsaturated, the SUBJ is the only
possible antecedent. The output MRS reflects this raising property: The ARGO
value ofpart-of rel identified with that ofcard rel whereas its ARG1 value is iden-
tified with the ARGO value ofwvomanrel. Our system thus correctly links the
NOM-marked FQ with the ACC-marked antecedent even though they have differ-
ent case values.
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Figure 4: Parsed Tree and MRS for ‘Men (NOM) thought there are three (NOM)
women (ACC) are honest.

The grammar we have built within the typed-feature structure system and well-
defined constraints, eventually aiming at working with real-world data, has been
implemented in the HPSG for Korean (cf. Kim (2004), Kim and Yang (2004)).
We have shown that the grammar can parse the appropriate syntactic and semantic
aspects of the FQ constructions. The test results provide a promising indication that
the grammar, built upon the typed feature structure system, is efficient enough to
build semantic representations for the simple as well as complex FQ constructions.
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Abstract

Modern Hebrew is considered to be a ‘parpad-drop language’. Tradi-
tionally, the distinction between cases where-drop is licensed and those
in which it is prohibited, was based on the person and teregeries of the
verb: 1st and 2nd person pronominal subjects may be omittpdst and fu-
ture tense. This generalization, however, was found tolbe fa a number of
papers, each discussing a subset of the data. Thus, cotdreopventional
wisdom, dropped 3rd person pronouns subjects do occur ilatlgeiage in
particular contexts.

Identifying these contexts by way of a corpus-based sursydlye initial
step taken in this study. Subsequently, a careful syntantitysis of the data
reveals broad generalizations which have not been madedo Haus, what
was initially assumed to be a uniform phenomenon of 3rd pepso-drop
turns out to be manifested in three distinct types of contivns. Finally, the
proposed HPSG-based analysis incorporates insightsigongeorrelations
between finite and non-finite control, non-canonical eletsdocality, and
binding.

1 Introduction

The phenomenon giro-drop whereby pronominal arguments may be omitted in
particular contexts is well-known and well-studied. Moreover, the notiothef
Null Subject Parameter, which presumably distinguishes between thosa{grg
which allow unexpressed pronominal subjects (peo;drop languages) and those
which do not, is prevalent in the transformational syntax literature. MoHiemn
brew (MH) poses a challenge to this bifurcation since it exhibits what isregféo

as ‘partialpro-drop’, wherepro-drop is only partially licensed in the language.

Traditionally, the distinction between cases wher@drop is licensed in MH,
and those in which it is prohibited, was based on the person and tenseteatu
the verb. This generalization, however, was shown to be empirically fatsvaral
papers (Borer 1989, Ariel 1990, Vainikka and Levy 1999, and Gut2@®4), each
discussing a subset of the data, from one particular aspect.

In this paper | take a broader perspective by first conducting a cdrapse/e
corpus-based survepf cases in which the traditional distinction fails, followed by
a careful syntactic analysis of the data. This process, as | showsdv®ad gen-
eralizations which have not been made to date, as well as insights comctrain
correlation between the control of unexpressed subjects of infinitbraptements
and the identification of dropped subjects in finite complement clauses.

tThis research was supported by the Israel Science Foundatior (grai37/06) and by The
Caesarea Edmond Benjamin de Rothschild Foundation Institute for Irdigiaiary Applications
of Computer Science. | am thankful to Shuly Wintner for his feedbackdiscussions and to the
anonymous reviewers and the participants of HPSG 2007 for their catame

1The Haaretz Corpus, compiled from a daily newspaper in Hebrew, veasded to me by the
Knowledge Center for Processing Hebrew (http://mila.cs.technion.ac.il)
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2 Pro-drop in Modern Hebrew

The licensing conditions of null pronominal subjects in MH is often attributed to
the person and tense features. Thus, 1st and 2nd person pronsuobjeits may

be omitted in past and future tense (1). Overt pronouns in this contexsadsfor
emphasis or contrastively.

(1) (ata) axalta/toxal tapuax
(you) ate/will-eat.2SMapple

“You ate/will eat an apple.”

Pro-drop is not possible with third person pronominals (2a) and in all cases of
present tense, regardless of the agreement properties of the g@bject

(2) a. *(hu)axal tapuax
(He) ate.3SMapple
“He ate an apple.”

b. *(ani) oxel tapuax
()  eat.SMapple

“| eat an apple.”

The distinction between the two cases is often ascribed to the “richnes® of th
morphology. Past and future tense verbs in 1st and 2nd person guhatagically
marked for person, number, and gender, while present tense vetltisial person
verbs in past and future tense are marked for number and gendeattboit person.
Thus, it is the person agreement feature which enables the identificatitve of
dropped subject.

However, despite traditional observations, 3rd pegsaadrop (3P-PD) is not
completely banned from the languag&entence (3), taken from the Haaretz cor-
pus, illustrates a number of contexts in which 3P-PD can occur.

(3) be-mixtavbe-anglit ileget shehefits bekerewol ha-ovdim
in-letter in-Englishbrokenthat-distributed.3SMimong all the-workers
ha-zarim hoda la-hem beit ha-maloral
the-foreignershanked.3SMo-themhouse.M.CShe-hotel for
avodat-am ha-kashave-hodi'a sheyirkosh
work-POSS.3PMhe-hardand-announced.3Skhat-will-buy.3SM
la-hem kartisei tisa le-artsotei-hem mi-kasp-am

to-themtickets.CSlight to-countries-POSS.3Pfom-money-POSS.3PM

“In aletter in broken English which it distributed among all the foreign work-
ers, the hotel management thanked them for their hard work and aretbunc
that it will buy them plane tickets to their countries at their own expense.”

2Note that | do not consider impersonal or non-referential usesrbéva 3rd person as 3P-PD.
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First, the verthefits(‘distributed’) heads a non-subject relative clause in which the
unexpressed pronominal subject refers to the matrix subject (‘the hdéelcond,

the verbyirkosh (‘will purchase’) heads a subordinate clause which functions as
the complement of the verhodi’a ("announced’), which in itself appears to be
subjectless.

3 Previous analyses of 3rd persopro-drop

The phenomenon of Migro-drop has been discussed in numerous papers. How-
ever, as | came to realize, in many papers the existence of 3P-PD is matndek
edged (see, for example, Shlonsky (1997)). In what follows | brisfigvey a
number of analyses which do address 3P-PD.

Borer (1989), working in the transformational framework, distinguishes
tween 1st and 2ndro-drop, where she posits that a phonologically enmptyoc-
cupies the subject position, and 3rd pergoordrop, which she claims is realized
as an anaphoric AGR. 3P-PD is licensed when the embedded AGR is bpand b
NP in a higher clause which assigns reference to the empty subject. Bpparts
her claim by drawing parallels between “regular” anaphoric elements B#felCB
According to her, both anaphors and anaphoric AGRs cannot bedbousplit
antecedents. As evidence, she presents the following ungrammaticallexamp
which the agreement properties marked on the subjectless verb do nottheh
of either one of the matrix arguments.

(4) *Rina amra le-Ran shehiclixu ba-bxina
Rina.Fsaid.3SRo-Ran.Mthat-succeeded.3R-the-test

“Rina told Ran that they succeeded in the test.” (Borer (1989) ex. 55a)

Vainikka and Levy (1999) draw on the parallel behavior of HebrewRindish
with respect topro-drop and propose a unified analysis for the two languages.
They distinguish between the referential nature of 1st and 2nd pesedhge one
hand, and 3rd person on the other, and claim that the distinction has tiyntac
reflexes. Pro-drop is licensed whenever a referent is available. In 1st and 2nd
person the referent is in the immediate conversational context; in embdddeds
with 3rd persorpro-drop the referent is in the matrix clause. While the technical
syntactic details proposed by Vainikka & Levy differ from those of Bisteas far
as | can tell, their empirical coverage is similar. Both analyses predict thRBCBiB
possible in complement clauses, as long as there is a matrix-argument anteced
Ariel (1990) takes a different perspective by considering 3P-PDérctintext
of her Accessibility Theory. Ariel proposes a type of an accessibilityanary for
each of the factors involved joro-drop. The anaphoric element, which is the verb,
may have different degrees of “richenss” of agreement marking.cédents have
different levels of salience, or prominence. Finally, there are varysggeaks of
cohesion between units in which anaphor and antecedent may appear.
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To illustrate the difference between her approach and that of Bor88j18he
provides a counter-example to Borer's claim regarding the unavailabiligplitf
antecedents.

(5) Noga bikra et  Shimony al ma’amarcdha-shovinisti
Noga.Fcriticized.3SFACC Shimon.Mon his-articlethe-chauvinistic
kshenas’u;,; li-yrushalayim
when-went.3Ro-Jerusalem

“Noga criticized Shimon on his chauvinistic article when they went to
Jerusalem.” (Ariel (1990), chapter 6, ex. 5a)

Ariel attributes the difference in grammaticality to the type of verb used. Com-
plements ofamar (‘said’), she claims, do not share the same degree of cohesion
to the matrix verb than other sentential complements. Ariel, however, ovarlook
the fact that while sentence (5) does show a grammatical occurrenpditadrs
tecedents, its syntactic structure is not identical to (4), since the droppgstsin

this case is the subject of an adverbial clause, not a complement cléhisead |

will subsequently show, makes a difference.

Gutman (2004) continues Ariel's line of inquiry by comparing the distribu-
tion of null subjects in Hebrew, Finnish, and Rumanian, a typgretdrop lan-
guage, and testing various salience and cohesion factors. She cerkaleffect
of saliency in terms of grammatical functions, agents vs. non-agentspandtas
vs. inanimates, and concludes that MH is less restrictive in the distributioR-of 3
PD than Finnish, in that it allows non-subjects, non-agents, and inanimateists
antecedents to dropped 3rd person subjects. In terms of cohesiariashg that
when the meaning is kept constant there is not observable contrast irekdi¢dn
subordination and conjunction.

In conclusion, the different studies reviewed here suffer from a runolb
shortcomings. First, each of the studies addresses only some of theuctioes
and is based on a limited data set. Furthermore, | have shown cases wéere th
authors do not make a clear distinction between the different construciitis
as | will presently demonstrate, obscures the data and weakens theiankbys
these reasons the goals of the following sections are (i) to conductthemeetic
corpus-based survey of 3P-PD, and (ii) to provide a compreheaso@unt of the
data.

4 A closer look at the data

The starting point of the current analysis is identifying the syntactic cart&ins
which license 3P-PD. A survey of examples cited in the literature as wellas “n
uralistic” corpus examples reveals four syntactic environments whefeBR-
licensed: (i) adverbial clauses, (ii) non-subject relative clausesc@iplement
clauses, and (iv) coordinated constructions. In what follows | will@ssceach one
in turn.

177



4.1 Adverbial clauses

Judging from the corpus datayo-drop is the unmarked choice for 3rd person
pronominal subjects of adverbial clauses in past or future tense. NRD3Ras
found in present tense. In the majority of the cases the antecedent is tle matr
subject, yet antecedents with other grammatical functions were foundlaae-
sider, for example, sentence (6), where the antecedent is obliqueeatahce (5)
above, where the antecedent is split between the subject and direttt obje

(6) huhaya  yoshev leyad-am kol ha-layla
he was.3SMsit.present. SMiext-to-them.3PMll the-night
kshenaflu;  le-mishkav...
when-fell.3PMto-bed

“He would sit next to them all night when they were ill...” (Ha'aretz Corpus)

The fact that adverbial clauses, which are adjoined to the main claussitate an
appropriate context for 3P-PD is not surprising in light of Ariel’'s (1ppfediction
regarding the level of cohesion that is required between the unit whists lioe
dropped pronoun and that in which the antecedent occurs.

4.2 Relative clauses

Non-subject relative clauses, too, are able to host 3P-PD. While thitraotion
is not explicitly mentioned in the literature on Mpto-drop, a number of examples
of it were found in the corpus. One such example is given in (3) and &ated in
abbreviated form in (7).

(7) be-mixtavshehefits; bekerevha-ovdim hoda la-hem
in-letter that-distributed.3SMimong the-workerghanked.3SMo-them
beit ha-malon...

house.M.CShe-hotel...

“In a letter which it distributed among the workers, the hotel management
thanked them...”

Relative clauses, too, function as adjuncts, and thus form cohesigewith the
matrix clause. This cohesion is the enabling condition for the antecedgutetto
subject relationship.

®Note a parallel construction in Englisthen asked to Join the party, Bill declined
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4.3 Complement clauses

The case of complement clauses is not as straightforward as the prewviesis
This was already hinted at in the discussion of Ariel's analysis, whersisigies
out a particular lexical itemamar ('said’), whose complement clauses form less
cohesive units with their matrix clauses. It appears that not all compleraerses
are created equal in terms of 3P-PD. In what follows | distinguish betweee
distinct cases.

Many MH verbs which take infinitival VP complements can also take finite
clauses as complements. This class of verbs is further divided into twesladse
first class, to which I refer here as ‘full control verbs’, exhibits thenge control
pattern with both infinite and finite complements. Thus, when the subject of the
finite clause is unexpressed, its referent is identified with the same matrixangu
as in the infinitival case. An example is given in (8a), where the controfltdreo
unexpressed subject is the indirect objegtma’askikn(‘the employers’).

The subject of the embedded clause, however, is not restricted to 3Rafi2r,
it can be a pronominal, coindexed or not with the controller, or any lexi€a(8).
Furthermore, similarly to English control phenomena, this relationship canrers
to denominal verbs as well (8¢). Examples of subject control verbs icitégory
arehivtiax (‘promise’), kiva (‘hope’), andhitsi'a (‘offer’).

(8) a. ha-va’addarash me-ha-ma’asikim
the-uniondemandedrom-the-employers.PM
lashalem/shegreshalmu maskorot
to-pay.INF/that-will-pay.3PMsalaries

“The union demanded from the employers to pay salaries.”

b. ha-va’addarash me-ha-ma’asikim
the-uniondemandedrom-the-employers.PM
she-heny /ha-menahalinyeshalmu  maskorot
that-they/the-managers will-pay.3PM salaries

“The union demanded from the employers that they/the managers pay
salaries.”

c. drishat ha-va’ad me-ha-ma’asikim
demand.C$he-unionfrom-the-employers.PM
lashalem/shgreshalmuy maskorot
to-pay.INF/that-will-pay.3PMsalaries

“The union’s demand from the employers to pay salaries”

Note that since finite verbs in Hebrew are morphologically marked in agrdemen
with their subjects, the form of the verb indicates explicitly which is its antededen
(and can be manipulated to check alternatives). It should be addedrésanp
tense in this case is ungrammatical.

The second class of verbs is referred to here as ‘semi-control’ véitasthis
class, control is limited only to the infinitival case. Thus, while the controller of
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the unexpressed subject of the infinitival VP is the matrix subject (9a)sube
ject of the embedded finite clausannot be coindexed with the matrix subject,
whether it is expressed or unexpressed (9b). Lexical NPs or molggnonominals
are acceptable (9c¢).

(9) a. ha-maxlaka ratsta livnot et ha-batim...
the-department.Swanted.3SFo-build ACC the-houses

“The department wanted to build the houses...” (attested example)

b. *ha-maxlaka ratsta she-hj/shed tivne; et
the-department.Swanted.3SEhat-she/tha# will-build. 3SFACC
ha-batim...
the-houses

c. ha-maxlaka ratsta she-ha-irya/she-hj
the-department. Swanted.3SREhat-the-municipality. SF/that-she
tivne; et ha-batim...

will-build.3SF ACC the-houses
“The department wanted the municipality to build the houses...”

Other members of this class amenen‘plan’, hiskim‘agree’, andserevrefuse’.

The third class of verbs, referred to as ‘finite control verbs’, arbsavhich
only take finite clauses as complements. A 3P-PD embedded subject is obligato-
rily controlled by the matrix subject (10a). Split antecedents are impossible (c
(4)). Moreover, present tense is ungrammatical. When not a 3P-PBpthedded
subject can be a pronominal or any lexical NP, on a par with full conteobs
(10b).

(10) a. ha-xevra hodi'a ki hixlita; al hafsakat
the-company.SBnnounced.3Sthatdecided.3Sn stopping
yitsur ha-memisim...

productionthe-solvents

“The company announced that it has decided to stop producing the
solvents.” (Ha'aretz Corpus)

b. ha-xevra hodi’a ki hi;/;/ha-va’ada hixlita
the-company.SEnnounced.3Sthatshe/the-committedecided.3SF
al hafsakatyitsur ha-memisim...
on stoppingproductionthe-solvents

“The company announced that it/the committee has decided to stop
producing the solvents.”

This class includes verbs of statement, suchitshir (‘claim’), siper (‘tell’),

andhodi’a (‘announced’), which are widespread in the newspaper corplecketa.
Furthermore, it appears from the corpus that 3P-PD is the prefeptazhavith this
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type of verbs in this register. Closely associated with the newspaper ragitte
use of the complementizé&r (‘that’), which is seldom used as an embedding com-
plementizer in spoken language.

To summarize, the licensing of 3P-PD in complement clauses depends on the
verb type. The following table lists the different types of verbs discusslkedig
with information regarding their complementation patterns and the availability of
3P-PD.

Verb Type VPinf | Sfin | 3P-PD
Finite Control Verbs,  * Vv
Full Control Verbs vV Vv

*

Semi-Control Verbs| /
Infinitival VP only vV

L <

*

Note that the “Infinitival VP only” category is included in the table for complete
ness. Verbs in this category, for examplisa (‘try’), are not compatible with a
finite complement clause, and are therefor not candidates for 3P-PD.

We can then conclude that 3P-PD is licensed in the finite complement clauses
of two types of verbs: verbs which only take finite clauses as complements (i.e
finite control verbs) and a subset of verbs which take both infinitivad &l finite
clauses as complements (i.e., full control verbs).

4.4 Coordinated constructions

Many corpus examples of 3P-PD, as well as constructed examples in tlae liter
ture, are instances of coordination, where a subjectless verb appéiaessecond
conjunct. Alongside straightforward VP-CONJ-VP strings, there areyroases

in which the second conjunct is preceded by an adverbial. Sentercfeas(11)
are considered by Ariel (1990) and Gutman (2004) as “conjoined rsegg& with
3P-PD in the second conjunct.

(11) hayomnoga hitxila im shimon u-le-da’ati maxar
today Noga.Fstarted.3Skvith Shimon.Mand-to-my-mindomorrow
tatxil ; im david

will-start.3SFwith David.M

“Today Noga made a pass at Shimon and in my opinion tomorrow she will
make a pass at David.” (Ariel (1990), chapter 6, ex. 6a)

Note that this construction is not amenable to a simple VP-coordination analysis.
The clause-initial adverbiddayom(‘today’) has scope only over the first conjunct,
as it is contrasted with the adverbiabxar (‘tomorrow’) in the second conjunct.

“The complementizeki is frequently used in a different sense, meaning ‘because’.
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A purely syntactic VP-coordination analysis, then, would have to assunseand
tinuous VP constituent.

An additional example is the matrix clause of sentence (3), repeated here in
abbreviated and slightly modified form as (12). The first conjunct in seetél2)
is an instance of “triggered inversion”, where a non-subject deper(@dePP, in
this case) appears clause-initially and triggers subject-verb inversi@nreBult is
a VSO word order, where the subject comes between the verb and its coempje
thus splitting the VP constituent.

(12) ba-mixtav [hoda la-hem beit ha-malon al
in-the-letterthanked.3SMo-themhouse.M.CShe-hotel on
avodat-am] [ve-hodi'a; she-yirkosh la-hem
work-POSS.3PMand-announced.3Skhat-will-buy.3SMto-them
kartisei tisa]
tickets.CSlight

“In the letter the hotel management thanked them for their work and an-
nounced that it will buy them plane tickets...”

One important characteristic which sets this construction from the previous
ones is that the coordinate construction allows 3P-PD with a present terisiv
the second conjunct. This is illustrated in (13).

(13) asrot anashimmagi'im mi-tailand le-israelkshe-hem
tens.CYeople arrive.PMfrom-Thailandto-Israelwhile-they
nirshamim ke-mithadvimax le-ma’asemeshamshim ovdim
register.PMas-volunteersbutactually serve.PM workers.PM
sxirim  zolim
paid.PMcheap.PM

“Tens of people arrive from Thailand to Israel registered as volustehile
they actually work as low paid workers.” (Ha'aretz Corpus)

The construction illustrated by (12) is similar to the Subject Gap in Finite
clauses (SGF) coordination construction which is found virtually in all Gaitma
languages and marginally in English ( Wunderlich 1988, Kathol and Le\988,1
Kathol 1999)°

(14) In denWald ging derJager undfin einenHasen
into the forestwentthe hunterand caughta rabbit
“The hunter went into the forest and caught a rabbit.”

The similarity between the MH construction and the SGF coordination con-
struction, which is found in nopro-drop languages, as well as the construction’s

5| thank an anonymous reviewer for this suggestion.
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compatibility with present tense suggest that the unexpressed subjectsache
ond conjunct is an instance of some type of construction-specific gappidgiot
pro-drop.

A different case of interaction between 3P-PD and coordination is disdus
by Ariel (1990). This is illustrated by the example sentence in (15).

(15) noga dibra im shimon yafe, ve-*(laxen)ya'azor; la li-sxov
Noga.Fspoketo Shimon.Mnicelyand-so  will-help.3SMherto-carry
et ha-mizvada
ACC the-suitcase

“Noga spoke nicely to Shimon, and (so) he will help her carry the suitcase.
(Ariel (1990), exx. 6¢ & 6eii)

Unlike the previously mentioned coordinated construction, the droppgecsuis

the verb in the second conjunct is not identified with the subject of the first ¢
junct. Rather, it is the indirect object which antecedes the missing subjent. Co
sequently, a VP-coordination analysis is irrelevant. Moreover, as Aois, the
adverbial preceding the second conjunct is obligatory.

The role of the adverbial in licensing the 3P-PD in this case is creatingioohes
between the two coordinated units by explicitly marking that the second clause is
a consequence of the first. This is the type of construction referredfkolby and
Van Valin (1984) as ‘cosubordination’.

To summarize, | propose that of all the coordinated constructions onlg thos
in which the dropped subject in the second conjunct is identified with an argu
ment other than the subject are true cases of 3P-PD. Moreover, tleodeaases
where the obligatory occurrence of an adverbial subordinates tbadeonjunct
to the main clause. In contrast, coordinated constructions where the tsoitijlee
first conjunct antecedes the empty subject in the second conjunct taedes of

gapping.

4.5 Summary

At this point it has been established that contrary to conventional wisdain, 3
person pronouns may be omitted in Modern Hebrew. Moreover, it hasdbesvn
that 3P-PD is licensed in a number of distinct constructions. One queshiiIng,
however, which is whether what we referred to here as 3P-PD is ifirizadt pro-
drop.

In all the constructions in which they are licensed, dropped 3rd persmom-
inal subjects require linguistic antecedents. This characteristics sets ffain a
from “standard”pro-drop, which does not impose such a constraint. In Ariel's
(1990) terms, the impoverished accessibility of 3rd person referentgasfiers
of unexpressed subjects (in comparison with highly accessible 1st ange?son
referents) requires there to be a linguistic antecedent in the matrix clausatifyid
the dropped 3rd person pronominal subject.
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The tense restriction, which prohibits 1st and 2nd pemordrop from occur-
ring in present tense, applies to 3P-PD in adjunct clauses and compldmesgx
Nevertheless, dropped 3rd person subjects in present tense @teddgonstruc-
tions are grammatical. This, | claims, rules out the possibility of associatind8P-P
in coordinate constructions witbro-drop. This type of construction is similar to
the SGF coordination constructions, which is also found in prrerop languages
(e.g,. German and English).

As to 3P-PD in adjunct and complement clauses, the main distinction between
this type of subject drop and that of 1st and 2nd person is the nature laehsing
conditions. 1st and 2nd perspro-drop is licensed regardless of the syntactic con-
struction in which it appears. In contrast, the distribution of 3P-PD is caingtl
by the type of syntactic construction. 3P-PD in adjunct clauses can beedetd
by a single or a split matrix antecedent. 3P-PD in complement clauses is licensed
lexically by the embedding verb, and not by the verb whose pronomin@ditib
dropped. Moreover, the identification of the referent (or controlléthe unex-
pressed subject is lexically specified at the matrix verb level.

Consequently, | conclude that while there indeed are similarities between “sta
dard” pro-drop and 3P-PD, the two phenomena cannot be conflated. Moreover,
what was at first assumed to be a uniform phenomenon of 3P-PD has tnuhto
be manifested in three distinct types of constructions.

5 The proposed analysis

5.1 Overview

The main challenges which 3P-PD in Modern Hebrew poses are threatmdm-
modating non-local constraints, accounting for the two types of droppgeds,
and providing an analysis of the different control patterns in compleniauses.
In what follows | will undertake each of the challenges in the processasigmting
an account of the phenomenon.

5.1.1 Non-local constraints

The 3P-PD constructions presented here raise issues regardingdtity lotse-
lection, in that they require that information regarding the subject of a fitdatese
be visible at the CP level. Thus, in all relevant constructions the licensidg-&fD
does not occur at the lexical level, where the verb combines with its depend
but rather, at the clausal level. This, of course, is problematic in a franesuch
as HPSG where valence requirements are canceled off as they aredéalthe
construction of phrasal signs. Once the SUBJ requirement is fulfilled ssisraed
to be non longer on the VALENCE lists.
In this issue, Sag (2007) mentions similar cases of controlled pronominal sub

jects in finite clauses in the context of his discussion of locality. The solutiagchwh
he proposes for such cases, as well as other related phenomenacédetery
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featureEXTERNAL ARGUMENT (XARG). Unlike VALENCE requirements, which
are cancelled off from the list as they are realized, the XARG featuren|zes
information “beyond” the phrasal level. As such, this feature providesralle to
information inside the clause, and thus overcomes the locality issue.

The visibility of the XARG feature at the clausal level enables us to define
clausal constraints which target properties of the clausal subject. dpedifically,
this requires that the XARG feature percolate from the lexical level to thiezP
This, | propose, is achieved by the coindexation of the complementizerB&XA
feature with the XARG of the clause which they select.

16) [ 'HEAD ¢
XARG I

fin-clause

SS|LOC| CAT
verb

VFORM fin >
XARG

VAL | COMPS < HEAD

Overcoming the locality barrier is the first step in providing an analysis of
3P-PD in its various manifestations. The second step is to determine the exact
nature of the unexpressed 3rd person pronominal subject, and to dishirigfrom
“standard” 1st and 2nd pers@no-drop.

5.1.2 Pro-drop

The analysis opro-drop in HPSG builds on the disassociation between ARG-ST
and VALENCE proposed by Manning and Sag (1998). Thusdrop is viewed as

a variation on the Argument Realization Principle (ARP), where the leastuzbliq
argument in ARG-ST is not mapped to a VALENCE slot, yet remains in ARG-
ST (Ginzburg and Sag, 2000). A preliminary version of the Idid-drop ARP,
which incorporates the language-specific tense & person restricticheeflacts
the traditional description gfro-drop, is given in (17).

(17) Pro-drop ARP (preliminary version)

HEAD

%
VFORM past v future]

SUBJ()
COMPS[]

VAL

ppro o mlist
PER1st v 2nd

ARG-ST<NP:

This type of constraint could suffice for the purpose of accountingdiam-
dard” pro-drop in the language, since overt 1st and 2nd person pronourctibje
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can be freely omitted (modulo pragmatic considerations), regardless ofrttaes
tic context, and consequently the status pfadropped clause is identical to that
of its overt-pronoun counterpart. 3P-PD, however, as was prdyishswn, has

a much more restricted distribution. Moreover, the licensing conditions &#I3P-
target “higher” clauses, where the subject requirements of the lowbrare not
visible. In other words, the fact that a 3rd person pronominal waspdpeeds
to be projected at the clausal level. For this reason the XARG featurédsheu
incorporated into thero-drop constraint. Moreover, the value of XARG should
reflect the fact that the subject is “dropped” or unexpressed.

The HPSG type inventory provides a way to account for arguments which
are not realized locally by overt linguistic expressions. These arguraeatk-
censed by non-canonical synsemsrican-sy in distinction from canonical sy-
sems ¢anon-s§, which license overt expressions. The type hierarchy given in (18)
is an extension of the hierarchy posited by Ginzburg and Sag (200®b@mand
Sag’s hierarchy defines two subtypesnoincan-ss gap-ss which refers to ‘gap’
arguments in extraction constructions, gmd-ss which accounts for unexpressed
controlled subjects of nonfinite phrases.

For the purpose of this account | propose a slight extension. Undertaigsis
the use ofpro-ssis extended to the domain of finite phrases, and, in addition, is
further expanded by the introduction of two immediate subtyfde&:pro-ssand
3-pro-ss As will be shown, this architecture provides a way of both distinguishing
and consolidating the two types of dropped subjects.

(18) synsem
canon-ss noncan-ss
pro-ss gap-ss

1-2-pro-ss 3-pro-ss

Consequently, the propos€do-drop Argument Realization Principle is given
in (19). Note that the relationship between the unexpressed pronombjatsin
ARG-ST and the non-canonical pronominal in XARG is maintained by the coin-
dexation of the CONTENT value of the two features. Thus, once consttuthe
phrase projects the INDEX feature of its unexpressed subject, assitblk anfor-
mation that it contains a non-canonical subject.
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(19) Pro-drop ARP (final version)

HEAD

%
VFORM past Vv future]

SUBJ()

VAL
COMPS[1]

ARG-ST<NP: ppro> o [ list
XARG pro-ss

It should be added, for completeness, that in the “standard” ARP theGdRue
is identified with that of (the first and only element of) SUBJ.

5.1.3 Adjunct clauses

The licensing of 3P-PD in adjunct clauses is defined in contrast to its ftiohib

in root clauses. Both constraints apply to clausal types. Following S&Y)Ed
Ginzburg and Sag (2000), relative clauses are licensed by subtl/fies dausal
typerel-cl. The distinguishing characteristics of all relative clauses are: (i) they
cannot serve as independent clauses, (ii) they cannot be invartefiipthe mod-

ify nominals. These characteristics are expressed by way of type aimnston the
supertypeael-cl.

The aforementioned studies do not consider adverbial clauses. dowes-
sume that in addition to theel-cl type an analogous typedv-cl is needed in
order to account for adverbial clauses, which, similarly to relative elsus) can-
not serve as independent clauses, (ii) cannot be inverted, and yi&ghaon-empty
MOD feature. Naturally, the MOD value of adverbials is noun butv. The ques-
tion of whethermel-cl andadv-clare subtypes of a more general typeog-c) is
immaterial to the present analysis. The crucial issue is that both types seslau
allow their XARG value to be of typ8-pro-ss In contrast, clauses which function
as root clauses are incompatible wittBgro-ssXARG. This generalization can
be captured either by a default constraint on all clauses, or explicitly@mtst
general clause types which function as root clauses. An illustration ahalysis
of 3P-PD in an adverbial clause (extracted from (5)) is given in figure

Recall that the identification of the referent of the unexpressed embaditie
ject depends on linguistic antecedents in the matrix clause. This, howewer, is
pragmatic process, which is not syntactically determined, and, thus perrttits bo
single or split antecedents.

5.1.4 Complement clauses

As was previously discussed, the control patterns involved with 3P-Bj@te
complex. An account of these patterns is required to distinguish betwesm thr
different verb categoriedull control verbs semi-control verbsandfinite control
verbs In what follows | address each one in turn.
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CP

adv-cl
c
HEAD |IC —
MOD v
XARG
c VP
HEAD ¢ [hd-comp-ph
XARG
HEAD verb _
COMP5<[XARG D VFORM fin
SuBJ ()
VAL
COMPS ()}
| XARG [23-pro-ss

kshe nas’u li-yrushalayim
when went.3P to-Jerusalem

Figure 1: Adverbial Clause

Full control verbs

The class ofull control verbsis the least restrictive one. Verbs which belong
to this class alternate between taking infinitival and finite clauses as complements
The infinitival case is remarkably similar to that of English, and, therefora-c
patible with the analysis proposed by Pollard and Sag (1994). Verbs talvim
categories — subject control and object control — according to the gréinaha
function of the matrix argument which controls the unexpressed subjéuot &P
complement. Control in this case is obligatory.

Finite control is more involved. The subject of the finite complement clause
may not necessarily be controlled by a matrix argument. Thus, as was illdstrate
(8) above, the embedded subject can be a contr8Hpmb-ss a controlled or free
personal pronourpfro), or an unbound lexical Nmpro). An additional compli-
cation, not mentioned earlier, is the possibility of the occurrence of amtirodied
1-2-pro-ss An example is given in (20).

(20) ha-va’addarash me-ha-ma’asikim sheneshalem maskorot
the-uniondemandedrom-the-employers.PNhat-will-pay.1Psalaries

“The union demanded from the employers that we pay salaries.”

In order to capture the different patterns, | propose to differentiatedsan
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those cases in which control is obligatory and those in which it is not. Conse-
quently, a lexical rule will account for the control pattern correspondédetween
the infinitival and the finite cases. The Infinite to Finite Subject Control lagxic

Rule for subject control verbs such laistiax (‘promise’) is given in (21).

(21) Infinite to Finite Subject Control Lexical Rule

[inf-subj-full-ctrl
suBJ( A )

CAT | VAL VFORM inf
COMPS( VP 3]

suBJ( A ) =

RELATION rel

CONTENT | ARG1[1]
SOA-ARG[3]

[fin-subj-ctrl

It should be emphasized that the ability to

CAT | VAL fin-clause
COMPS< HEAD ¢

CONTENT

suBJ( A )

XARG pro-ssg

:>
ARG1[

SOA-ARG[3]

the finite complement is

RELATION reI]

“look inside”

achieved by way of the XARG feature which exposes the type of subjetits
CONTENT value. The structure-sharing of index features, indicatéd, bgnders
the control obligatory. A similar rule is required for object control verbs.

A partial analysis of the finite object control example in (8a) is given in &gur

2.

o

\Y,

[fin-obj-ctrl
suBX(()
CAT | VAL

RELATION deman
AGENT[2]
PATIENT[4]
SOA-ARG[6]

CONTENT

darash
demanded

COMPS<, CP[XARG pro-s%:@>

|

VP

BIPRy Blcp

XARG 3-pr0-s

fin-clause
CONTENT[s]

me-ha-ma’askim she-yeshalmu maskorot
from-the-employers that-will-pay salaries

Figure 2: Finite Object Control

The remaining cases are those in which the embedded subject is notanidgess

189



coindexable with the matrix subject. A description of the associated lexicalgype
given in (22).

(22) [finite-comp
suBl  (NRy)

fin-clause

HEAD c
iEl
canon-ss
Vv 1-2-pro-s
HEAD noun

CAT | VAL
COMPS

XARG

RELATION rel
CONTENT |ARG1[
SOA-ARG[3]

As was previously mentioned, different types of nominal subjects care s
embedded subjects in this construction. This is expressed in the XARG value o
the finite clause in the COMPS list. Nominal external arguments ofd¢gpaon-ss
account for lexical NPs as well as pronominal ones. It should be rib&tdvhile
the constraints do not impose a coindexation relation between the XARG and the
SUBJ, they do not prevent it. Consequently, embedded pronominalcssilaje
either bound or free. The second disjunct in the XARG value is negessarder
to allow cases of 1st or 2nd perspro-drop in the complement clause, such as (20)
above.

The use of disjunction in this constraint is not trivial with respect to the férma
ism of HPSG. However, the proposed type hierarchgyofsemsloes not allow for
a natural grouping of these NPs (i.e., lexical NPs, personal pronandslst and
2nd persormpro-drop). For the purpose of descriptive adequacy | choose to use the
disjunction operator. An alternative solution is to posit different lexicalies for
each of the XARG possibilities.

Semi-control verbs

The Infinite to Finite Subject Control Lexical Rule given in (21) does pptya
to the class of semi-control verbs, since control in this case is restrictec to th
nonfinite domain, similarly to English control verbs. Thus, while as infinitival
control verbs the two types of verbs are indistinguishable, the types wbéise
them must be distinct. For this reason | posit two separate typesubj-full-ctrl
andinf-subj-semi-ctrlwhich are both subtypes of more general tifesubj-ctrl.

In addition to infinitival VPs, finite clauses too can serve as complements to
semi-control verbs, provided that the embedded subject is not contin/i¢le
matrix subject (see (9b) & (9¢)). This completely rules out any type ofddiRon-
ical or non-canonical, which is coindexed with the subject.

One way to build this type of a constraint into the grammar is by using inequa-
tion, and stating that the indices of the two entities cannot be coindexed.ofhis,
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course, raises the issue of the status of inequation in the formalism of HPSG,
debate which is not the focus of this paper. An alternative option is to iatsoc
this constraint with Binding Theory. More specifically, according to Prileck,

a personal pronoun must be a-free, where ‘a-free’ refers to theslof the HPSG
Binding Theory, namely ARG-ST (Manning and Sag, 1998). Since bo#ntov
pronouns angro-ss are pronouns, the binding of XARG by the matrix subject
can be avoided by adding it to the ARG-ST of the embedding cl&ubesuch a
configuration, XARG is in the binding domain of the subject, and thus carmot b
coindexed with it.

(23) [finite-comp-no-bind

SUBY(IINRy)

VAL fin-clause
CAT COMP HEAD ¢ 5]

XARG [BINP

ARG-ST<, 3, >

RELATION rel
CONTENT |ARGL1[4
SOA-ARGI3]

At this point | consider the two alternatives as engineering solutions. &lda
question of the theoretical and empirical ramifications of each option to furthe
research.

Finite control verbs

Finally, finite control verbs can only take finite clauses as complements. In
fact, the type of constructions in which these verbs are licensed is a sifiltisese
which license full subject control verbs, namely the finite ones. Coresaty
the two lexical types which describe the realization possibilities of these aegbs
fin-subj-ctrl (21) andfinite-comp(22).

5.1.5 Coordinated constructions

The discussion of the coordinate constructions involved with 3P-PD dissimgad
between two types of constructions: an SGF-like construction, in whichrihe u
expressed subject of the second conjunct is considered to be angaposubor-
dination, where the unexpressed subject of the cosubordinated @ddsatified
with a non-subject in the first clause. An analysis of these constructiangsale
the scope of this paper and is left for future work. Nevertheless, é&8G4Pased
analysis of the SGF coordination construction is proposed by Katholj1i&9

®Note that this move is possible due to the disassociation between ARG-STAMENCE
proposed by Manning and Sag (1998)
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a linearization framework, where linear order is considered conceptiialiynct
from constituent relations. In addition, a discourse functional analy$$&¢ co-
ordination in LFG is proposed by Frank (2002).

6 Conclusion

Contrary to the traditional description pfo-drop in MH, pro-drop of 3rd person
pronouns does occur. lts distribution, however, is more restricted tlaammthst
and 2nd person pronouns. The observation presented here is tiR& 8Bcurs
freely in adjunct subordinate clauses (i.e., adverbial clauses, retddiuses, and
‘cosubordinated’ clauses) when it is anteceded by a matrix argumertedstat
(single or split). Cases which were previously viewed as 3P-PD in comjaiae-
tences were analyzed here as cases of gapping angaadtop. Consequently, it
was proposed that the licensing of this kind of 3P-PD is associated with dfpes
clausal constructions Furthermore, the clausal association confirms Ariel’'s pre-
diction regarding the necessity of cohesion between the units of the aetteedl
dropped subject.

More restrictive licensing conditions were found to apply to embedded com-
plement clauses, where the licensing of 3P-PD depends on lexicalrpespef
the embedding verb. Three types of verbs were identified, each with ttsyjar
complementation and control patterns. For one type of verbs referrezi‘folla
control verbs’ the identification of the antecedent of the empty subjectovasl
to correlate with the identification of the controller of parallel constructions with
an infinitival complement. More generally, the licensing of 3P-PD in complement
clauses was found to be determined at the lexical level.

In conclusion, this study provided a comprehensive data-driveruatod the
phenomenon of 3P-PD, a phenomenon that has not received araselegalysis
up until now. The proposed HPSG-based analysis incorporated insigiterning
locality, clausal vs. lexical constraints, correlations between finite anefinite
control, non-canonical elements, and binding.
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Abstract

Abeillé and Godard (2007) describe a variety of Spanish whose complex
predicates differ structurally from the more familiar flat VP type of com-
plex predicate common to other varieties of Spanish and Romance. I present
a verb cluster analysis of this variety which both captures these structural
differences, and at the same time preserves those features that are common
across both construction types. Coupled with a simple morphological treat-
ment of affixation, this analysis predicts the range of ‘clitic climbing’ facts.
The parsimony of the affixation analysis is afforded by an alternative ap-
proach to the constraints on reflexive affix distribution in Spanish complex
predicates. I depart radically from previous morpho-lexical approaches to
the phenomenon, instead showing how the constraints follow from indepen-
dently motivated binding principles. This approach not only handles more of
the Spanish data, but also has the potential to provide a unified account of the
phenomenon across Romance.

1 Introduction

It is generally agreed that periphrastic causatives and perception verbs with infini-
tival complements fall into two basic construction types in Romance languages
(Abeillé et al., 1997; Abeillé et al., 1998; Miller and Lowrey, 2003). The first is
the double complement construction (1), where the causative/perception verb se-
lects for both an NP controller and an infinitival VP complement, as shown in the
following examples from Spanish:

(1) Yo hice a Pedro comer la manzana
I made.lsg to Pedro eat the apple
‘I made Pedro eat the apple’

The second is a structure in which the finite causative/perception verb and the in-
finitive together form a complex predicate (2), as evidenced by various telltale
properties. The first is the word ordering: in cases where the subject of the infini-
tive is realised as an NP, it must not intervene between the two verbs (2):

(2) Yo hice comer la manzana a Pedro
I made.lsg eat the apple to Pedro
‘I made Pedro eat the apple’

A second is the placement of pronominal affixes', which appear on the finite
verb, even where they are semantic arguments of the infinitive (so-called ‘clitic-
climbing’?):

TParticular thanks to Inbal Arnon, John Beavers, Daniéle Godard, Philip Hofmeister, Beth Levin,
Ivan Sag, Harry Tily, and the audience of the HPSGO7 conference for their valuable input.

IThere is a good deal of evidence supporting an affixal, as opposed to a clitic analysis of these
elements, see Miller (1991) for overview and discussion.

2 will henceforth use the traditional term “clitic climbing’ as a shorthand for this behaviour, even
though (unsurprisingly) I present here neither a clitic, nor a movement analysis of the phenomenon.
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3) Yo la hice comer a Pedro
I itacc made.lsg eat to Pedro

‘I made Pedro eat it’

Further properties, which space prevents me from illustrating here,? include middle-
passive SE and periphrastic passive formation, and occurrence in bounded depen-
dencies, all of which may target the object of the infinitive as though it were an
argument of the complex predicate head.

Together, these properties attest to the monoclausality of Romance complex
predicates. In the HPSG literature they are analysed in terms of argument structure
sharing: the head of the complex predicate inherits all of the arguments of the
unsaturated V argument on its own argument structure list (so-called ‘argument
composition’, Hinrichs and Nakazawa (1990)):

@) composition-verb-lxm

word

ARG-STR {( NP 1, vV
(NP) &l (@ ARG STR (1) © [4]

)

Abeillé and Godard (2007) have convincingly demonstrated that these monoclausal
properties are common to complex predicate structures across the Romance family,
which argues for a common argument composition analysis for these languages.
At the level of constituent structure however, they show that Romance complex
predicates do not form a homogenous class. On the basis of a number of tests, the
existence of two basic structures are motivated. The first is a flat VP (figure 1). The
second is a ‘verb cluster’, where the two verbs form a constituent (figure 2).

S S
NP VP NP VP
V V NP NP v NP NP
P
vV Vv
Figure 1: Flat VP Figure 2: Verb cluster

The flat VP structure characterises the French, Portuguese, Italian complex
predicates, as well as one variety of Iberian Spanish (henceforth S1).* The verb
cluster characterises complex predicates in a second variety of Iberian Spanish
(S2).> The structural differences reveal themselves in the placement of adverbials,

3See Abeillé and Godard (2007) for a detailed description.
4Romanian shows mixed behaviour depending on the specific verb.
SNon-Iberian varieties of Spanish are not discussed.
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and in coordination and subject-verb inversion facts. By contrast with members
from the former group, in S2, adverbials may not intervene between the head and
the infinitival V, coordination of sequences of non-finite verbs with their comple-
ments are not allowed, and the subject may not invert with the head of the complex
predicate in interrogative constructions.®

In the HPSG literature on Romance complex predication, the French and Italian
structures have received more attention than their Spanish counterparts. It can be
observed that the basic argument composition analysis proposed to capture the
monoclausal properties of complex predicates straightforwardly produces the flat
VP structure appropriate for these languages, when the composition verb combines
with its arguments in the syntax, via the head-complement construction. It will
however, produce the wrong structure for the verb-cluster variety of Spanish.

The first part of this paper is devoted to an analysis of the verb-cluster variety
of Spanish, with the aim of capturing both the structural difference between this
type and the flat VP type, and also the properties common to both constructions,
which derive from the shared argument structure. To this end, I adopt a head-
cluster analysis of the type proposed for verb clusters in various non-Romance
languages.” Coupled with a simple morphological analysis of Spanish affixation,
this analysis predicts the range of pronominal affixation phenomena exhibited by
Spanish causative and perception verb complex predicate constructions. I restrict
here the discussion to causative verbs, though the analysis should extend straight-
forwardly to perception verbs also.

For readers familiar with HPSG analyses of Romance complex predicate af-
fixation (e.g. Miller and Sag, 1997; Tily and Sag, 20006), it will be apparent that
the present analysis does away with many of the ‘book-keeping’ features and types
that characterise previous analyses. The type- and feature-heavy nature of these
analyses has been primarily due to the problematic facts pertaining to reflexive af-
fix realisation. Because, in the second part of this paper, I show (for Spanish, at
least) that the locus of explanation for these constraints can be shifted to an entirely
different domain of the grammar, that of the binding theory, the affixation analysis
I present is consequently far more abstemious in its reliance on ad hoc types and
features than its predecessors.

Across Romance languages, reflexive affixes® constitute a striking apparent
exception to the generalisation that all affix arguments in complex predicate con-
structions climb: when the affix is reflexive, it is constrained to remain attached to
the infinitival verb:

6See Abeillé and Godard (2007), for a detailed description, and language specific differences
among the flat VP languages.

7See, inter alia, Miiller (2000) for German, Rentier (1994) for Dutch and Chung (1993) for
Korean.

8In French there is a further series of ‘intrinsic’ affixes, idiosyncratically associated with specific
verbs, which also fail to climb. Because Spanish does not possess this set of clitics, I do not touch on
the behaviour of these elements here.
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&) Yo lo hice lavar-se
I  him.acc made.lsg wash-refl
‘I made him wash himself

Previous analyses have approached these facts from a morpho-lexical perspective,
positing distinct verb types for verbs that realise reflexive affixes and for those that
realise non-reflexive affixes (Abeillé et al., 1998; Tily and Sag, 2006). Specific
constraints on complex predicate forming verbs then ensure that the verb selects
for a certain type of infinitive only.

The second part of this paper provides a more parsimonious alternative to this
morpho-lexical approach to the constraints on reflexive affix realisation in complex
predicate constructions. I show that the constraints follow from independently
motivated binding principles, in conjunction with the particular argument structural
properties of complex predicates. As such, there is no need to complicate the type
hierarchy and the lexical entries of complex predicate forming verbs in order to
handle the reflexive facts. Crucially, this analysis does not depend on particular
selectional or type constraints which might be predicted to vary across languages,
but rather capitalises on the common property shared by complex predicates across
the Romance family: their composed argument structure.

2 The Analysis

The framework adopted in this paper is that of sign based construction grammar
(Sag, 2007a,b), which treats lexical items and phrases alike as constructs, which are
modeled as feature structures (6), with a MOTHER (MTR) feature and a DAUGH-
TERS (DTRS) feature. The value of the MTR feature is a sign, and the value of
the DTRS is a (possibly empty) list of signs.

(6)

MTR sign
construct =

DTRS list(sign)

The immediate subtypes of construct are phrasal-construct and lexical-construct,
under which the rest of the type hierarchy of constructs is classified:

(7) construct

T

phr-cxt lex-cxt

deriv-cxt  infl-cxt  pinfl-cxt

We can think of constructs as local trees which are licensed by some construction
of the grammar. A construction is a type constraint which licenses a distinctive
class of constructs. Lexical entries are constructions (of type lexical class) which
license a class of lexical items. From lexical items, lexical and phrasal construc-
tions (combinatoric constructions) serve to build larger signs.

198



2.1 Affixation

It has been widely recognised for some time that Romance ‘clitics’ exhibit all the
behaviour of pronominal affixes (see Miller 1991 for an extensive discussion), and
thus that verb forms bearing these affixes should be formed in the lexicon, rather
than in the syntax. A recent analysis in this spirit, for pronominal affixation in
French, is found in Tily and Sag (2006) (henceforth TS06), which builds on the
comprehensive earlier analysis of Miller and Sag (1997) (henceforth MS97). TS06
take the presence of an affix to correspond to the presence of a pro (a definite null
instantiated argument)’ on a verb’s argument structure list. They implement this
by means of a derivational construction which removes an affixal element from the
verb’s ARG-ST and replaces it with a pro argument.

For Spanish affixation,'® T will follow TS06 in taking affix realisation to cor-
respond to a replacement element on the ARG-ST list, but will simply allow this
to be an element of type nominal object, which is constrained to be a non-affix (to
avoid repeated application of the rule to its own output). It is also constrained to
share the same SEM value as the affixal element on the DTRS list (indicated by the
colon preceding the tag).!! This will ensure that the relevant referential properties
of the affixal argument such as person, gender and number information, together
with the nominal object type (ppro/ana) (and thus the binding constraints on these
types) will be inherited. The retention of these referential properties is crucial, and
will be directly relevant in the analysis of reflexive affixes in §2.3.1.

I capture the same effect as the pro analysis by enforcing an argument struc-
ture/ valency discrepancy:!? the affixed argument is ‘canceled’ off the valency list,
such that the MTR’s ARG-ST list is longer than the VAL list by one.'® This reflects
the intuition that affix realisation, although a morphological rather than a syntactic
process, nevertheless serves to saturate an argument. The choice of an argument
structure/valency mismatch as opposed to a phonologically null pro analysis will
allow us more easily to define certain constraints on the types of infinitives that
complex predicate forming verbs must select for in order to enforce affix climb-
ing (see §2.2.1), and is more amenable to a straight forward account of reflexive
binding facts (see §2.3.1).

Because affixes always attach to already inflected verb forms (words), and be-
cause in Spanish the location of the affixation depends on the type of inflected verb
form (left edge for finite verb forms, right edge for non-finite forms), I take affix
realisation to be derived in the lexicon via a type of post-inflectional construction
(an aff-cxt),'"* which takes as both its DTRS and its MTR a value of type word.

9pro on this analysis is a phonologically null subtype of sign.

10The analysis of Spanish affixation presented here is not intended to be restricted to the verb
cluster variety of Spanish, but rather should hold generally for both varieties.

U¢cf. the mechanism of ‘content-sharing’ in HPSG, e.g. Davis (2001).

12See Abeillé et al. (1998) for a similar argument structure/valency discrepancy analysis for
French.

131 side-step the complicated issues surrounding the phenomenon of Spanish “clitic doubling’ here.

14 A5 opposed to a derivational construction as assumed by TS06 for French.
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The function Faff (essentially the same as Fpraf introduced by MS97), determines
the FORM value of a given affixed word. It takes as input the inflected form of
the host, the syntactic category of the host, and the affixal element to be affixed,
returning the affixed form.

For finite verb forms, the constraints on the ARG-ST list of the DTRS guaran-
tees that the first affixal element on the list is realised as a pronominal argument on
the MTR’s ARG-ST:

8) word
FORM ( F,rr(BLA0]) )
ARG-ST[A]® (NP, 60 2) ®

MTR CAT

VAL [ & }

aff-wd-cxt = | SEM

word
FORM

DTRS ( ARG-ST [Allist(nonaff) @ ( [Uaff:[2)) @

~

SYN [CAT [VFORM ﬁniteH

SEM

Because both MTR and DTRs are of type word, an affixed word may occur as the
DTR of an aff-wd construct, for as long as there are still affixes on the list.!> This
is relevant in the case of ditransitives, for example, where there may be multiple
object affixes that need to be realised. The ordering constraint (that affixation al-
ways targets the first affixal element on the ARG-ST list) further guarantees that
the process of multiple affixation will follow the obliqueness hierarchy which cor-
responds to the relative proximity of affixes to the finite inflected verb stem in
Spanish (where there are accusative and dative clitics attached to the verb stem, the
accusative is closer to the verb stem):'°

9) a. Roberto dié el libro a Miguel
Roberto gave the book to Miguel

‘Roberto gave the book to Miguel’

I5This avoids the division of clitic word and plain word introduced by Miller and Sag (1997),
which as pointed out by Monachesi (1999), and TS06, is syntactically unmotivated.

16For non-finite forms, multiple affixes have the inverse relative proximity with respect to the
verb: the accusative is farther away from the verb stem than the dative. Non-finite verb forms are
therefore constrained to always realise the /ast affixal element on the ARG-ST list of the DTRS as a
pronominal argument on the MTR’s ARG-ST.
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b. Roberto se lo dio
Roberto dat acc gave

‘Roberto gave it to him’

The post-inflectional affix realisation construction interacts with the lexical entries
for complex predicate forming verbs, and with the head-cluster construction to
predict the affix climbing facts. I turn to these two components of the analysis in
the next section.

2.2 Constructing complex predicates

We saw above that S2 complex predicate constructions are structurally distinct
from the French, Italian and S1 complex predicate types. While the latter show the
characteristics of a flat VP structure, the infinitival V in the S2 constructions forms
a constituent with the matrix verb. Clitic climbing, passive formation and occur-
rence in bounded dependencies all indicate, however, that, independent of their
variable constituency, complex predicates across the family are characterised by a
shared argument structure, to which these monoclausal properties are attributable.

A simple way of capturing the structural difference between S2 on the one
hand, and French, Italian and S1 on the other is to take bare V arguments in the
verb cluster variety of Spanish as not being privileged to participate in the same
combinatoric constructions as phrase level complements. This can be enforced
by specifying that the unsaturated verbal complement be listed as the value of a
special valence feature, VCOMP (Chung, 1993; Rentier, 1994; Miiller, 2000), the
value for which for all other verb types is specified as the empty list. Because the
bare V does not occur on the ARG-ST list, the valence principle does not apply
to it, and so, unlike other complements, it does not appear on VAL list. By this
means, it cannot be realised via the Head-Complement construction.

In order to guarantee that cluster forming verbs combine first with their bare
verbal complement before combining with any phrasal nominal complements (thus
producing the correct constituency structure), the head in the Head-Complement
construction is required to have an empty VCOMP value (see (15) below). Verbs
which have a non-empty VCOMP value are thus licensed not by the Head- Com-
plement construction, but by the Head-Cluster Construction, some form of which
has been proposed already for various non-Romance verb cluster constructions.!”
Before I present the Head-Cluster Construction, we shall first look at the nature of
the lexical entry of the Spanish causative and perception verbs that are licensed to
participate in this construction type.

17See, e.g. Chung (1993), Rentier (1994) and Miiller (2000).
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(10) [ cluster-vb-Ixm

verb

ARG ST (1) ®
CAT [VFORM inf}

SYN VAL <> & [B]
VCOMP ()

SYN|VCOMP (

SEM

ARG-STR ( NP; ) @ (Bl @ (IINP)
SEM cause(i,[2])

(10) gives the (simplified) lexical entry for the verb cluster forming verb, a
subtype of transitive verb. The verb semantically selects for an NP subject, and an
infinitival V, denoting an event. The VCOMP value of the verb is the infinitival V.

The ARG-ST list of the causative lexeme includes the arguments inherited from
the infinitival V, in keeping with the standard argument composition approach to
argument sharing. I stress here that this argument composition component of the
lexical entry is not particular to the verb-cluster variety of Spanish, but is common
to complex predicate forming verbs in both varieties of Spanish. The composed
ARG-ST is the locus of the monoclausal properties common to the complex pred-
icates of both varieties of Spanish (and in Romance generally), and thus is a fea-
ture of both construction types. Furthermore, it is the properties of the composed
ARG-ST which, I show in §2.3.1, are relevant for accounting for the reflexive affix
constraints. These constraints are present in both varieties of Spanish and thus it
is expected that they should derive from properties shared across both construction
types.

I will now briefly discuss these composed ARG-ST properties. First, note that
VAL and the ARG-ST lists of the infinitival V are required to be identical. This is
crucial for the analysis of clitic climbing, to be presented in the following section.

Second, note the order of elements on the composed ARG-ST list of the finite
verb: the first element (subject) on the infinitive’s ARG-ST list is ‘demoted’ to oc-
cur after the infinitive’s object argument. This ordering of elements is adopted in
recent composition analyses such as TS06, in order to capture the case distribution
facts (the final (infinitival subject) element on the combined ARG-ST receives da-
tive rather than accusative case). Significantly, this ordering will also play a crucial
role in the binding account of reflexive affix realisation presented in §2.3.1, which
provides independent motivation for this ordering of obliqueness.

Finally, observe that on this analysis, Spanish verb cluster lexemes are seman-
tically dyadic. The literature is somewhat divided as to the semantic arity of com-
plex predicate forming causative and perception verbs cross linguistically. Like
the present analysis, TS06 assume semantic dyadicity for their French composi-
tion causative constructions, as does Rentier (1994) for causative and perception
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cluster forming verbs in Dutch. Abeillé et al. (1998), by contrast, propose that
the French causative faire take three semantic arguments when it combines with a
transitive infinitive, while adopting a raising analysis of faire with intransitive in-
finitives. While it is not made explicit in their analysis, the consequence of Abeillé
et al’s approach is that both double complement constructions and composition
constructions with transitive infinitives are taken to involve semantically selected
controllers (causees), and thus have the same semantic arity. While this may be an
appropriate characterisation of the French data, it does not appear to be for Spanish.

Moore (1996) observes that the double complement construction (11a) has an
interpretation of direct causation, where the agent directly acts on the causee, to
bring about the caused event. By contrast, the complex predicate construction

(11b) has an indirect causation reading:18
(11D a. Los hizo quemar las casas
them.acc made.3sg burn the houses

‘He made them burn down the houses’

b. Les hizo quemar las casas
them.dat made.3sg burn the houses

‘He had them burn down the houses’

The semantic generalisation is that in the double complement construction, the ac-
cusative marked participant is a semantic argument of the causative verb, while the
complex predicate forming verb is semantically dyadic (causer, caused event).'”

The semantic dyadicity of the complex predicate construction is made particu-
larly evident by the fact that while hacer imposes selectional restrictions on causees
in the double complement construction, it never does on the equivalent participant
in the complex predicate construction. Thus, (12a) (from Moore (1996)) is unac-
ceptable in the double complement construction, because hacer requires animate
causees. By contrast, the complex predicate example in (12b) is well formed, be-
cause here hacer selects only for an event, and thus imposes no restriction on the
animacy of the agent of that event.

(12) at?El  ingeniero la hizo (a la pared) resistir el temblor.
The engineer it-acc made to the wall resist the tremor.

‘The engineer made the wall resist the tremor’

b. El ingeniero le hizo  resistir el temblor (a la pared).
The engineer it-dat made resist the tremor to the wall
“The engineer made the wall resist the tremor’

18Because there is no independent NP in these two examples, word order does not distinguish
the two structures. However, the accusative affix in (11a) shows this to be a double complement
construction; the dative affix in (11b) signals that it is a complex predicate.

19Tn the literature on the semantics of perception verbs, it is generally agreed that a perception
verb selecting an infinitival complement is semantically dyadic (Felser, 1999; Higginbotham, 1983),
so for this verb class at least, this is not a particularly controversial claim.
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In addition to the semantic evidence presented above, treating these verbs as dyadic
will end up being pivotal for the reflexive binding facts.

I turn now to the head-cluster construction, which licenses verb cluster forming
verbs:

(13) [ phrase
MTR [VAL ]
SYN

VCOMP ()

head-cluster-cxt —>
word

VAL
vcomp (1)

DTRS ( .V

The DTRS of this construction consist of the head verb of type word, and a second
complement, also a verb of type word, which is the VCOMP value of the first
daughter. The MTR of this construction is of type phrase.

It is important to note that verb-cluster formation must be treated as a syntactic
process, rather than a morphological one. Evidence ruling out a morphological
derivation includes, infer alia, the fact that certain prosodically ‘light’ adverbs can
occur between the two verbs, and that the lexical coordination of two non-finite
verbs is permitted (See Abeillé and Godard (2007) for details). Thus, the MTR of
a head cluster construction cannot be of type word.?"

This creates a problem when we consider the fact that the Head-Complement
construction as it is standardly formulated does not license phrasal heads. In order
to ensure that in spite of being phrasal, the head cluster can still participate the
Head Complement construction and thus have the noun phrase complements on
its VAL list realised in the standard way,”' I leave the type of the head daughter
of the Head Complement construction underspecified, simply allowing it to be of
type expression, rather than word. Although the head type remains underspecified,
the head complement construction will nevertheless not ordinarily allow a phrasal
head, by virtue of the specification that it have a non-empty VAL list (i.e, it cannot
have saturated complements). The only exception to this will be verb clusters,
which, despite being of type phrase, have no (non-affixal) arguments saturated. In
this manner we can faithfully capture the mixed properties of verb clusters: the fact
that they are produced combinatorically in the syntax like phrases, yet participate
as complex heads with respect to immediate dominance schemata.

Finally, note that the empty VCOMP value on the DTRS will ensure that verb
cluster forming verbs that have not already combined with their infinitival V com-
plement are not licensed to participate in the Head-Complement construction, thus
ensuring the correct constituency in verb cluster constructions.

20Thanks to Dani¢le Godard, who alerted me to the relevant data points.
2IRentier (1994) captures this via the feature LEX.
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(14) Spanish Head-complement construction

phrase

MIR Tsyn [VAL <)]

expression
head-cmp-cxt =

CAT [XARG }

SYN | vaL () @
VCOMP ()

DTRS ( ) @ [Blnonempty

2.2.1 The interaction with (non-reflexive) affix realisation

Let us now consider how the morphological analysis of affix realisation interacts
with the head cluster construction. First, clitic climbing is enforced by the lexical
specification that the finite cluster-forming verb selects for an infinitive that has
no ARG-ST-VAL mismatch. Recall that any affixed verb form features a valency
reduction (cf. 28). This constraint will therefore disallow the matrix verb to select
an infinitive that has had its affixes already realised. If a complex predicate form-
ing verb selects for an infinitive that bears any affixal arguments, then these will
be inherited on the combined ARG-ST list. When inflected, this complex predi-
cate forming verb can function as the input to a post-inflectional affix realisation
construction:

(15) -aﬁ’—cxt

[word

FORM ( le, hice)

ARG-ST ([1]) @ [B] @ (NP:[3])

MTR CAT [VFORM ﬁn]

SYN | VAL (1) ¢
VCOMP <V[ARG ST (NP:33)) & [B]|)

[word
FORM (hice)
ARG-ST (1) ® [B] @ (2laff:[3])

DTRS CAT [VFORM ﬁn}
SYN [ VAL (IINP) @ [B] @ (2laff:3])
VCOMP <V[ARG ST (2laff:B]) & B|)

~
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The resulting affixed verb form, having a non-empty VCOMP value, is licensed by
the verb-cluster construction (but not the head complement construction), and in
this way can combine with its infinitival V complement.

2.3 Reflexives

In the present analysis, the lexical specification that the causative/perception verb
combine with an infinitive V whose VAL list is identical to its ARG-ST list en-
forces any affixal argument specified on the V’s ARG-ST list to be realised on the
matrix verb. That is to say, clitic climbing is enforced absolutely given this lexical
requirement.

At first glance, this would appear to make entirely the wrong predictions for
reflexive affix realisation. Recall the constraints on reflexive affix climbing: the
reflexive se does not attach to the finite verb in complex predicate constructions
such as (16). This is the case regardless of whether the intended co-indexation is
with the causer, or the causee:*?

(16) *Curro; se;;; hizo afeitar a Jose;
Curro refl made.3sg shave to Jose
‘Curro made Jose shave himself’

As discussed above, previous HPSG analyses for French, which exhibits similar
constraints, have dealt with these facts by positing distinct verb types for verbs
that realise reflexive clitics and for those that realise non-reflexive clitics. Specific
constraints on complex predicate forming verbs then ensure that the verb selects
for a certain type of infinitive only (Abeillé et al., 1998; Tily and Sag, 2000).

Abeillé et al. (1998), for example, distinguish between two types of verb: basic
and reduced. Basic verbs are either those that have been realised without clitics
or else intrinsic clitic verbs, one of whose arguments is realised as a reflexive or
intrinsic clitic. Because the composition causative is constrained to select for a
basic infinitive, reflexive clitics will never surface on the finite verb in composition
constructions, because the infinitive selected for already must have had its affixes
realised. By virtue of the same constraint, non-reflexive clitics will always surface
on the finite verb, but they are never realised on the infinitive type selected for the
composition verb.

There are problematic aspects to this type of analysis. First is the general ques-
tion of why it should be the case that reflexive affixed verbs pattern differently
from non-reflexive affixed verbs to begin with. Simply positing a distinction be-
tween verb types is perhaps descriptively adequate, but has no particular explana-
tory force. Of course, it may be that this is simply an arbitrary morphological
phenomenon, but if a less stipulative account can be arrived at, it is certainly prefer-
able.

22The reflexive examples in this section are taken from Moore (1996).
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Moreover, if it is simply an arbitrary phenomenon, we might expect to see
some variation across the family in this regard. It is telling that these constraints on
reflexive affix realisation are shared across the family, which suggest that they de-
rive from some property common across complex predicate constructions in these
languages.

A more immediate problem for Spanish is that there is prima facie evidence
that there can be no general constraint barring the possibility of reflexive affixes
attaching to the finite causative verb, because there is one context where precisely
this can happen, namely where the infinitive is an impersonal form (that is, when
it has an uninstantiated subject with a generic interpretation):

(17) Curro; se; hace castigar
Curro refl make.3sg punish

‘Curro makes people punish him’

Requiring the causative verb to select for an infinitive verb that has realised its
reflexive affix locally would therefore erroneously rule out cases like (17), at least,
without further stipulation.

I pursue in the next section an alternative approach to reflexivisation which
relies on the independently motivated binding theory, and the argument structural
properties of complex predicates we have already reviewed above. This analysis
thus extends to both varieties of Spanish, because it hinges in no way on the specific
structural type of complex predicate (flat VP vs. verb cluster).

2.3.1 A binding account of the reflexive affix constraints

Reflexive clitics must be bound within the clause in Spanish (Aissen, 1979), i.e.,
they must be locally O-bound.

(18) Pablo; se lavo
Pablo refl washed.3sg

‘Pablo washed himself’

Thus, the following binding relation is ruled out, because there is no local ARG-ST
list on which the subject of the control verb can bind the reflexive:

(19) *Maria; me permitié besarse;
Maria me let.3sg  kiss.refl
‘Maria let me kiss her’

In control constructions the object of the matrix verb may bind the downstairs
reflexive, because this argument occurs on the local argument structure of the in-
finitive, and is therefore an available local antecedent for the reflexive:
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(20) Le; permiti lavarse;
3sg.dat let.1sg wash.refl
‘I let him wash himself’

Given the grammaticality of (20) above, it is at first blush counter-intuitive that in
a complex predicate construction, the following binding relation, where the object
Jose binds the reflexive, should be ruled out:

(21) *Curro; sej hizo afeitar a Jose;
Curro refl made.3sg shave to Jose
‘Curro made Jose shave himself’

However, this illicit binding relation has a straightforward account given the analy-
sis of these complex predicates presented above. Recall that in the combined ar-
gument structure list in the complex predicate construction, the causee is more
oblique than the object of the infinitive (in this case, the anaphoric element), which
is motivated independently by the case assignment facts (cf. TS06). Assuming that
the reflexive affix is of type anaphor, and is thus subject to the same constraints as
anaphoric pronouns (cf. MS97), and §2.1 above), this will result in an O-command
violation, and the structure will not be licensed. Note that this account relies cru-
cially on the posited semantic dyadicity of the cluster forming verb: if such verbs
selected semantically for a causee, then this causee would occur on the ARG-ST
of the matrix causative, which would provide an appropriate antecedent for the
anaphor. The semantic facts presented in §2.2, which argue against such a tri-
adic semantic argument structure therefore dovetail with the binding constraints
described here.

(22) A-command violation, where [ = k
cluster-vb-Ixm

ARG-STR (NP;, ref-aff, NP, )

SYN|VCOMP <V[ARG ST (NPy, ref-aff) |)

The only way to express this binding relation is with the double complement con-
struction, in which there is no conflicting combined ARG-ST ordering, and in
which, as in (20) above, the antecedent outranks the reflexive on the local argu-
ment structure of the infinitive:

(23) Curro; hizo a Jose; afeitarse;
Curro made.3sg to Jose shave.refl
‘Curro made Jose shave himself’

The relative ordering of the infinitive’s arguments on the combined ARG-ST does
not, however, account for why the causer should also not be able to bind into a
reflexive element, as in:
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(24) *Curro; se; hizo afeitar a Jose;
Curro refl made.3sg shave to Jose
‘Curro made Jose shave himself’

If these are monoclausal constructions, then we would expect the subject to be a
suitable antecedent for the reflexive. What then rules out this binding relation?
An answer is also provided by the Binding Theory. In order to satisfy Principle
A (A locally O-commanded anaphor must be locally O-bound (Pollard and Sag,
1994)), if the causative selects for an infinitive with a reflexive object, and if on
that infinitive’s ARG-ST there is an O-commanding antecedent, it must be bound
by it (in the example below, / must be identified with k). If it doesn’t, it will produce
a Principle A violation. However, if the two arguments on the infinitive’s ARG-
ST are co-indexed, this will rule out any possible co-indexation with the causer
on the combined ARG-ST: although the anaphor will now have a suitable binder
(the causer), the co-indexation on the lower ARG-ST required by Principle A will
force the causer to also be co-indexed with the non-anaphoric argument. This will
produce a Principle B/C violation. Thus, whatever the co-indexing relation, some
violation will result.

(25) Principle A violation where / # k; Principle B/C violation where i =/
cluster-vb-Ixm
ARG-STR (NP;, ref-affy, NP;)

SYN|VCOMP (V[ARG ST (NP, ref-affr )|)

The binding theory can thus account in a simple way for the constraints on reflexive
affixes. Instead of stipulating an ad hoc division between verb types on the basis of
affix type and equally ad hoc verb selectional restrictions on composition verbs, the
reflexive affix constraints simply follow from well motivated binding principles,
given the independently motivated obliqueness ordering of composed arguments
in complex predicate constructions.

Let us now turn to the data from impersonal constructions. As we saw above,
in such contexts, the reflexive affix attaches to the finite verb:

(26) Curro; se; hace castigar
Curro refl make.3sg punish

‘Curro makes people punish him’

Such examples are highly problematic for an analysis such as Abeillé et al. (1998)
where realisation of reflexives is enforced via a verbal type division together with
the lexical specification that complex predicate forming verbs select for an infini-
tive of a certain type only. This will exceptionlessly require complex predicate
forming verbs to combine with infinitives that have a reflexive argument realised
locally, and without further stipulation, (26) is predicted not to be possible.
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On the present binding account, however, the location of the reflexive affix in
these constructions is straightforwardly predicted, when we consider the properties
of impersonal uninstantiated subjects.

English null instantiation has been studied comprehensively by Fillmore (1986);
following Fillmore, Lambrecht and Lemoine (2005) have more recently developed
a typology for French. In these studies a basic division is drawn between Indefi-
nite Null Instantiated Objects (INIs) and Definite Null Instantiated Objects (DNIs).
In the case of INIs, no inference is possible as to the identity of the missing ob-
ject, and the subject receives a generic interpretation. DNIs, by contrast, share
properties with anaphora, involving a specific referent who is identifiable from the
context. TS06 have argued for French that, on the basis of these distinct proper-
ties, and also certain case assignment facts in complex predicate constructions, that
DNIs are present as pros on the ARG-ST list of the predicate that subcategorises
for them, while, by contrast, INIs are truly absent.

I will follow this treatment of INI objects for Spanish impersonal (unexpressed)
subjects, which similarly receive a generic interpretation, taking these to be absent
on the ARG-ST list of the subcategorising verb. This has the result that in the com-
plex predicate constructions in (26), there is no subject on the ARG-ST structure
list of the infinitival word which would enforce the binding of the reflexive affix,
and thus rule out a binding relation with the causer, as in (25) above. Because the
reflexive is nevertheless bound locally on the combined ARG-ST list of the com-
plex predicate by a local antecedent, it satisfies Principle A, and thus the binding
relation is licensed.

27) | cluster-vb-Ixm
ARG-STR (NPy, ref-aff)

SYN|VCOMP <V[ARG ST (ref-aff) |)

Note now that a reflexive element affixed to the right edge of the infinitive is ruled
out, where the construction is impersonal:

(28) *Curro; hace castigarse;
Curro make.3sg punish.refl
‘Curro makes people punish him’

If we take seriously the consequences of the argument composition analysis pre-
sented above, namely that causatives and perception verbs require their infinitival
V argument to have no mismatch between their VAL and ARG-ST lists, and as
such that affixes (reflexive or otherwise) in complex predicate constructions must
always climb, then affix realisation on the infinitive in examples such as (28) is
a diagnostic for a double complement construction.”> And thus the ungrammat-

Z3There is some cross-dialectal variation in this regard. Moore (1996) reports that for some speak-
ers a reflexive on the downstairs infinitive is possible with a dative causee. It is unclear how much of
this is due to the independent influence of leismo, whereby the dative /e is used in place of accusative
masculine /o (or, exceptionally, accusative feminine /a) as a pronoun for the direct object.
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icality of (28) provides further evidence that INI elements are not present on the
ARG-ST list: if there is no subject on the ARG-ST list of the infinitival comple-
ment (and no combined ARG-ST where a local antecedent could save the relation),
then there exists no local antecedent which can bind the reflexive in (28). Because
Spanish reflexives must have a local binder, (28) is thus not a permissable sentence.
It should be noted that examples such as these do not create a Principle A violation,
as it is formulated in HPSG, because Principle A says nothing about cases where
there is no local antecedent. But the Spanish specific requirement that reflexive
affixes must be bound locally renders them ungrammatical.

Space prevents any detailed analysis of the French facts here, or considera-
tion of intrinsic affixes (which Spanish does not possess). I simply note that it is
probably significant that reflexive affixes climb in French complex predicate con-
structions involving tense auxiliaries. Notably, just as in the case of impersonal
constructions, in the French tense auxiliary complex predicate construction, be-
cause the auxiliary is a subject to subject raising verb, there is no clash between
local binding requirements on the infinitive’s and on the combined ARG-ST: the
only available local binder of a reflexive is the subject of the combined ARG-ST.
The binding analysis of reflexive affix realisation constraints thus may well prove
elucidating for the French facts also, in explaining the contrast between the pres-
ence of reflexive affix climbing in tense auxiliary constructions and the lack of it in
causative/perception verb constructions.

3 Conclusion

I have presented an analysis of the verb cluster variety of Spanish complex predi-
cation which (1) captures the structural differences between this construction and
the flat VP construction common to French, Italian, and other dialects of Spanish,
and (2) faithfully preserves those features that are common across both construc-
tion types. (1) is achieved by the introduction of a separate construction type,
the Head-Cluster Construction, and the additional feature VCOMP, both of which
have in some form been successfully used in analyses of various non-Romance
verb cluster constructions. (2) is achieved by retaining the basic argument com-
position analysis standardly assumed for Romance complex predicates. Coupled
with a simple morphological treatment of affixation, intended for both varieties of
Spanish, this analysis predicts the range of clitic climbing facts.

The parsimony of the affixation analysis, which dispenses with many of the
types and book-keeping features of previous analyses, is afforded by the analysis
of reflexive affix constraints I have presented in the second part of this paper. De-
parting from the standard morpho-lexical approach to reflexive affixation, with its
reliance on stipulative type divisions and selectional restrictions, I have shown how
the constraints follow from independently motivated binding principles. Reflexive
affix constraints thus reveal a further property of Romance complex predicates that
can profitably be analysed as deriving from their composed argument structure.
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Abstract

Negative Polarity Iltems (NPI) are expressions such as Englishand
lift a finger that only occur in sentences that are somehow “negative”. NPIs
have puzzled linguists working in syntax, semantics and pragmatics, but no
final conclusion as to which module of the grammar should be responsible
for the licensing has been reached. Within HPSG interest in NPI has devel-
oped only relatively recently and is mainly inspired by the entailment-based
approach of Ladusaw (1980) and Zwarts (1997). Since HPSGI$TENT
value is a semantic representation, the integration of such a denotational the-
ory cannot be done directly. AdoptinBiscourse Representation Theory
(DRT, Kamp and Reyle (1993); von Genabith et al. (2004)) | show that it
is possible to formulate a theory of NPI licensing that uses purely represen-
tational notions. In contrast to most other frameworks in semantics, DRT
attributes theoretical significance to the representation of meaning, i.e. to a
“logical form”, and not only to the denotation itself. This makes DRT partic-
ularly well-suited to my purpose.

1 Introduction

Negative Polarity Items (NPI) are expressions that only occur in sentences that are
somehow “negative” (or “affective”, Klima (1964)). The typical examples for NPIs
are Englishanyandever. NPIs have puzzled linguists working in syntax, semantics
and pragmatics, but no final conclusion as to which module of the grammar should
be responsible for the licensing has been reached. Within HPSG interest in NPI has
developed only relatively recently with Tonhauser (2001) and Richter and Soehn
(2006). While superficially very different, the two papers agree in many respects.
In particular they both attempt to rebuild notions that stem from entailment-based
theories of NPI licensing such as Ladusaw (1980) and Zwarts (1997). This the-
ory is based on the denotation of the licensing contexts. Since HRS(BSENT

value is a semantic representation, the integration of such a denotational theory
cannot be done directly. In the present paper | build on the earlier HPSG studies,
but | show that it is possible to formulate a theory of NPI licensing that uses purely
representational notions. For this enterprise, | adopt the framewdtidsoburse
Representation Theory (DRT, Kamp and Reyle (1993); von Genabith et al. (2004)).

In contrast to most other frameworks in semantics, DRT attributes theoretical sig-
nificance to the representation of meaning, i.e. to a “logical form”, and not only to
the denotation itself. This makes DRT particularly well-suited to my purpose.

f| presented parts of this paper at a workshop of the research neGwoskaint-based Grammar
of the Deutsche Forschungsgemeinschaft in April 2007. | am grateful to the audience there and at
the HPSG conference for their comments and discussion. | also thank Regine Eckardt, Jagjna Rad
Frank Richter, and Gert Webelhuth for their remarks and pointers concerning data and literature, and
Garrett Hubing for proofreading this paper.

215



2 Data

I only consider two basic facts about NPIs that are commonly acknowledged in
the literature, leaving many other aspects aside: the distinction between weak and
strong NPIs and so-called intervention effects in NPI licensing. | also limit myself
to NPIs in declarative clauses.

There are at least two types of NPksrong and weak NPIs (Zwarts, 1997).
Within the considered contexts, strong NPIs can only occur in the scope of a clause-
mate negation, as expressed in English with a negated auxiliary or an n-word (such
asnobody, and in the restrictor of a universal quantifleweak NPIs are further-
more possible in the scope of expressions sucfeasN If no such licenser is
present in a sentence, both weak and strong NPIs are ungrammatical. Prototypical
data are shown in (1) and (2).

QD Distribution of a strong NPI:

a. Patwon'tlift a fingeto help me.

b. Nobody will lift a fingerto help me.

c. Every student who lifts a fingevill pass the exam.
d. *Few students lifted a fingeo help me.

e. *Pat will lift a fingerto help me.

(2) Distribution of a weak NPI:

a. Patdidn't budgéduring the experiment.

b. Nobody budgeduring the experiment.

c. Every student who budgetlring the experiment was excluded from
further participation.
Few students budgetiiring the experiment.

*Pat budgedluring the experiment.

o

®

The second observation that | discuss are so-cafiegvention effects: Con-
sider the minimal pair in (3) for illustration. In a sentence with a negation, an
NPI and a universal quantifier the universal quantifier may not take scope between
the negation and the NPI. In (4) | sketch the three potential readings of the sen-
tences in (3). The second formula expresses the unavailable 'intervention’ reading.
Given the word order in (3-b) this would be the most natural scope reading for this
sentence. Since this reading is unavailable in some papers, for example Jackson
(1995), sentences such as (3-b) are claimed to be ungrammatical.

(3) a. Kimdidn't give anyapple to every teacher.
b. ??Kim didn’t give every teacher aapple.

There are more contexts that allow for strong NPIs, such as the complement clause of adversative
predicates or rhetorical questions, to mention just two of these contexts.

(i a. | doubt that he will lift a fingeto help me.
b.  Who will lift a fingerto help clean up after the party?
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(4) a. -—dz[apple(x) A Vy[teacher(y) — give(kim, z, y)]]
b. #-Vy[teachery) — Jz[apple(y) A give(kim, z,y)]]
c. Vy[teachery) — —3z[apple(x) A give(kim, z, y)]]

3 Previous Approaches

In this section | limit myself to a discussion of the entailment-based approach to
NPI licensing and to three proposals that have been made within HPSG. | leave
aside purely syntactic approaches such as Klima (1964) and Progovac (1994) as
well as pragmatic approaches such as Krifka (1994) or Chierchia (2004) and the
mixed approach of Linebarger (1980).

3.1 The Entailment-based Approach

The most influential theory in NPI research, Ladusaw (1980) and Zwarts (1997),
states that NPIs must occur indawnward-entailing context, i.e. a context that
allows inference from supersets to subsets. For strong NPIs this context must even
be anti-additive, i.e. display an entailment behavior that is even closer to that of
negation than simple downward-monotonicity. This theory captures the basic data
in (1) and (2) correctly: Affirmative sentences are not downward entailing, thus
(1-e) and (2-e) are predicted to be excluded. In all other sentences in (1) and
(2) the NPI is in a downward-entailing context. The different types of downward-
entailingness are needed to differentiate between strong and weak NPIs. The scope
of few Nis downward entailing, but not anti-additive. Consequently, only weak
NPIs are allowed here. Itis the particular attractiveness of this account that it allows
one to group the restrictor of the universal quantifier together with negation.

However, over the years the entailment-based account has faced a number of
problems? One problem is that trivially downward-entailing contexts such as the
one constituted byero or more Ndo not license NPIs. A problem that will be
central to our discussion is that the theory does not account for the intervention
effect illustrated in (3). Even in the unavailable reading (4-b) the context of the
NPI is downward-entailing, notwithstanding the intervening universal quantifier
(Jackson, 1995). In this case the entailment-based theory lacks the means to limit
the domain of the licensing.

3.2 Scope Constraints: Tonhauser (2001)

Tonhauser (2001) attempts to encode an entailment-based theory of NPI licens-
ing using a version oMinimal Recursion Semantics (MRS) in which potential
licensers indicate the licensing strength of their scopal argumerftbus, ev-
ery has a specification in its semantics that its restrictor is a licenser of strength

2Kritka (1994) is a nice summary of many of the problematic points.
3Tonhauser’s theory depends on properties of the MRS version of Copestake et al. (1997) which
are not part of the published version (Copestake et al., 2005).
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anti-additive The lexical specification of an NPI includes a scoping constraint

in its HANDLE-CONSTRAINTSHist that there must be some operator of the right
strength that has scope over the NPI. Tonhauser’s theory shows the paradox of an
HPSG rendering of entailment-based notions: When we look at the denotation of
an expression, it is natural to talk about the entailments of that expression. In a
representational framework such as HPSG, however, the entailment behavior has
to be explicitly encoded in the structure. In the case of Tonhauser, this is done with
otherwise unmotivated diacritic marking.

3.3 Collocations: Richter and Soehn (2006)

There are a number of collocational approaches within HPSG. The most recent
and explicit one among them is Richter and Soehn (2006). | will focus on this
approach in the present discussion and briefly address a second one, Sailer and
Richter (2002) in the next subsection.

Richter and Soehn (2006) ugexical Resource Semantics (LRS, Richter and
Sailer (2004)) as their theory of semantic combinatorics. Just like MRS, LRS
stands in the tradition of formalisms of underspecified semantics. In contrast to
Tonhauser, however, Richter and Soehn do not include the NPI requirement in the
constraints on semantic combinatorics but they treat them as collocational require-
ments, assuming a theory of collocation as employed in Soehn (2004) for idioms.
This collocational treatment of NPIs has been put forward for example in van der
Wouden (1997). Richter and Soehn use a feattmeL whose value indicates
the lexically specified collocational restrictions of a sign. Twa L-list contains
objects of sortbarrier, which specify the syntactic domain within which the re-
quirement must be fulfilled, such as the sentence or the utterance that contains the
NPI. To give a concrete example, their lexical entry for the GermandéRéren
(care) is given in (5). This NPl is licensed by any kind of licenser, as long as the
licensing occurs in the same clause.

(5) Lexical entry of the German NRcherencare), adapted from Richter and
Soehn (2006):

PHON (scheren)
CAT HEAD verb

CONT MAIN schererﬂ & imp-op (2[1))
coLL complete-clause
LF-LIC [EX-CONT [2]]
This lexical entry has &oLL specification that contains @mplete-clause
object. A general constraint in the grammar insures that teic value of this

object is identical to the logical form (i.e. the value) of the smallest complete
clause that dominates the wdtd.

SYNS [LOCAL [

“In LRS a difference is made between theNTENTvalue and theF value. The former includes
only the index and the main semantic constant contributed by a word, i.e. the information needed for
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The lexical entry imposes a constraint on the logical form of this syntactic do-
main. It requires that its logical form contain the semantics of the NPI (the constant
scherer) in the scope of a licensing operator. This is achieved by a number of re-
lations for different types of semantic licensing domains. For illustration | give
the definition of the relatiodownward-entailing-strength-operator
in (6). Since downward-entailing contexts are a subgroup of anti-additive con-
texts, the relatiorde-str-op  also holds if the stronger relaticaa-str-op
(anti-additive-strength-operator ) holds.

(6) The definition of the relatiode-str-op ~ from Richter and Soehn (2006):

[1]«[3]and[2] «[if] and
FEW(_,_[3]) «[lf]or
de-str-op (Ifl[1) & 3F[2]3 AT-MOST-n(_,_[3]) «[if]or
HARDLY ([3]) «[if]or

or aa-str-op  (If][1])

For the NPIschererthe semantic requirements are even weaker since this NPI
may also occur in imperatives and in interrogative clauses. The example of the
definition in (6) shows that while Richter and Soehn (2006) capture the mutual
inclusion of the licensing contexts, every licensing operator is mentioned explicitly
in the relation. The authors state that this explicit listing is made only for the sake
of concreteness in the current absence of a better semantic generalization. In this
sense the present paper can be seen as a step towards such a generalization for a
core class of licensing contexts.

The strength of the approach in Richter and Soehn (2006) is its formal explic-
itness and the fact that it discusses a wide range different types of NPIs. On the
other hand it fails to capture the unifying property of NPIs in an intuitive way: the
fact that they are licensed under negation.

3.4 Decomposition: Sailer and Richter (2002)

The main concern of Sailer and Richter (2002) is to show that NPI-hood goes hand
in hand with other collocational properties. In the paper we assume a collocational
module similar to the one in Richter and Soehn (2006). It is only towards the end
of the paper that we address the question of what kinds of semantic representations
license NPIs. We speculate that all NPI-licensing contexts can be decomposed
into logical forms that contain a negation. In the case of strong NPIs the NPI's
semantics must be in the immediate scope of the negation, in the case of weak
NPIs, semantic operators may intervene. The discussion does not go beyond the
sketchy representational reformulation of the entailment-properties of prototypical
NPI-licensing contexts given in (7).

selection. TheF value, which is not part afynsemcontains all the semantics including quantifiers
and operators. Thex(TERNAL)-CONT(ENT) value of a clause can be considered as the semantic
representation associated with this clause.
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(7 Representation of NPI-licensing contexts (Sailer and Richter, 2002):

entailment classification example If representation
antimorphic nicht (not) =gl
anti-additive niemand(nobody —3L..p.. ]
downward entailing wenige(few) —many’[...¢...]

This approach is certainly very close to the ideas developed in the present pa-
per. However, due to the choice of Ty2 (Gallin, 1975) as the underlying semantic
representation language, the contexts did not cluster naturally. In the following
section | will show that using DRT the intuitions behind the approach in Sailer and
Richter (2002) can be expressed in a transparent way.

4 Discourse Representation Structures in HPSG

| assume that theoNTENT value of a sign is @iscourse Representation Structure
(DRS, Kamp and Reyle (1993); von Genabith et al. (2004)). The use of DRT se-
mantics within HPSG is not wide-spread, but has a humber of predecessors, such
as Frank and Reyle (1995), Eberle (1997), Holler (2003), Arnold (2004), Marshall
and Sfar (2004) to name just a few. My analysis does not depend on a particular
choice of how to encode DRSs in HPSG. It is also independent of which combina-
torial mechanism is used to arrive at the logical form of a complexign.

| use the standard definitions for DRT, as they can be found in Kamp and Reyle
(1993) or von Genabith et al. (2004). In this paper, space restrictions force me to
use the so-calledinear notation instead of the more traditional box notation. To
give an example, the semantic representation that | assume for the sentence in (8-a)
is given in box notation in (8-b) and in linear notation in (8-c).

(8) a. Kim gave an apple to a student.
6) ‘7;7 y

apple(z)
student(y)
give(e,kim, z,y)

b. Box notation:

c. Linear notationie, x, y|apple(z), student(y), give(e, kim, z, y)]

A DRS consists of two parts: a set of variables, written at the top of the DRS,
and a set of conditions. A variable that is introduced in a universe is interpreted
as being existentially bound.The example illustrates that | use eventuality variables
(e) in addition to the variables for individuals.

In addition to simple DRSs, DRT allows for DRSs as part of conditions, i.e. in-

*However, | have argued elsewhere that a combinatorial semantics that uses techniques of un-
derspecification as used in LRS can lead to an elegant account of NPI licensing in negative raising
constructions (Sailer, 2006). At the end of Section 7 | mention another potential advantage of LRS.
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side the body of a DRS. Those are used for negatidi)( implication (K = K')
and disjunction K or K’). It should be noted that DRT treats negation, implica-
tion and universal quantification alike: A condition of the fori is equivalent
to a condition of the formiK = false Expressions of the formavery N VPare
translated intdz|¢] = v, where¢ and) correspond to the translation of N and
VP respectively. In this paper, | will assume that the notatidn is in fact just an
abbreviation ofK’ = false

The basic DRT-language naturally extends to generalized quantifiers, using
conditions of the formQz K K>, for some determine®, some variable: and
DRSsK; and K, (von Genabith et al., 2004). This kind of representation is called
a duplex condition, i.e. there are two DRSs, a restrictor and a scope, that are part
of the condition. It has been emphasized in Partee (1988) that duplex conditions
should be used for the representation of proportional determiners, whereas cardinal
determiners will be treated as indefinites, introducing just a single DR8m this
point of view, conditions of the fornk’ = K’ should also be considered duplex
conditions. This is in line with Partee’s approach since the universal determiner is
also proportional.

DRT uses a traditional notion efibexpression or component. In addition there
is a notion ofaccessibility: A DRS K is accessible from an expressioniff (i) ¢
is a subexpression dft, or (ii) K is the first DRS in a duplex condition andis
the second DRS in this condition (i.e. there is a condition of the féis¢ or
Qx K ¢), (iii) or ¢ andK are in the transitive closure of (i) and (ii). Accessibility is
a central concept in DRT. To account for so-callieakey sentences as in (9), the
interpretation of a variable occurrence is determined by the closest accessible DRS
that contains this variable in its universe. In (9) the occurrence of the vatidhble
the consequent of the implication is determined by the antecedent, since the DRS
is accessible from the consequent and contains the variable in its universe.

9) a. Ifaman called, he left a message.
b. [z|man(x)] = [e|leave-message, x)

As is common practice in DRT, | assume lexical decomposition. In particu-
lar, | decompose downward-entailing operators into a combination of a negation
and an upward-entailing operator which is in the scope of the negation. This was
proposed for example in Krahmer and Muskens (1995) for negative verbs such as
lack andforget Applying this to determiners, the negative indefinite determiner
nois represented as a negation and an indefinife|( . .]). Downward-entailing
proportional quantifiers such &sware represented ag|manyz K Ks].”

®For a cardinal determinebet the truth of Det(A)(B) only depends on the size of the set
AN B. For a proportional determiner, it also depends on the size of thd.s8pmeis cardinal,
sincesomgA)(B) is true iff |A N B| # 0. Everyis proportional, sinceevery A)(B) is true iff
|[AN B| = |A|.

"The determinersnanyandfewhave both a proportional and a cardinal reading. In the cardinal
reading of the intersection of the restrictor and the scope must be above (resp. below) a contextually
specified minimal value. In the proportional reading it must be above (below) a contextually specified
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5 A DRT-based Account of NPI Licensing

In (10) | sketch the DRSs for the sentences in (2). | use eventuality variables
¢/, and | only mention the relevant conditions.

(20) Simplified DRSs for the sentences in (2):
[0|=[e[budge(e, pat)]]

(0] [z, e|budge(e, )]

[0][x, e|budge(e, x)] = [¢’ : be-excludede’, z)]]
[0]=[0]manyz[z|student(z)][e : budge(e, z)]]]

. *le|budge(e, pat)]

PaooTp

In () and (b) the semantics of the NPI is a condition in a sub-DRS of the
negation. In (c) it occurs in the antecedent of a conditional DRS. | assume that
these contexts am¥PI-licensing DRSs. This notion is defined in (12).

(11)  NPI-licensing DRS (first attempt):
A DRS K is anNPI-licensing DRS in a larger DRSK" iff K occurs in
K’ as part of a condition of the formK or K = K".

As mentioned above, negation in DRT is nothing but an implication with a con-
tradiction in the consequenk(=-false). This allows us to simplify the definition
of an NPI-licensing DRS.

(12) NPI-licensing DRS (final version):
A DRS K is anNPI-licensing DRS in a larger DRSK" iff K occurs in
K’ as part of a condition of the forlt’ = K"'.

| use this notion to express a necessary condition for the occurrence of NPIs:
An NPI must always occur inside an NPI-licensing DRS. This condition is ex-
pressed in (13).

(13) General structural constraint on NPI licensing:
The logical form of an NPl must be a subexpression of an NPI-licensing
DRS.

The sentences in (1-e) and (2-e) violate this constraint. The semantic repre-
sentation of (2-e) is sketched in (10-e) above. Since it does not contain an NPI-
licensing DRS, the NPI cannot be a subexpression of an NPI-licensing DRS.

percentage of the restrictor set. In this paper | focus on the proportional reading. These two readings
of fewlead to distinct entailment behavior in the restrictor. For both readings the scope is downward
entailing, it is, however, only in the cardinal reading that the restrictor position is also downward
entailing. Thus, the following entailment is not valid:

0] Few (= a small percentage) people know Latin.
I~ Few (= a small percentage) classicists know Latin.
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Similarly, the NPl is not licensed in the scope of a universal quantifier, as shown
in (14). While the DRYz|student(x)] is an NPI-licensing DRS in this sentence,
the DRS that contains the NPI is not a sub-DRS of this DRS.

(14) a. *Every student gives a darabout syntax.
b. [0] [x|student(z)] = [e|give-a-damn(e, x)]]

In addition to this general structural constraint we also need special constraints
for the different kinds of NPIs. If we compare the semantic representation of a
sentence that contains an n-word, (10-b), with that of a sentence that contains a
downward-entailing quantifier such e, (10-d), the latter contains an additional
DRS with a non-empty universe that is accessible from the NPI. | will refer to ac-
cessible DRSs with a non-empty universe that intervene between an NPI and its
licensing DRS agpotential interveners. This notion plays a central role in charac-
terizing the difference between strong and weak NPIs. It is defined in (15).

(15) A DRSK is a potential intervener for an NPl¢ in a DRSK iff8

1.K # ¢,
2. K’ is an NPl licensing DRS that contaipsand K,

3. K is accessible fromp, and
4. K has a non-empty universe

| use this notion to express the different occurrence requirements of strong and
weak NPIs.

(16) Special constraints:

a. Strong NPI: There iso potential intervener for the NPI in its NPI-
licensing DRS.

b. Weak NPI: There iat most onepotential intervener for the NPI in
its NPI-licensing DRS.

To see the effect of these two special constraints we have to look at a context
in which a weak NPI can occur but a strong NP1 is excluded. The scdoigsvefas
shown to be such a context. The DRSs for (1-d) and (2-d) are given in (17).

a7 a. *Few students lifted a finger help me.
[0]=[0|manyz[z|student(x)] [e|lift-a-finger (e, z)]]]
b. Few students budgetiiring the experiment.

[0]=[0|manyz[z|student(x)] [¢|budge(e, x)]]] (= (10-d))

In both cases the structural constraint in (13) is met. The DRSs contain an
NPI-licensing DRS: the scope of the negatieri)manyz .. .]). Inside this NPI-
licensing DRS we find the DRS that contains the NP|lit-a-finger (e, x)] in

8To be precises is the smallest DRS that contains the semantic contribution of the NP!I.
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(17-a) ande|budge(e, )] in (17-b)). In both cases, the DRS that that contains the
NPl is the second DRS in the duplex condition introduced by the determiaey.

The restrictor of the quantifier, the DRS|student(x)], is a potential inter-
vener. We can check the conditions in (15) to prove this. Condition 1: the restrictor
and the scope ahany are not the same DRS. Condition 2: the NPI-licensing DRS
contains both the restrictor and the scopmahy. Condition 3: the restrictor is ac-
cessible from the scope by the definition of accessibility. Condition 4: the restrictor
has a non-empty universe since it contains the variable bound by the quantifier.

The special constraint on strong NPIs in (16-a) forbids the occurrence of a po-
tential intervener. Consequently the semantic representation in (17-a) is not com-
patible with this restriction on strong NPIs. For weak NPIs, one potential intervener
is allowed. Since the restrictor afiany is the only potential intervener, the DRS
does not violate the occurrence constraint on weak NPIs in (16-b).

While only weak NPIs are licensed in the scopdenf; both weak and strong
NPIs are licensed in negated sentences, in the scope of n-words and in the restrictor
of every DRSs of these types of sentences are given in (10-a), (10-b) and (10-c)
respectively. In the first two cases the DRS that contains the NPl is the scope of the
negation. Consequently, the DRS that contains the NPI is itself an NPI-licensing
DRS. For this reason there cannot be an intervener between the DRS that contains
the NPI and its licenser. This explains why both weak and strong NPIs can occur
in these constructions.

We should also consider the case of an NPI in the restrictor of a universal
guantifier as in (10-c). Structurally this case is identical to the one with a negation
or an n-word. The DRS that contains the NPI is the antecedent of a conditional.
Therefore itis itself an NPI-licensing DRS according to the definition in (12). This,
again, explains why both weak and strong NPIs are possible in this position.

In this section | outlined the basics of a representational theory of NPI licen-
sing. It was always considered one of the major achievements of the entailment-
based theory that it accounted for the occurrence of NPIs under negation and in the
restrictor of universal quantifiers by uniform means. The approach developed here
shows that these contexts also form a natural class from a DRT perspective: the an-
tecedent of an implication. In the next section | show how my account can capture
intervention effects — which are problematic for entailment-based approaches.

6 Intervention Effects

Intervention effects seem to be the strongest argument for a structural, i.e. repre-
sentational, theory of NPI licensing. For this reason they are also a test case of the
present approach. First l illustrate that intervention effects with two quantifiers are
immediately accounted for by the theory. Second | look at the case of an interven-
tion effect with verbal negation and a quantifier such as in example (3). This latter
case will require us to reconsider the DRSs for negated sentences.
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The present approach elegantly captures intervention effects with two quanti-
fiers. Sentence (18-a) cannot have a reading in wigahtakes scope ovanost
which, in turn, scopes oveany. | sketch the DRS of this unavailable reading in
(18-b). I provide the box notation for better readability. | abbreviate the semantic
contribution of the nouns and the verb with the corresponding upper case letters.

(18)  a. ??Few students gave every teachercpmje.
b. Hypothetical DRS of the unavailable reading:

zZ,e
- X
Manyr =gy L N BN
TW 1 (e,a,z,)

The DRS|[z, ¢|A(z),G(e, z, z, y)] is the DRS that contains the NPI in this se-
mantic representation. The NPI-licensing DRS is the scope of the negation. The
NPI is contained in the scope of the universal which, in turn, is part of the scope of
many. Since both the universal determiner andny contribute a restrictor with
a non-empty universe, their restrictors are potential interveners for the NPI in the
sense of (15). Consequently there are two potential interveners and the occurrence
restriction of the weak NPI is violated. Strong NPIs are of course also excluded
since they wouldn’t even allow for a single potential intervener.

This example shows that the DRT-based approach directly accounts for the in-
tervention effects induced by the presence of two proportional determiners. Let us
now turn to a more subtle type of intervention effect, induced by a verbal negation
and a quantifier such as example (3). If we look at this example naively, it seems
that the theory fails to prevent the weak NPI from occurring. In (19) | restate the
unavailable reading of sentence (3-b) in DRT terms.

(19)  Naive DRS for the excluded reading of (3-b):
?? Kim didn’t give every teacher ampple.
[01-[0][y[teacher(y)] = [z, e|apple(z), give(e, kim, =, y)] ]]]

The NPI contributes the variable and the DRS that contains the NPI is the
scope of the universal quantifiefz(e|apple(z), give(e,kim, z,y)]). The NPI-
licensing DRS is the scope of the negatior{(y .. .]). There is exactly one po-
tential intervener between these two DRSs: the restrictor of the universal quantifier
([y|teachenr(y)]). In fact this constellation is analogous to the one of licensing in
the scope ofew (see (17-a)). For this reason we would expect that the weak NPI
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is licensed in this reading and, consequently, fail to predict the intervention effect.

| will show that there is independent evidence that the DRS in (19) is not cor-
rect. | demonstrate that sentences of this form do in fact contain a second potential
intervener. This additional potential intervener will be the NPI-licensing DRS it-
self. 1 will show that it contains a non-empty universe in cases of verbal negation.
| concentrate on the following pair of sentences for my argument.

(20) a. Not every visitor got a/arpgresent.
b.  Every visitor didn’t get a/?angresent.

In their most natural readings both sentences in (20) are interpreted with the
universal in the scope of the negation. For (20-a) this is the only possible reading,
and the weak NPl is licensed. Matters are different, however, for sentence (20-b).
While the reading with a wide scope of the negation, the so-caltagtse scope
reading is the preferred reading of this sentence if there is no NP, this reading is
unavailable if the NPl is in the sentence. In the presenangfsentence (20-b)
can only have the surface-scope reading, i.e. wide scope of the universal quantifier
with respect to the negation.

The data in (20) illustrate that there is an intervention effect for the inverse
scope reading of (20-b), but no intervention effect for (20-a). If the representa-
tional theory outlined in the previous section is on the right track, we should find
evidence for an additional potential intervener for the inverse scope reading of
(20-b). Such evidence comes from reference to abstract objects. | will show that
there is an abstract discourse referent which is introduced between the negation
and the universal quantifier.

Discourse referents introduced in the scope of negation are normally not ac-
cessible as antecedents for pronouns outside the scope of this negation (Kamp and
Reyle, 1993), see (21-a). Such a pronominal reference is possible if there is a
continuation with a modal or hypothetical context, as in (21-b). This modal subor-
dination allows us to “skip” the outermost negation and gives access to discourse
referents in its scope.

(21) a. Pedro doesn’'t own [a donkey] He calls it,; Emma.
b. Pedro doesn't own [a donkey] He would call it Emma.

To apply the same test to the data with universally quantified subjects, | use
appositivewhich relative clause$. There, the relative pronoun typically refers to
abstract entities from the main clause. With a continuation in the indicative, (22),
there is no difference between the two antecedent claudashrefers to the situ-
ation in which some visitors did not get presents.

(22) Every visitor didn’t get a present/ Not every visitor got a present,

a. #which was very expensivewliich= every visitor got a present)
b.  which was a bit unfair.vfhich= some visitors didn’t get a present)

See Holler (2003) for a discussion of the corresponding type of sentences in German.
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An irrealis continuation allows for modal subordination as in (21-b). For the sen-
tence with a universally quantified subject and a verbal negation as (20-b), the best
continuation refers to a situation in which every visitor actually received a present,
i.e. (23-a). This continuation is unavailable for the sentence which has a subject of
the formnot every Nas shown in (24).

(23) Every visitor didn't get a present, ...

a. which would have been very expensive.
(which= every visitor got a present)

b. ??which would have been a bit unfair.
(which= some visitors didn't get a present)

(24) Not every visitor got a present, ...

a. #which would have been very expensive.
(which= every visitor got a present.

b. ??which would have been a bit unfair.
(which= some visitors didn't get a present)

This contrast follows if we assume the presence of an abstract discourse refer-
ent, written agp, which can serve as the antecedent in (23). | refrain from com-
mitting myself to the concrete nature pf It would be a state in classical DRT, a
proposition in SDRT, or a situation in other variants. This referent is not present
in (24). The resulting DRSs are shown in (25), where | abbreviate the semantic
contribution of the nouns and verbs with capital letters.

(25) a. DRSfor (23){=[plp : [D|[z|V(z)]=y, elP(y), G(e, z, y)]]
b. DRS for (24):[=[0|[z|V (x)]=[y, e|P(y), G(e, z,y)]]

If modal subordination allows us to ignore the highest negation, the DRS in
(25-a) provides an antecedent f@hich, but the DRS in (25-b) does not.

After this discussion we can come back to the original problem that sentence
(20-b) cannot have an inverse-scope reading if the NPI is present. The DRS for
the hypothetical inverse scope reading of sentence (20-b) is identical to the one in
(25-a). In this DRS there are, now, two potential interveners for the NPI. First,
the restrictor of the universal quantifier is an intervener, as we have seen above.
In addition, the NPI-licensing DRS itself is a second intervener. To verify that
this DRS is a potential intervener we have to go through the four conditions in the
definition in (15). First, it is a DRS that is distinct from the DRS that contains the
NPI. Second, it is also contained in the NPI-licensing DRS, since every DRS is
contained within itself. Third, it is accessible from the DRS that contains the NPI,
because the NPI is contained in a sub-DRS of the intervener. Fourth, the DRS has
a non-empty universe: its universe contains the abstract discourse referent

This shows that our original theory from Section 5 accounts for the contrast in
(20) under the independently motivated DRSs for negated sentences. We can now
adapt the hypothetical DRS for the intervention reading from (19) accordingly.
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This results in the following semantic structure.

(26) DRS for the excluded reading of (3-b):
?? Kim didn’t give every teacher ampple.

[01=[plp : [0l[y[teacher(y)] = [z, ¢|apple(z), give(e, kim, z, y)] ]]]

This DRS is analogous to the one in (25-a), i.e. the NPI is contained in a DRS
for which there are two potential interveners in the overall semantic representation
of the sentence: the restrictor of the universal and the scope of the negation.

In Section 5 | provided the basic definitions of a DRT-based theory of NPI
licensing. This was enough to account for the basic data. In the present section |
demonstrated that this theory is able to capture intervention effects directly.

7 HPSG Encoding of the Analysis

To integrate my analysis into HPSG, | follow Richter and Soehn (2006) in adopting
a collocational approach to NPI licensing. | will focus exclusively on the NPI
properties of the lexical items, leaving aside other collocational requirements they
may have. My improvement over Richter and Soehn’s account lies in the uniform
characterization of the licensers and in the fact that the intervention effects follow
directly from the licensing conditions of the different types of NPIs.

| adopt thecoLL feature from Richter and Soehn (2006) as sketched in Section
3.3. If I ignore for the moment the syntactic domain within which particular NPIs
need to be licensed (such as within the same clause as in (5)), there is a general
principle of the grammar — th&icensing Principle in Richter and Soehn (2006)
— which guarantees that the-LIC values on a word’€OLL list are identical to
the logical form of some sign that dominates the word.

(27) Licensing Principle:
In every unembedded sign and for each lexical sigmw in s:

every object onv’s coLL value has amF-LIC value that is identical
to thecoNT value of some sigr’ that dominates in s.

We need relations that correspond to the notidNi®-licensing DRS and po-
tential intervener as defined in (12) and (15) above. | assume RSRé&lational
Speciate Re-Entrant Language, Richter et al. (1999) and Richter (2004)) as the un-
derlying formalism of HPSG grammars. RSRL provides the use of relations and
guantification over subcomponents of feature structures. This very expressive lan-
guage allows us to define the necessary relations and to formulate the collocational
constraints. The concrete definition of the relations depend on details of the HPSG
encoding of DRSs. For this reason | will not provide these definitions here but give
formal specification of the relations instead.

The HPSG encoding of DRSs comes along with a specification of the relations
component (written as “<”), which holds of a pairk, £’) iff k is contained in
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the DRSE’. The notion of accessibility used in DRT must also be translated into
the HPSG encoding. Here | assume a three-place relatoessible  which
holds of a triple(k, &, k") iff k is accessible front’ within a larger DRS:”.

After these general relations that are needed for any integration of DRT into
HPSG I turn to the relations that are specific to the present theory. | start with the
relationnpi-lic . It holds of a pairk, k') iff k is an NPI-licensing DRS i#’.

(28) Specification of the relatiompi-lic

The relatiompi-lic ~ holds of a pairk, ')
iff there is somé:” such that’ = k = £”.

The second relation that is fundamental to my approach is a relation that iden-
tifies potential interveners. The relatipot(ential)-inter(vener) holds
of a triple (k, p, k') iff k is a potential intervener for the logical form of an NI
in a larger structuré’. The definition follows the conditions in (15).

(29)  Specification of the relatigpot(ential)-inter(vener)

The relationpot-inter holds of a triple(k, p, k') iff there is a DRSk,
(kp < K) which is the smallest DRS that contajmand

1.k +# ky,

2.k <K andk, <F,

3.(k, ky, k') € accessible , and
4. k has a non-empty universe.

Note that all these notions are defined purely in terms of the semantic repre-
sentation and do not refer the denotation.

With the help of these relations, we can formalize the lexical specifications
of a weak and a strong NPI schematically in (30) and (31). In both cases,
the semantics of the NPI amgis the semantics of a larger sign that contains the
NPI-licensing DR%g] for the NPI. The general structural constraint is expressed by
the line ‘npi-lic  (3)2) & [@ < [3". The condition below this line expresses the
special constraint for weak NPIs in (30). Correspondingly, in (31) the line below
the general structural constraint is a direct rendering of the interpretive constraint
of strong NPlIs.

(30) Schematic lexical specification of a weak NPI:

npi-lic  (8][2) & [1] <
SYNs Loc[coNT [1]] 830 [4# (5]
coLL([LF-Lic [2]drs]) & —-3[43 (& pot-inter (,,))
& pot-inter  ((5],1],[3])
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(32) Schematic lexical specification of a strong NPI:

SYNS LOC[CONT ] g npi-lic  (32) & [1] <
coLL([LF-Lic [2drs]) & —3[4](pot-inter  ([4],[1,3]))

The specifications in (30) and (31) are necessarily very schematic. It is known
that NPIs show variation with respect to their licensing contexts. Since the the-
ory developed in this paper encodes the licensing requirement as a lexical property
of an NPI, it allows further restrictions on individual NPIs or a loosening of the
restrictions for more permissive NPIs. At the same time, the schematic specifica-
tions exemplify the distinctions that are generally acknowledged to play a role in
NPI licensing beyond finer idiosyncratic variation.

Let me address the issue of the syntactic domain of the NPI licensing. So
far, | followed Richter and Soehn (2006) in this respect. A simpler theory would
assume that it is enough to state that the collocational conditions must be met by the
semantic representation of some sign that dominates the NPI. This simplification
would still account for almost all the data reported by Richter and Soehn. The only
exception are NPI verbs such scheren(care) (see (5)). This verb is a weak NPI
that requires a clausemate licenser. Here, the simplified theory would overgenerate.

Depending on how the syntax-semantics interface is handled, the simplification
might be possible nonetheless. Klooster (1993) argues that weak clausebounded
NPIs are typically verbs — he calls theNegative Polar Heads. In LRS, which
is also the semantic framework assumed in Richter and Soehn (2006), verbs have
a semantic specification that is identical to the logical form of the clause in which
they occur. This is thEXTERNAL-CONTENT value. To account for the clause-
boundedness effect of verbs it is enough to require that#heic value must be
identical to theirex-coNT. This ensures that the NPI is licensed within its own
clause. A schematic lexical entry of a Negative Polar Head is shown in (32).

(32) Schematic lexical specification of a weak clausebounded NPI:

npi-ic  (8[2) & [1] <
#

& -3[4]3[5]| & pot-inter  ((4],[1],[3])
& pot-inter  ([5],T,[3)

It seems that the syntactic component from Richter and Soehn (2006) can be
removed if we combine the DRT-based theory with an LRS combinatorics. This
also leads to a more restrictive theory: It predicts that verbal NPIs, but not nominal
NPIs, can be weak and yet clause-bounded — because in LRS verbs, but not nouns,
are assumed to have the sameCONT value as the clause in which they occur.

| showed how the DRT-based theory of NPI licensing can be formalized in
HPSG using theoLL module. | pointed to some differences between my proposal
and the one in Richter and Soehn (2006). It should be noted that the elimination of
the syntactic domains relies on a particular framework of semantic combinatorics.

SYNS Loc[cONT [1]]
LF [Ex-CONT [2]] & 33
coLL{[LF-Lic [2drs])
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Consequently, it is only a side-remark in the present paper.

8 Conclusion

The integration of a theory of NPI licensing has to face two problems: first, how to
characterize the licensing domain and second, how to encode the context require-
ment of an NPI inside its lexical entry. This paper attempts to make an original
contribution to the first of these two questions, while building on an earlier HPSG
analysis within a collocational framework for the second question.

DRT allows for a purely representational formulation of the contexts in which
NPIs can occur. Instead of listing all NPI licensers individually or marking them
explicitly as licensers, the decomposed semantic representation of the licensers is
sufficient. Since licensers such #&svintroduce a negation and a quantifier, the
occurrence constraints of NPIs immediately account for the fact that only weak
NPIs are possible in such constellations. The constraints also capture the attested
intervention effects. Future work has to show whether reasonable logical forms can
be given for non-declarative sentences which allow for a natural extension of the
present theory to NPI-licensing contexts such as interrogatives and imperatives.

Another extension would be to generalize the notion of an NPI-licensing DRS
from the antecedent of an implicational conditidd & K') to all first DRSs in
a duplex condition. This would still capture the NPI licensing in the discussed
contexts, but it would at the same time generalize to contexts which have been
identified as highly problematic for entailment-based theories of NPI licensing.
Israel (1995, 2004) shows that an NPl is licensed in the restrictor of a proportional
determiner independent of its monotonicity properties if a rule-like interpretation
of the sentence is possible. The following variation of an example with a universal
guantifier from Heim (1984) can be used for illustration.

(33) [Most restaurants that charge as much dsme for iceberg lettuce]

a. should be shut down.
b. *happen to have four stars in the handbook.

In this example the strong NRk much ass licensed in the restrictor ehost
even though this position is not downward-entailing. In a DRT-based approach
this context patterns naturally with the other NPI-licensing contexts: It is the first
DRS in a duplex condition. While this certainly is a straightforward and promising
extension of the present analysis, further research is needed to capture the contrast
between the two different continuations in (33), i.e. the question of why the strong
NPl is only felicitous in a rule-like statement but not in a more episodical statement.

The combination of DRT and HPSG has proven fruitful in a number of other
papers gquoted at the beginning of Section 4. The present discussion has shown
that the independently motivated semantic representations assumed in DRT pro-
vide exactly the right structures and distinctions for a representational theory of
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NPI licensing. Since HPSG’s linguistic objects contain semantic representations,
DRT is a natural choice as a semantic formalism. Finally, the research on collo-
cations carried out within HPSG can be put to use for an explicit encoding of NPI

properties as distributional idiosyncrasies of individual lexical items.
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Abstract

In Sorani Kurdish dialects, the complement of a prepositian gener-
ally be realized either as a syntactic item (NP, indepengdesrioun or PP)
or a bound personal morpheme (clitic/affix). However, tHxalfrealization
of the complement gives rise to a range of specific phenonfénst, some
prepositions display two different phonological forms deging on the re-
alization of their complement: the variant combining witkyatactic item is
referred to as ‘simple’, while the variant combining with afifixal comple-
ment is called ‘absolute’. Furthermore, unlike syntactimplements, which
are always realized locally, the affixal complement of anohlie preposi-
tion can have a non-local realization, attaching to a ho#t which it has
no morphosyntactic relations. In order to deal with thesgsfathis paper
proposes a classification of Sorani prepositions along imexsi the affixal
versus non-affixal realization of the complement on the araltand its local
versus non-local realization on the other hand. All casesooflocal real-
ization receive a lexical account, either in terms of argnihcemposition or
in terms of linearization constraints on domain objects.

1 Introduction

Sorani Kurdish dialectshave a rich class of prepositions and prepositional collo-
cations with a complex syntactic behavior. This situatieautts from two fac-
tors. The first one involves the historical constitution bistclass: the initial
set of prepositions has progressively been enriched watmehts borrowed from
other classes, such as substantives, which generally cembih primary prepo-
sitions to form compound prepositions. Some of them, howdaye undergone a
grammaticalization process and can function as prepaositiy themselves. These
‘new’ prepositions have nevertheless preserved a partenf ttominal properties
and differ with respect to their morpho-syntactic progrtirom primary preposi-
tions.

The second factor concerns the realization of the complenseme preposi-
tions allow for a clitic (affixal) realization of their comgnent, while others do
not. Furthermore, the alternation of the form of the com@etican give rise to an
allomorphic variation of the preposition itself. Finalepending on the preposi-
tion, the clitic complement does not necessarily attacléopreposition and can
be realized at distance.

In order to account for these properties, this paper sugg@eslassification of
Sorani Kurdish prepositions along two dimensions: the alfffisersus non-affixal

] am especially indebted to Amr Ahmed, my principal inforréor the Kurdish data, for his
patient and enthusiastic contribution to this study. | asoajrateful to Olivier Bonami, for his
valuable comments and suggestions.

!Sorani is one of the two principal branches of Kurdish, tHeepbne being Kurmanji. Sorani
dialects are spoken in Iraq and Iran, by about five millioregpes. The dialect under study in this
paper is the one spoken in the region of Suleymaniye, in Irak.
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realization of the complement on the one hand and its loaaugenon-local real-
ization on the other hand. The clitic realization of the ctenpent is argued to be
an instance of affixation and a lexicalist account is outlifier all cases of non-
local realization of the clitic, either in terms of argumeoimposition or in terms
of constraints on the linearization of domain objects.

2 Preposition classes in Sorani

Within Sorani prepositions, a first distinction can be elsthbd between primary
prepositions and non-primary prepositions (i.e. prepwsstresulting from: i) the
combination of a primary preposition and another lexical, insubstantive or ad-
verb for instance; ii) grammaticalization of other lexicalits, such as substantives
for instance). Primary prepositions are in turn divideaitvo subclasses, simple
prepositions and absolute prepositions (Mackenzie, 1961)

2.1 Primary prepositions: Simple versus absolute distinéon

The members of this class (Table (1)) constitute the origietof Kurdish prepo-
sitions descending from Proto-Iranian prepositions.

Primary prepositions

Simple | Absolute

ba pe ‘to’, ‘with’, ‘at’

bé - ‘without’

bo (bo) ‘for’

-a -é ‘to’

la Ié ‘of", ‘in’

ta - ‘until’

da te ‘to’, ‘with’, ‘at’
lagal (lagal) | ‘with’

Table (1)

As one may notice, some of these prepositions display twaglbgical vari-
ants referred to as ‘simple’ and ‘absolute’ by Mackenzies9 The simple variant
does not bear lexical stress and undergoes proclisis, Wiel@bsolute variant is
accentuated. The relation between the two variants candveedi as an allomor-
phic variation triggered by clitic versus non-clitic (naffixal) realization of the
complement

2The term ‘clitic’ is used here in a pre-theoretical sensegsighate one of the two sets of bound
personal morphemes in Sorani and does not entail a syntaeticof these items. These forms re-
semble ‘special clitics’ (see Zwicky (1977) and Andersa®9d), among others) with respect to their
placement properties: they do not occur in the canonicabstic position they would be expected
to occur and can attach to a variety of hosts. As it has bearedrin detail by Samvelian (2006),
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‘Corresponding to the simplea, wa, la, da, -a, there are the following
‘absolute’ forms, employed when the form governed is othantan
independent noun or pronoupé, we, &, té, -& (Mackenzie, 1961, p.
123).

‘These forms [i.e. absolute prepositions] must be used \itheeprepo-
sition governs a pronoun expressed as an affix (Edmonds,, 1955
496).

Simple prepositions combine with syntactic items (NP orepehdent pro-
noun), but never with a clitié:

(1) (a) minbaNarmin/to da-lé-m

() to Narmin/youlPFv-tell.PRS1.SG
‘| am telling to Narmin.’

(b) Azadlajer méz da-xaw-&
Azadto undertableIPFv-sleepPRS3.SG
‘Azad is sleeping under the table.

(c) *ba=t da-lé-m
a-2.SGIPFV-sayPRS1.SG
(putatively) ‘1 am telling you.’

By contrast, absolute prepositions take a clitic compldmen

2) pé=t da-le-m
t0=2SG IPFV-sayPRS1.SG
‘I am telling you.’
(3) *péNarmin/to da-lé-m
to Narmin/*youIPFVv-sayPRS1.SG
(putatively)'l am telling Narmin/you.’

Furthermore, as will be discussed in detail in section (4)ike simple preposi-
tions whose complement is always realized locally (i.e.himithe PP), absolute
prepositions allow for a non-local realization of theitticlicomplement.

Table (1) requires some further comments. Two prepositiodsvithout’ and
ta ‘until’, do not display an absolute variant. The prepositido ‘for, to, towards’
andlagal ‘with’, which are generally considered as simple preposgi can nev-
ertheless combine with a clitic complement without disjplgyphonological varia-
tion. This is the reason why, in this study, they also occuihécolumn of absolute

despite some degree of syntactic transparency, these fsenfest regarded as affixes, on a par with
the other paradigm of bound personal forms in Sorani, vggéedonal endings, which always attach
to the verb. In this paper, the label ‘clitic’ is neverthedesaintained for convenience sake in order
to distinguish the members of the two sets of bound persomnald.

SAbbreviations:cop= copula,DEF = definite,Ez = ezafe INDEF = indefinite,IPFv = imperfec-
tive, 0BL = oblique,PST= past,PERF= perfect,PL = plural, PRS= presentscG = singular.
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prepositions. Finally,a ‘to’, and its absolute variante; both enclitics, have an
extremely limited distribution and always occur after abver

(4) Sirwankitéb-aka  da-dat=a Narmin
Sirwanbook-DEF.SG IPFV-give PRS=to Narmin
‘Sirwan is giving the book to Narmin.

Primary prepositions have more or less a weak semantic onidey generally
introduce subcategorized complements of verbs (ex. ({2x)and (4)), but also
some temporal and locative circumstances (ex. (5)). Inra@express a more
specific semantic content, Sorani uses either compounagitems (i.e. a combi-
nation of a simple preposition and a nominal or adverbiah)ter circumpositions
(i.e. combination of a preposition and a postposition).

(5) (a) laParisdost-akan  dit
at Parisfriend-DEF.PL seePST
‘She/he met her/his friends in Paris.’

(b) baSaw Sirwanda-xaw-& u baroj 18
at night SirwaniprVv-sleepPRs3.SG andat daywork
da-k-a(t)

IPFV-do.PRS3.SG
‘Sirwan sleeps during the night and works during the day.

2.2 Non-primary prepositions (compound and nominal prepogions)

The combination of the simple prepositidasbaandawith nominal and adverbial
elements such asar ‘head’, piSt ‘back’, bar ‘side’, paS‘ahead’, etc. gives rise to
‘compound prepositions’ (Mackenzie, 1961):

(6) (&) kiteb-aka lasar meéz-a

book-DEF.SG to headtablecopr.3.5G
‘the book is on the table.

(b) Sirwanxo=y lapist Ali sard-awa
Sirwanself-3sG to behindAli hidePSTPERF
‘Sirwan has hiden himself behind Ali.

(c) ¢b-m=a sar ¢om-i Ancina
go-1sG-to headriver-ez Ancina
‘I went to the river Ancina.’ (Bassols-Codina, 1992)

Kurdish grammars generally consider combinations sucla asr to be single

items and provide their inventory. Nevertheless, it is notags clear whether
these combinations are definitely lexicalized as singledébunits, in which case
the whole sequence is opaque for the purposes of syntax &agdxelike a single
preposition, or whether each item functions as an independerd, i.e. a prepo-
sition, in itself. In this case, the simple preposition camels with the PP headed
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by sar or pist
The first alternative is supported by the fact that, in marsesathe simple
preposition cannot be dropped:

@) (a) *kitéb-aka  sarméz-a
book-DEF.SG on tablecoP.3.SG
‘The book is on the table.
(b) *Sirwanxoy pist  Ali Sard-awa
Sirwanself behindAli hide PAS-PERF
(putatively) ‘Sirwan has hidden himself behind Ali.’

This tends to prove thatr andpisstdo not function as prepositions by themselves.
However, in some other cases, the simple preposition isradjbtional or excluded:

(8) (@ (la)pas awa
(at) afterthis
‘after this’
(b) kiSt-u-kal=yanér aw bd
culture=3pL underwateris.PST
‘The cultures were inundated.’” (Lit. The cultures were undater)
(Edmonds, 1955, p. 500)

I will not take a definite stand on this issue here, which reggufurther invesiga-
tion. For the purpose of classification, | will consider teatjuences likea sar, la
pa3 and a sarin (6) form a single syntactic unit, a compound prepositishile in
(8), piStandjer are prepositions by themselves. They will be referred tamasinal
prepositions.

Like absolute prepositions, compound and nominal prejpositcan combine
with a clitic complement. However, unlike the former, they dot allow for a
non-local realization of their clitic complement.

9) (@) Sirwarxoy lapist=im sard-awa
Sirwanhimselfatbehind=1sG hide PSFPERF
‘Sirwan has hidden himself behind me.’
(b) (la)pas=im
(2) aprés=1sG
‘after me’

3 Preposition types and hierarchy
On the basis of the facts just examined, the type hierarchL@) is proposed
for Sorani prepositions. This hierarchy gives rise to thmeximal types. The

supertypeprep has two subtypedpc-cpl-p, a preposition whose complement is
realized locally, andaff-cpl-p, a preposition whose complement is realized as an
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affix.

(10) Preposition types and hierarchy

prep
loc-cpl-p aff-cpl-p

naff-cpl-p  aff-loc-cpl-p nloc-cpl-p

Each type has in turn two subtypes. The type-cpl-p allows for its com-
plement to have an affixal or a non-affixal realization, whgites respectively
aff-loc-cpl-pandnaff-cpl-pmaximal types. The prepositions of typ#-cpl-phave
either their complement realized localbff-loc-cpl-p or non-locally,nloc-cpl-p
Note that unlike thaff-loc-cpl-ptype, which inherits from botloc-cpl-p andaff-
cpl-p supertypesnaff-cpl-pandnloc-cpl-ptypes inherit from only one supertype,
respectivelyloc-cpl-p and aff-cpl-p. This type hierarchy has two consequences:
first the non-affixal complement of a preposition has alwalgeal realization, and
second the non-local realization for the complement of ags#ion is necessarily
affixal. Here are some examples of each maximal type:

(11)  naff-cpl-p ba Narnin ‘to Narmin’, la sar méz‘on the table’

(12)  aff-loc-cpl-p pé=t ‘to you’, la piSt=it-awa ‘behind you’

(23)  nloc-cpl-p pé‘to’

Simple prepositions are always of typaff-cpl-p Compound and nominal prepo-
sitions are eithenaff-cpl-p or aff-loc-cpl-p depending on whether their comple-
ment is realized as a syntactic item or as an affix. Finallgohlte prepositions
are of typeaff-loc-cpl-p in case their complement is realized locally, or of type
nloc-cpl-p if their complement is realized at distance.

Constraint (14) applies to all prepositions by default agglires that the mem-
bers of the ARG-ST list occur also on the COMPS list:

(24) Default argument realization for prepositions
prep — [ARG-ST /1], COMPS /1] |
The following constraints are associated to specific types:

(15)  aff-cpl-p— [ARG-ST <aff>]
(16)  naff-cpl— [ARG-ST < canon>]
(17)  aff-loc-cpl— [comPsS< >]

Constraint (15) and (16) state respectively that, if a pséjom is of typeaff-cpl-p
then the members of its ARG-ST are of tygié (affixal) and, if a preposition is of
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typenaff-cpl-p then the members of its ARG-ST list are of tyggon(canonica).
Finally, constraint (17) requires that the COMPS list ofedinloc-cpl-pbe empty.

4 The non-local realization of the clitic complement

As mentioned previously, the clitic complement of an absopweposition can have
a non-local realization. However, this realization is gagbjfo strict constraints and
is limited to two cases: the complement either occurs wighvidrb or attaches to
the right edge of the constituent immediately precedingptieposition.

These two possibilities are in complementary distribution

1. The first only occurs with transitive verbs in the past ésns

2. The second occurs either with transitive verb in the presmses or with
intransitive verbs (regardless of the tense).

The two cases of non-local attachment will receive two d#ffe: lexical treat-
ments. Attachment to the verb will be considered as an iostarf argument
(Abeille et al. (1998), Hinrichs and Nakazawa (1994), Bfiland Sag (1997),
Tseng (2004), among others), while attachment to a cosestitpreceding the
preposition will be accounted for in terms of linearizatmonstraints on DOMAIN
objects (Crysmann (2002), Crysmann (2003) and Kathol (§000

4.1 Attachment to the verb

When an absolute preposition occurs in a past transitivstaastion and intro-
duces an argument of the verb, the complement of the prépositcurs on the
verb and not on the preposition. The significant fact is tbattrary to what would
be expected, the complement is not realized as a ‘clitidiim¢ase, but as a ‘verbal
personal ending’. The latter constitutes, along with thigcs| the two paradigms
of bound personal forms in Sorani. Before going through thecdption of this
case of attachment, a brief presentation of these two garedivould be useful.

Apart from independent pronouns, Sorani displays two giheadigms of per-
sonal morphemes, which are bound forms:

Independent Pronouns
Sg PI
1| min (h)éma
2| to éwa
3| awa awan
Table 2
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Clitics Verbal endings

Sg Pl Sg PI
1|-()m | -man 1| -()m | -in
2| -()t | -tan 2 -1 -(n
3| iy | -yan 3| -e@/a| -()n

Table 3 Table 4

When used in relation with a verb, these bound forms assumedime func-
tions and are in complementary distribution in the follogvinay:

1. With transitive and intransitive verbs in the presensésnand only intran-
sitive verbs in the past tenses, personal endings realiziecuagreement
and are compulsory. Clitics, if present, are generallyrprieted as the direct
object of the verb.

2. With transitive verbs in the past tenses, a reversedrpastebserved. Clitics
realize subject-verb agreement and are compulsory. Rargeral endings,
if present, are interpreted as a direct object.

The two paradigms differ with respect to their placemenppraes:

a. Personal endings always attach to a verb and follow tHeal/stem. These
are word-level affixes.

b. Clitics, roughly speaking, attach to the right edge of'tleebal phrase’ (i.e.
an instance of the so-called ‘second position’ clitics). aN'lthe verb is the
first member of the VP, the clitic interrupts the verb (i.ededlitic) and is
placed after the first morpheme of the verb.

The examples in (18) illustrate the situation describedlinapove. The per-
sonal ending is placed after the verbal stem and realizgecu®erb agreement.
Note that the subject is realized independently, either poaoun or an NP. A
clitic occurs in (18-c), a present transitive constructiamich refers to the direct
object of the verb. Note that, in this case, the clitic al&es (i.e. is in comple-
mentary distribution) with an NP or and independent pronauather words, clitic
doubling is excluded.

(18) (@ bé to na-rom

withoutyou NEG-gOPST-1.SG
‘I won’t go without you.’

(b) Azadu NarminlagalAli hatin
AzadandNarminwith Ali comepPsST3.PL
‘Azad and Narmin came with Ali.’

(¢) minbaNarminsi  (bakurdi) da-lém
I to Narmin=3sa (in Kurdish)IPFv-tel.PRS1.SG
‘I am telling it to Narmin (in Kurdish).’
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The examples in (19) illustrate the situation described?2inapove. In both ex-
amples, the clitic is attached to the right edge of the NP Wwhealizes the direct
object. Note that in (19-a) no personal verbal ending isgesIn (19-b), by
contrast, the NP realizing the direct object is doubled bgm@nal verbal ending.
Thus, although doubling is possible in this case, it is by mans obligatory.

(29) (@ (min)kitéb-éksim bo Narminkiri
()  bookiNDEF.sG=1.sG for NarminbuyprsT
‘I bought a book for Narmin.
(b) bazirgan-akan asp-akamyan da-kiri(in)
tradesmarbEF.PL horsebEF.PL=3.PL IPFV-buyPsT-(3.PL)
‘The tradesmen were buying the horses.’ (Blau, 1980, p. 71)

It should be mentioned at this point that the facts just dised can receive a to-
tally different account such that personal endings woutpilerly be considered
as agreement-markers while clitics would be regarded asdpronouns realizing
one of the arguments of the verb (Patient or Agent). Thisyaiglwhich is remi-
niscent of split ergativity, is the one suggested by Macle(i©61), who considers
that the NP referring to the Agent argument of the verb in thet pransitive con-
struction ‘is in no way equivalent to a Subject, in concordwthe verbal form’(p.
107). The clitic in this case is an ‘agential affix’ and the badrconstruction is
referred to as an ‘agential construction’ by Mackenzie.

Mackenzie’s view is supported by historical facts. Indekkke Kurmanji,
Sorani has gone through a stage of morphological ergativitly oblique case-
marking of the Agent and object-agreement in the past tig@sionstruction, even
though almost all Sorani dialects have lost the oblique-caaeking. Furthermore,
this view has the advantage of providing a unified accoune&mh set of personal
bound morphemes. The forms in Table (4) are always regasledlactional ver-
bal affixes and function as agreement-markers, while thmgan Table (3), i.e.
clitics, regularly realize a verbal argument and are thusidgoronominals.

However, as argued by Samvelian (2006), despite its adyesitdMackenzie’s
analysis faces problems, the main one being that it doesaeouat for the fact
that the clitic is obligatory in the past transitive constron, regardless of the
presence of a noun phrase or an independent pronoun rgfatsa to the Agent.
Consequently, | will assume that the clitic in the past titaresconstruction is an
agreement marker, and not a bound pronominal.

Let us return now to absolute prepositions in the past tti@astonstruction.
As mentioned previously, the complement of the prepositi@am be realized non-
locally, but in this case, it necessarily occurs on the veudbia realized as a verbal
personal ending (i.e. forms in Table (4)) and not as a clit& forms in table (3)).

(20) (@) rojbas=yan [& kird-in
good-morning=3L to doPSF1.PL
‘They wished us good morning.’

244



(b) *rozjbas=yan [& kird=man
good-morning-3L to doPsST=1.PL
(putatively)'They wished us good morning.’

(22) (@) para-yék-1 zor-1 & wargirtim
MOoNey+NDEF.SG-EZ much-3sG from takePST-2.PL/3.PL
'He received a great amount of money from you/them.’
(b) *para-yék-i zor-i & wargirt=tan/yan
MOoNey+NDEF.SG-EZ much-3sG from takePST=2.PL/3.PL
(putatively) 'He received a great amount of money from yioert.’

When the direct object is also realized as a bound morphéma&gerbal stem bears
two personal endings. The order in which the two affixes aaeqa seems to be
subject to variation in different dialects and even witliia same dialect. Edmonds
(1955), for instance, claims that the affix correspondintheocomplement of the

absolute preposition precedes the affix correspondingetditiect object:

(22) Xwabo=y nardim-i(t)
God t0=3SG sendPAST-1.SG-2.SG
‘God sent you to me.” (Edmonds, 1955)

While Mackenzie (1961) gives the reverse order:

(23) le=y sand-intn
for=3.sG takePAST-3.PL-1.PL
‘He took them for us.” (Mackenzie, 1961, p.116)

(24)  xwada=m-tn=e
Godgive PAST=1.5G-3.5G-2.PL=t0
‘God gave me to you.’

To sum up, in the past transitive construction, the compigroéthe preposition
behaves very much like a direct complement of the verb. Thamarphosis of the
clitic into a personal ending constitutes a problem for aagtic view of the clitic,
and rather calls for a morphological account, where botlelitie and the personal
ending are considered as affixes realizing the same expon@vd different forms,
according to the head to which the affix is adjoined.

The realization of the argument of the preposition on thdé\an then be
viewed as an instance of argument composition. The subm@aton require-
ments of the absolute preposition are inherited by the \amll, the affixal argu-
ment of the absolute preposition is realized as an affixalraemt of the verb. The
lexical rule in (25) applies to verbs that subcatgorize f@Pacomplement. A verb
that subcategorizes for a PP complement can instead sgbdatefor two com-
plements: the preposition itself and the element corredipgnto the unsaturated
complement of the preposition.
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(25)  Argument composition lexical rule

verb
[COMPS(. . [HEAD prep, comps()].. .)]

- [COMPS(... [EE?ADPSTJ...) O ()]

Recall that clitics are assumed to be affixes, on a par witsgmal verbal
endings, and are thus handled morphologically. This insplat personal affixes
(pers-aff) have two subtypes in Sorani Kurdisti;pers-aff (clitic personal affixes)
andv-pers-aff (verbal personal affixes). The information transmittedhe verb
is that one of the members in its COMPS list is an affix (a#fixal synsem The
concrete form of the affix is not transmitted, since it is afdted by morphological
realizational schemata involving the verbal conjugatiege(Crysmann (2002)).

4.2 The clitic precedes the preposition

With intransitive verbs or with transitive verbs in the pattenses, the clitic com-
plement of the preposition can attach to the right edge ottmestituent that im-

mediately precedes the preposition. Thus, although thie inot phonologically

attached to the preposition, it must nevertheless be nbtdttalways occurs ad-
jacent to it?

(26) (@) rojbasyan & a-ka
good-morning=3L to IPFV-sayPRS
‘He wishes them ‘Good Morning’.’
(b) émay téna-¢-in
we=3SG to NEG-gOPRS3.PL
‘We do not go there.” (Edmonds, 1955, p. 498)

Consequently, unlike the previous case, this placemers wokinvolve a real non-
local realization, but rather two different possibilitiesthe linearization of the
preposition and its affixal argument.

In order to handle this case, | will adopt a linearizatiosdzh account worked
out by Crysmann (2003) on the basis of Kathol (2000). The ndea behind
this approach is that the relationship between word-legelssand the word order
domain object they contribute need not to be isomorphic hatword-level signs
can contribute more than one domain object into syntax. Titie is introduced
in the lexical entry of the absolute preposition, even thotlge two items are not
strictly ordered. Linearization constraints provide tlokifferent order possibilities.
The clitic can thus be placed before or after the preposibanhbeing an enclitic it
always attaches to the left. Consequently, when precetimgreposition, it forms

“Thackston (2006) claims that the clitic and the prepositian be separated by one or more
items, but he gives no convincing example illustrating gassibility.
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a prosodic unit with the word it follows, and not with the posfion, with which
it has a morphotactic relation.

It is first assumed that prepositions of tygiéloc-cpl-pcontribute two domain
objects in their DOM list. Prepositions of typaff-loc-pandnloc-cpl-p like ordi-
nary lexical items contribute one domain object by default.

27) Constraint omaff-loc-cpl-p

aff-loc-cpl-p
pom([pHoN[ ) O ([PHoN[2]])

(o) = (feonc)

In line with Crysmann (2002), | use the feature M(ORPH) torespnt the
internal morphological structure of words. This featurdiich takes a list of el-
ements of typemorpheas its value, is valid only for lexical items (i.e. not for
phrase$. Like lexemesaffixesare considered amorphes In other wordsaffixes
andlexemesre the two subtypes ofiorphe However, unlikdexemesaffixesare
not signs. Objects of typmorphehave minimally the feature PH(ONETIC), but
only lexemesre specified for the feature M(ORPH).

The morphological schema in (28) introduces the clitic ia lxical entry of
the absolute preposition and thus produces an ‘affixed preq@o. It further reg-
isters the consequence of this affixation on the COMPS lii@preposition. The
clitic is identified as the argument of the absolute prepwsiaind is discharged
from the COMPS list of the preposition, which is now empty.t&that the prepo-
sition and the clitic are not strictly ordered, and thus tliticacan either precede
or follow the preposition. Since the clitic corresponds tdistinct DOM object,
discontinuous realization of the clitic and the prepositi®rendered possible.

(28)  Clitic affixation morphological schema

raff-loc-cpl-p
PHON[]

DOM< CAT|HEAD n

CONT ppro ]

SQLOC{
p-cl-aff
M <[PHON:|> Ouist

HEAD [2] [aff-loc-cpl-p)
sslLoc|vAL|comPs( )

ARG-ST([3] )

)0 (rero)

5As one may have noticed, absolute prepositions are not tlydexical items displaying such a
property in Sorani Kurdish. Verbs also can contribute mbentone domain object, given the fact
that clitics can have a non-local realization when used|aticn with a verb, either as agreement or
argument markers.
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Constraints in (29) and (30) provide the two linearizati@msgbilities for the
clitic and the preposition:

(29)  Adjacency constraint
DOM < [HEAD aff-loc-cpl-p comps([2) >]> N
O([2p-cl-aff ) O list
[pom([@,[2]) Olist] v [pom([2,[@) O list]

This constraint requires that the preposition and thecddi¢i adjacent, when the
clitic follows the preposition.

The following constraint restricts the realization of thigéic before the prepo-
sition to either intransitive verbs or to the present tense:

(30) Constraint on the verbal tense and construction
clause bom < [HEAD aff-loc-cpl-p COMPS< >]> .
(@p-cl-aff) O list

[HEAD verbvFoRM present vV [HEAD verbVFORM intransitive

5 Conclusion

In this paper, | have proposed a classification of Soranigsitipns along two

lines, the affixal versus non-affixal realization of the céenpent, on the one hand,
and its local versus non-local realization on the othervefhthen outlined a lexical
analysis of all cases of non-local realization, either imi®of argument composi-
tion or in terms of linearization constraints on DOMAIN otig.
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Abstract
This paper aims to provide type hierarchies for Korean passive
constructions on the basis of their forms within the HPSG
framework. The type hierarchies proposed in this paper are
based on the classification of Korean passives; suffixal passives,
auxiliary passives, inherent passives, and passive light verb
constructions. ~ Verbs are divided into five subtypes in
accordance with the possibility of passivization. We also
provide type hierarchies for verbal nouns and passive light verbs.

1 Introduction

The passive is one of the most frequently analyzed constructions in the
tradition of modern linguistics. Within the HPSG framework, the passive
construction has been interpreted as a relationship between two verb forms
(Sag and Wasow 1999:233), and lexical-rule based approaches have been
employed in the analysis of the passive (Miiller 2000). Korean passive
constructions have also been a hot topic since the early days of Korean
generative grammar. However, the constraint-based perspective on Korean
passive constructions was introduced only recently, and there is few literature
of the Korean passive in HPSG.  Chang (1995) might be the first to have
provided an analysis of Korean passive within the constraint-based
framework. In recent years, Kim (2005) recast the Korean passive within
the HPSG analysis and tried to find a solution to computational
implementation for it. These previous studies offer an overall picture of
Korean passives constructions, but they dealt with passives rather on an
illustrative basis, showing that some samples can be handled in HPSG. The
goal of this paper is to propose more fine-grained type hierarchies for the
Korean passive constructions within the constraint-based grammar.

1.1 The Passive Forms

Haspelmath (1990:27) claims ‘passive constructions without passive
morphology do not exist.” Yeon (2005:587), likewise, says that
morphological aspects have been disregarded in comparison with syntactic or
semantic view in the study of Korean passives. Since passive expressions
generally contain passive markers, the forms play an important role in the
characterization of passives. We also regard the forms, in particular, the
forms of VPs, as a significant criterion for Korean passive types. Keenan
(1985:246) argues that linguists who want to study passives should take a
serious view of ‘ways of forming verb phrases,” because passives belong to

¥ We would like to thank Prof. Kiyong Lee, Prof. Jong-Bok Kim and Prof. Suk-Jin Chang for
their help throughout this research. We appreciate the comments on an earlier version of this
paper from anonymous readers, and also are thankful for the comments from some members of
the audience during the HPSG conference held at Stanford, July 20-22, 2007. Of course, all
remaining errors are our own responsibility.
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the process of verbal formations. In this study, we observe the verbal
formation of passive constructions in Korean, and seek to find out the
constraints based on their forms.

1.2 The Scope of Korean Passives

Since there seems to be no clear consensus as to the scope of the passive
constructions in Korean, we adopt the following assumption from a cross-
linguistic perspective. Hereafter, all analyses to Korean passives will be
grounded on (1).

(1) The Scope of Korean Passives
a. In principle, only transitive verbs can be transformed into passives.
The passive sentence, therefore, must have both agent and theme
roles, though the agent role may not be realized overtly.
b. There should be a corresponding active form for each passive form.
Besides, passives must be morphologically distinct from their
corresponding actives.

1.3 The Data Compilation

We have attempted to consider the range of relevant data for our studies in a
systematic and comprehensive way, because we believe that the data-oriented
approach works for describing the characteristics of language much better.
In order to collect relevant data, we took advantage of four linguistic
resources as follows: the Sejong POS-tagged Corpora', the Sejong Electronic
Dictionary, the Standard Korean Dictionary, and the Yonsei Korean
Dictionary. In the following, especially in Sections 3.1 and 4.1, we will
give a full detail of the process of data collection for our study.

2 Basic Data

Passive constructions in Korean are divided into three subgroups; suffixal
passives, auxiliary passives, and passive light verb constructions. Suffixal
passives are expressed by suffixes whose occurrence is conditioned largely
by the stem-final sounds. There are four variants in the suffix; -i, -hi, -li,
and -ki. For example, ccic- ‘tear’ takes the suffix -ki to form a passive verb
like ccic-ki- ‘be torn.” Auxiliary passives are phrasal passives which consist
of a verbal stem followed by the complementizer -e or -a and the auxiliary -ci
as in ccic-e ci- ‘be torn.” Passive Light Verb Constructions (henceforth
pLVCs, named after Chae 2003) are the ones that consist of verbal nouns
(hereafter VNs) and passive light verbs (hereafter pLVs), such as toy-, pat-,
and tangha-. For instance, the active light verb construction, such as chepel
ha- ‘punish’ which is made up of a verbal noun chepel ‘punishment’ and a

! These morpheme-tagged corpora include approximately ten-million “words,” or graphic
words which are called eojeol in Korean.
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light verb ha-, can be transformed into the passives, as in chepel toy-/pat-
/tangha- ‘be punished.’

The issue which we would like to raise is that there are some restrictions
on which type of passive construction is possible for a given active sentence.
The main purpose of this study is to propose a solution for the puzzle of
constraints regarding their passive forms.

2.1 Suffixal Passives vs. Auxiliary Passives

Typical passive forms of verb in Korean contain suffixes like -i, -hi, -/i and -
ki, and therefore the active-passive correspondence has been treated either as
part of a syntactic process or as a lexical redundancy rule. However there
are a large number of exceptions to this generalization, and this should be
taken into account. For example, there is no passive counterpart *mandul-
[i- of an active verb mandul- ‘make’, as shown in (2).2

(2) a.Mia-ka ku sangca-lul mandul-ess-ta.

Mia-NOM DET box-ACC make-PAST-DC
‘Mia made the box.’

b. *ku  sangca-ka mandul-li-ess-ta.
DET box-NOM make-PASS-PAST-DC
“The box was made.’

c. ku sangca-ka mandul-e ci-ess-ta.
DET box-NOM make-COMP  AUX-PAST-DC

‘The box was made.’

There is no such expression like (2b), because some verbs like mandul-
cannot be used as passives with suffix. Whereas verbs like mandul- cannot
. . . . . . ‘ .3
combine with any kind of passive suffix, verbs like tat- ‘close’” are the
opposite with reference to passivization. Though the auxiliary passive
construction is a more productive operation than the suffixal Passive
construction, yet certain verbs sound odd when passivized in this way.

(3) a.Mia-ka ku sangca-lul tat-ass-ta.
Mia-NOM DET box-ACC close-PAST-DC
‘Mia closed the box.’
b. ku sangca-ka tat-hi-ess-ta.
DET box-NOM close-PASS-PAST-DC

‘The box was closed.’

% The glosses used in this paper are as follows.
ACC: accusative, AUX: auxiliary, COMP: complementizer suffix, DAT: dative, DC:
Declarative sentence-type suffix, DET: determiner, LV: light verb, NOM: nominative,
PASS: passive suffix, PAST: past tense suffix, PLV: passive light verb
* In Korean, fat- ‘close’ is used only as a transitive verb, unlike English.
* 1t could be somewhat controversial to make a comparison between the less productive one
and the more productive one. But the primary goal of this paper is to draw an outline of the
Korean passive system. Therefore it is necessary to discuss about the difference in form
concerning passivization, which is one of the main properties of Korean passives.
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c. 7%u  sangca-ka tat-a ci-ess-ta.
DET box-NOM close-COMP  AUX-PAST-DC
“The box was closed.’

(3¢) sounds awkward, while the suffixal passive predicate in (3b) which
corresponds to (3a) sounds perfect. However, as given below, some verbs
like ccic- ‘tear’ can be passivized with an auxiliary verb as well as with a
suffix.

4) a.Mia-ka ku os-lul ccic-ess-ta.
Mia-NOM DET dress-ACC tear-PAST-DC
‘Mia tore the dress.’
b. ku 0s-i ccic-ki-ess-ta.

DET dress-NOM tear-PASS-PAST-DC
“The dress was torn.’
c. ku 0s-i ccic-e ci-ess-ta.
DET dress-NOM tear-COMP AUX-PAST-DC
“The dress was torn.’

2.2 Passive Light Verb Constructions

There are co-occurrence restrictions between VNs and pLVs. For example,
pLV foy- can attach to cheypho ‘arrest’ to form the passive verb cheypho-toy-
‘be arrested,” but the same VN cheypho with another pLV pat-, such as
*cheypho-pat-ta, is not a legitimate form in Korean as shown below.

(5) a. kyengchal-i Mia-lul cheypho-ha-yess-ta.
policeman-NOM Mia-ACC arrest-LV-PAST-DC
‘A policeman arrested Mia.’
b. Mia-ka kyengchal-eykey cheypho-toy-ess-ta.
*Mia-ka kyengchal-eykey cheypho-pat-ass-ta.
Mia-ka kyengchal-eykey cheypho-tangha-yess-ta.
Mia-NOM policeman-DAT arrest-PLV-PAST-DC

‘Mia was arrested by a policeman.’

Which nominal can be taken as the complement of pLVs also falls under
the constraint on pLVCs. Korean light verb constructions have the case
frame like ‘VN(-ul/lul[ACC]) + ha.” The passive forms for the frame can
be divided into two forms; ‘VN(-i/ka[]NOM]) + PLV’ or ‘VN(-ul/lul[ACC])
+ PLV.” (6) shows the difference between them clearly.

(6) a. kyengchal-i Mia-lul cheypho(-lul) ha-yess-ta.
policeman-NOM Mia-ACC arrest-ACC LV-PAST-DC
‘A policeman arrested Mia.’

b. Mia-ka kyengchal-eykey cheypho(-ka) toy-ess-ta.
*Mia-ka kyengchal-eykey cheypho(-ka) tangha-yess-ta.
Mia-NOM  policeman-DAT arrest-NOM  PLV-PAST-DC
‘Mia was arrested by a policeman.
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c. *Mia-ka kyengchal-eykey  cheypho(-lul)  toy-ess-ta.
Mia-ka kyengchal-eykey  cheypho(-lul)  tangha-yess-ta.
Mia-NOM policeman-DAT arrest-ACC PLV-PAST-DC
‘Mia was arrested by a policeman.

There are three forms of passivization for VNs, and the pLVs are distinct
from each other with respect to the choice of VNs. The meanings of the
three pLVs are different from each other as well. Basically, foy- means
‘become,” pat- may convey a sense of ‘reception,” and tangha- can be
translated into English as ‘suffer.’” Sentences in (7) are the cases that foy-,
pat-, and tangha- are made use of as main verbs with their regular verbal
meanings.

(7) a.Mia-ka kyoswu-ka toy-ess-ta.
Mia-NOM professor-NOM  become-PAST-DC
‘Mia became a professor.’

b. Mia-ka pyenci-lul pat-ass-ta.
Mia-NOM letter-ACC receive-PAST-DC
‘Mia received a letter.’

c. Mia-ka sako-lul tangha-yess-ta.

Mia-NOM accident-ACC  suffer-PAST-DC
‘Mia suffered an accident. (Mia met with an accident.)’

Keenan (1985:257) says that there are four types in respect of periphrastic
passives. According to his analysis, periphrastic passives may fall into
natural subclasses depending on the choice of the auxiliary verb: ‘being’ or
‘becoming,” ‘reception,” ‘motion,” or ‘experience.’

(8) a.Hans wurde von seinem Vater  besttafft.
Hans became ‘by’ his father punished
‘Hans was punished by his father.” (German, Keenan 1985:257)
b. Mia-ka chepel-i toy-ess-ta.
Mia-NOM punishment-NOM become-PAST-DC
‘Mia was punished.’
9) a. Cafodd Wyn ei rybuddio gan Ifor.
get Wyn his warnings by Ifor
‘Wyn was warned by Ifor.’ (Welsh, Keenan 1985:259)
b. Mia-ka chepel-ul pat-ass-ta.
Mia-NOM punishment-NOM receive-PAST-DC
‘Mia was punished.
(10) a. Quang bi (Bao)  ghet.

Quang suffer (Bao) detest

‘Quang is detested (by Bao).’ (Vietnamese, Keenan 1985:260)
b. Mia-ka chepel-ul tangha-yess-ta.

Mia-NOM punishment-NOM suffer-PAST-DC

‘Mia was punished.
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From this cross-linguistic viewpoint, it is not surprising that there are three
elements in Korean pLVs. And our main concern regarding the difference is
on the co-occurrence restrictions on the relationship between the VN and the
pLVs, which will be discussed in 4.2.

2.3 Inherent Passives

There are some cases which do not include any passive morpheme on the
surface, but yet show passive-active correspondence semantically. For
example, verbs like mac- ‘be hit” and #ayli- ‘hit’ behave like a passive-active
pair in terms of their argument structure.

(11) a. Inho-ka Mia-lul ttayli-ess-ta.
Inho-NOM Mia-ACC hit-PAST-DC
‘Inho hit Mia.’
b. Mia-ka Inho-eykey mac-ass-ta.
Mia-NOM Inho-DAT be hit-PAST-DC

‘Mia was hit by Inho.’

According to Sohn (1999), mac- in (11b) may be analyzed as passives in a
broad sense, in terms of its passive-like meanings and syntactic behavior.’
It is noticeable that verbs in (11) cannot be passivized with auxiliary verbs,
nor with suffixes (e.g. *ttayli-i-, *ttayli-e ci-, *mac-hi-, and *mac-a ci-). We
call this type ‘Inherent Passives’.

2.4 Types of Korean Passives

As was mentioned before, there are some restrictions on the passivization
process. It is possible to specify passivization possibility for each verb, but
a more efficient way to encode the same information would be to make use of
type hierarchy. It would also allow a more natural and systematic grouping
of verbs in terms of passivization.

Building on some previous studies (Chang 1995, Sohn 1999, and Kim
2005) and the data given above, we classify Korean passive expressions into
four subclasses, including the inherent case. The taxonomy of passives in
Korean is sketched out below.

(12)

Korean Passive Constructions

Suffixal Passives Auxiliary Passives Passive Light Verb Constructions Inherent Passives

- -hi -l ki toy- pat- tangha-

5 According to the criterion on Korean passives that we assumed previously, this type also
belongs to passives.
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3 Suffixal, Auxiliary, and Inherent Passives

We propose that verbs in Korean are initially classified into four subtypes
with respect to passivization, excluding the ones that don’t allow any kind of
passivization like rtalm- ‘resemble.’ The subtypes are primarily
differentiated from each other according to whether it allows only one of the
suffixal or auxiliary passivization, or both.

(13) v-pass-type

SUFPASS AUXPASS

(p-D (p-2) (p-3)

Verbs which allow only suffixal passives belong to (p-1) type. (p-2) type
involves the verbs that can be transformed into passives only by auxiliary
verbs. Verbs of (p-3) type allow both types of passives. Then there is the
other possibility where a verb allows neither suffixal nor auxiliary passives.
It can be called type (p-4). Examples for the four types are given in the
following table, where the bold faced verbs indicate the blocked forms.

Table (1)

SUFPASS AUXPASS
(p-1) | tat-ta ‘close’ tat-hi-ta ??tat-a ci-ta
(p-2) | mandul-ta ‘make’ *mandul-li-ta mandul-e ci-ta
(p-3) | ccic-ta ‘tear’ ccic-ki-ta ccic-e ci-ta
(p-4) | talm-ta ‘resemble’ | *talm-ki-ta ??talm-a ci-ta

The last line in the table should be distinguished from the cases of the
inherent passive verbs like mac- ‘be hit’. It allows neither passivization
processes, but it still has its passive counterpart, albeit inherent, so we
suggest that the inherent passive forms its own type. The overall picture of
verb types are sketched out in (14)

(14)

f—-——
—— e~

e~

v-?ntr
— 7
v-ti-p] v—t;l-p2 v—ti—p.? V- i—p4 ~~~~~~ inherent-pass-v
v

SUFPASS + || SUFPASS — || SUFPASS + || SUFPASS - PASSIVE +
AUXPASS — || AUXPASS + || AUXPASS + || AUXPASS - SUFPASS -

o AUXPASS -
talm-
mandul- ccic- ttayly-
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The feature specification in (14) shows clearly which kind of passivization is
allowed for each type. It also shows if a given type is inherently passive.

3.1 Classification of Verbs

We started from The Sejong POS-tagged Corpora to get the list of verbs
which have a frequency over nine. There were 1,459 verbs on our initial list.
Let us call it List A. Next, we extracted the suffixal passive forms from
each of The Sejong Electronic Dictionary, The Standard Korean Dictionary,
and The Yonsei Korean Dictionary. Avoiding marginal or controversial
cases, we included only the forms which are admitted to be passives in all of
the dictionaries as suffixal passives. Finally, we excluded from our suffixal
passives list the items whose corresponding active forms are not on List A.
As a result, there were 152 Suffixal Passive forms collected in this way.

As for auxiliary passives, we searched the Sejong POS-tagged Corpora to
find out the phrasal form like ‘V-e/a ci-.> There were 397 types of verbs
which appeared in this context. From this list we excluded some cases
through the following four processes. First, the list of verbs were checked
against the Standard Korean Dictionary to find out the ones that have the
suffixal passive forms (e.g. po-i-ta, ‘be seen’) or causatives (e.g. pes-ki-ta,
‘take off other’s clothes’) listed in the dictionary. In this way non-active
forms were excluded from the 397 types. Second, the verbs which have
adjective usage (e.g. palk-ta, ‘be bright’) were also discarded, because an
adjective combined with ‘-e/a ci-’ has an inchoative meaning as in palk-a ci-
ta ‘brighten.” Third, we also got rid of the verbs which have a locative case-
mark alternation, such as NP[loc]-ey/lul hyangha-ta ‘go towards NP[loc].’
Finally, we excluded the items which are not on List A. Consequently, we
got 214 verbs that can be passivized by an auxiliary. In accordance with
taxonomy mentioned before, we rearranged verbs entries and classified them
into three subcategories. Some examples are shown below.

(15) (p-1) kkakk-ta ‘cut’, mek-ta ‘eat’, ssu-ta ‘use’, cap-ta ‘catch’ (110 verbs)
(p-2) nukki-ta ‘feel’, kus-ta ‘draw’, cis-ta ‘build’, chac-ta ‘find’ (172 verbs)
(p-3) sek-ta ‘mix’, ssu-ta ‘write’, ssis-ta ‘wash’, phwul-ta ‘solve’ (42 verbs)

3.2 Suffixal Passives

(16a) shows the typical structure of a verb with its suffixes, and (17) is a type
hierarchy for the sequence like (16a) proposed by Kim & Yang (2006).
However, notice that passives and causatives are not properly represented in
the hierarchy.®

(16) a. V-base + (PASS/CAUS) + (HON) + (TNS) + MOOD + (COMP)
b. cap-hi-si-ess-ta ‘catch-PASS-HON-PAST-DC’

® The sequence MOOD + (COMP) in (16a) is treated as forming a v-free node in (17).
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(17) verbal
/\
v-stem wn

V-tns-stem v-free

/\

v-hon-stem v-tns

v-Ixm v-hon

e

aux-v  cop-v  main-v

(18) is our revised verbal hierarchy which can treat a suffixal passive verb
properly within the verbal system.

(18) verbal
/\

v-stem vn

V-tns-stem v-free

/\

v-hon-stem v-1ns

[ i -hi -li, ki |

Whether passive suffixes are derivational or inflectional has been a hot
issue for a long time, reflecting the difficulty of drawing a strict line between
a derivational suffix and an inflectional suffix because of the morph-syntactic
peculiarity of Korean verbal system.” Crucially though, since passive
suffixes lead to argument alternations, we name the super-class of passive
suffix v-alt-stem. The node v-alt-stem is inserted between v-hon-stem and v-
Ixm in the type hierarchy.

(19) presents a lexical rule that shows the actual derivation of passive
forms. If the stem has the features [PASSIVE -] and [PASS-
TYPE.SUFPASS +], it can turn into a v-pass type with an appropriate suffix.
The process of the argument alternation will take place, as shown in the
crossed linking relations of the arguments, represented as i and j, between the
values of the two ARG-ST features in (19). (20) shows how (p-1) type like

7 Kim (1992), for example, classified Korean verbal suffix into three subgroups; Inflection,
Derivation, and Inflectional derivation. Sohn (1999) also said that passive or causative
suffixes in Korean are somewhat on the border between inflection and derivation. See Cho
and Sells (1995) as well for further discussion.
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tat-hi- ‘be closed’ is derived.

19) v-pass =

PASSIVE +
v-tr
PASSIVE -
PASS-TYPE.SUFPASS +

ARG-ST(NP,,NP,)

STEM

| ARG-ST (NP, (NP[dat],)

(20) [v-tr-p1 ]
PHON (®rat-)
PASSIVE - v-pass
PASS.TYPE {SUFPASS 1 PHON (Otat-hi)
AUXPASS - ||—|PASSIVE +
ARG-ST (NP,,NP; ) ARG-ST (NP, (NP[dat],))
INDEX s SEM @
SEM @| ARGl i
I ARG2 |

3.3 Auxiliary Passives

The hierarchy of syntactic structure below is from Kim (2004:76), who
proposes that auxiliary passives can be handled as hd-lex-ex, as shown in (22).

2

syn-st

/\

lex-ex phrase

word hd-subj-ph hd-comp-ph  hd-filler-ph  hd-mod-ph

(22) hd-lex-ex Lo LEX +
COMPS L COMPS L[

AUX +
COMPS (@)

We agree that auxiliary passives should fall under hd-lex-ex. However, we
would say that it is necessary for hd-lex-ex to branch out. We suggest hd-
lex-pass-ex as one of subtypes of hd-lex-ex. There are two reasons for this.
First, let us consider which conveys the sense of passives. Is it the main
verb or the passive auxiliary ci-? Kim (2005) proposed that main verbs
cannot combine with an auxiliary such as ci- or passive light verbs such as
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toy-, pat-, and tangha- until they are transformed into passives. Our claim is
that hd-lex-pass-ex should be introduced as a subtype of hd-lex-ex, because
what is responsible for passive meaning is not the verb but auxiliary ci- (cf.
Lee 2005). Our approach has an added benefit of getting rid of, to our view,
an extra process of vacuous case alternation for every verb. In our analysis,
this process is triggered only when the verb combines with ci-, thus making
the system more controlled.

Secondly, there are several other uses of Korean -e/a ci- construction other
than passive constructions. If -e/a ci- phrase combines with adjectives, it
represents an inchoative meaning like (23a). On the other hand, if -e/a ci-
phrase combines with forms already passivized as in (23b), we suggest it
conveys some resultative meaning. These phenomena raise the necessity to
classify -e/a ci- phrases into several subtypes.

(23) a. Mia-ka yeypp-e ci-ess-ta.
Mia-NOM pretty-COMP  AUX-PAST-DC
‘Mia became pretty.’
b. Mia-ka ic-hi-e ci-ess-ta.®
Mia-NOM forget-PASS-COMP AUX-PAST-DC
‘Mia has been forgotten.’

Then, (24) is a revised syntactic hierarchy that we would like to suggest
for the auxiliary passive constructions.

(24)

syn-st

/\

lex-ex phrase

word ( hd-lex-ex ) hd-subj-ph hd-comp-ph hd-filler-ph  hd-mod-ph

hd-lex-pass-ex

mandul-e ci-ta
ccic-e ci-ta

(25) is the constraint for hd-lex-ex, replacing (22) in the above, and (26) is the
rule that we propose for the auxiliary passive construction.

() [hd-lex-ex] - O[LEX +] H

AUX +
COMPS (D)

8 In the traditional prescriptive grammar, this kind of ‘double passive’ form is considered to be
wrong, but this form is used far more frequently than the more “correct” form ice-hi-ess-ta.
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(26)

hd-lex-pass-ex yreomp ’
PASSIVE — PASSIVE +

SUBJ(®) | =0 §s TYPEAUXPASS + || SUBI (@)

CoMPS (@) ARG-ST (®, @) COMPS (@)

Now we can show how the appropriate passive forms for (p-2) type like
mandul- ‘make’ are derived. Since (p-2) type has a [PASS-TYPE.SUFPASS
—] feature, the suffixal passivization process will be blocked.

27) y :
PHON <maldul-e ci-ess-ta>
HEAD &
PASSIVE +
SUBJ (@)
comps () |
[v-comp i v 1
PHON <mald ul-e> PHON <ci-ess-ta>
STEM<v-tr-p2> PASSIVE +
@ PASSIVE - @ AUX +
PASS-TYPE{SA[[JJI;P::SSS j SUBJ (@)
| ARG-ST(0.0) |COMPS(®) |

(28) and (29) illustrates how (p-3) type like ccic- ‘tear’ is derived. Since
both PASS-TYPE features of ccic- are plus, ccic- can be transformed into
either ccic-ki- or ccic-e ci-.

(28) v-tr-p3 v-pass

PHON (O@ccic-) —>| PHON (@ccic-ki)
PASS-TYPE.SUFPASS +| |PASSIVE -+
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(29)

v

PHON <ccic-e ci-ess-ta>

PASSIVE +

/\

v-comp
PHON (ccic-e)

STEM (v-r-p3)
PASS-TYPE.AUXPASS  +

3.4 Inherent Passives

Inherent passive verbs need to have passive information from the start.
Further information need to be specified to block the passive rules from
applying to them. AVM (30) is lexical representation for the inherent
passive verb mac- ‘be hit’, while (31) is for the corresponding active verb
ttayli- *hit’ which can be passivized neither suffixally nor with auxiliary verbs.
Some verbs which cannot be transformed into passives like talm- ‘resemble’

also belong to v-tr-p4.

30) "

ac-
inherent-pass-v
PASSIVE +

PASS-TYPE FUFPASS _}

AUXPASS -
ARG-ST (NP[nom] ,, NP[dat],)

3D ttayli-
[v-tr-p4 i
PASSIVE —
SUFPASS -
PASS-TYPE
AUXPASS -
ARG-ST (NP[nom],, NP[acc] ;)

4 VNs and PLVs

VNs also constitute a type hierarchy of their own with respect to their

combination with the light verbs.
hierarchy of VNs in relation to pLVs.

Since there are three pLVs available for combination with VNs, there are
eight types of VNs with respect to passivization, including a case such as

\%4

PHON <ci-ess-ta>
PASSIVE +
AUX +

Therefore, we also propose a type

swuhak ‘study’ where a VN cannot take any pLVs.
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(32) vn-pass-type

toy- pat- tangha-
(vn-1) (vn-2) (vn-3) (vn-4) (vn-5) (vn-6) (vn-7)

It is rather surprising that actual verbal nouns for each of the logically
possible seven types are attested in Korean. Asterisks in Table (2) show the
unacceptable forms.

Table (2)
+ toy- + pat- + tangha-
(vn-1) | chepel ‘punishment’ O O O
(vn-2) | yongse ‘forgiveness’ (0] (@) *
(vn-3) | cheypho ‘arrestment’ (0] * (0]
(vn-4) | kisup ‘raid’ * (0] O
(vn-5) | yenkwu ‘research’ (0] * *
(vn-6) | conkyeng ‘respect’ * @) *
(vn-7) | kangkan ‘rape’ * * (0]
(vn-8) | swuhak ‘study’ * * *

4.1 Classification of VNs

The major diagnostic criterion for VNs is whether a given noun can be
combined with the light verb ha-. Therefore, we first extracted from the
Sejong Electronic Dictionary (2002-3) a list of nouns whose lexical entries
specify that it can be combined with ha-. Among the VN items on the list,
we further consulted with their entries and narrowed the list to those items
whose entry specifies that they have the case frame of ‘NP-ul/lul VN-ul/lul
ha.” This restriction was introduced to ensure that the nontransitive VNs be
excluded because they cannot have a passive counterpart in principle. We
also excluded the cases where the VN consists of one syllable or over three
syllables which tend to involve some semantic peculiarity. The resulting
number of VNs was 2,707. The next step in our data collection and
classification was to find positive evidence for possible combination of VNs
and pLVs by searching the Sejong POS-tagged Corpora. For instance,
given a VN yenkwu and a pLV toy-, we searched the corpus to see whether
there is a form similar to yenkwu-toy in the corpus. Likewise, we also
checked for sequences such as VN-pat-, VN-lul pat-, VN-tangha-, VN-lul
tangha- in the corpus. Altogether 1,713 (or 1,595 if more strict criteria are
adopted) VNs out of the 2,707 were found to be combinable with one or
more of the three pLVs.
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(33) (vn-1) kangyo ‘forcible demand’, ekap ‘suppression’,
chepel ‘punishment’, chwukwung ‘pressing hard’,
chimhay ‘infringement’ (54 VNs /30 VNs)
(vn-2) taychwul ‘loan’, poko ‘briefing’, sangsok ‘inheritance’,
sentayk ‘selection’, yangto ‘transfer’ (264 VNs / 189 VNs)
(vn-3) kamkum ‘imprisonment’, kecel ‘refusal’, salhay ‘murder’,
apswu ‘confiscation’, hayko ‘dismissal’ (120 VNs / 122VNs)
(vn-4) myelsi ‘contempt’, chimlyak ‘invasion’ (29 VNs / 6 VN)
(vn-5) kangjo ‘emphasis’, naptuk ‘assent’, tunglok ‘registration’,
pannap ‘return’, punsil ‘loss’, sayong ‘use’, yenkwu ‘inquiry’,
yoyak ‘summation’, insang ‘raising’, cunpi ‘preliminary’,
hoypok ‘recovery’ (1,030 VNs/ 1,127 VNs)
(vn-6) daywu ‘respect’, senmang ‘envy’, conkyeng ‘respect’,
chingchan ‘praise’, hoanyeng ‘welcome’ (160 VNs /74 VNs)
(vn-7) kangkan ‘rape’, sahyeng ‘punishment of death’, hoksa ‘abuse’
paysin ‘betrayal’, kwutha ‘blow’, (56 VNs / 47 VNs)

The numbers following the slash at the end of each type are the resulting
number of cases where VN+ul/lul -pLV (e.g. chepel-ul pat-, chepel-ul
tangha-) are excluded when searching the corpus.” Incidentally, there were
994/1,112 VNs for which there was no case of pLV passivization found in
the corpus, including kikwuen ‘abstention’, paywung ‘send-off’, poksup
‘review’, swulyo ‘completion’, yehayng ‘travel’, cwuce ‘hesitation,’ etc.

4.2 Types of VNs and PLVs

In the case of pLVCs, when we observed the above data in an inductive way,
we came to conclusion that there are three semantic features which seem to
be relevant to their restrictions.

First, the ‘animacy’ of subject seems to be relevant. The constructions
with pat- or tangha- are inclined to have an animate subject. Secondly,
grammatical cases of VNs are also relevant. toy- takes a nominative case
noun as its complement, whereas pat- or tangha- take an accusative. For
this purpose we can make use of the feature AGT, introduced by Kim (2004).
Finally, adversity feature of VNs seems to play a role. Almost invariably,
tangha- combines with the nouns which convey a sense of adversity. Table
(3) shows the overall picture of these phenomena.

Table (3)
toy- pat- tangha-
ANIMATE bool + +
AGT - + +
ADVERSITY — — +

° Type (vn-4) has the fewest number of examples; apparently, if a VN can be combined with a
pLV, but cannot be combined with -foy, then -pat and -tangha are in complementary

distribution.
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After considering all these factors, we have built up a type hierarchy for VNs

as in (34).
(34)
77
\
\
.\
\.
Cyn-tr
cheypho ‘arrest’

[ADVERSITY +], for instance.

va-tr-plvl —p

ANIMATE bool
ADVERSITY bool

chepel

va-tr-plv2 —p

ANIMATE bool
ADVERSITY —

yongse

va-tr-plv3 —p

ANIMATE bool
ADVERSITY +

va-tr-plv4 —p

ANIMATE +
ADVERSITY bool

kisup

va-tr-plvs —p

ANIMATE -
ADVERSITY bool

va-tr-plve —p

ANIMATE +
ADVERSITY —

va-tr-plv7 —p

ANIMATE +
ADVERSITY +

va-tr-plv8 —p

PLVPASS -

HERENEE <y

2| R S 3 ]

SHSREEB 3

i I N T
73

combine with toy- or tangha-.

(35) shows a type hierarchy for PLVs.

has an unspecified ANIMATE feature as well as
According to the constraint, cheypho can

The upper dotted box represents a

difference in the ANIMATE feature value and grammatical cases. The lower

one stands for the difference in the ADVERSITY feature value.

We provide

hd-lex-vn-pass-ex as a subtype of hd-lex-ex, which is sketched out in (36).

vn-light-v

(35
v-Ixm
aux-v cop-v main-v
heavy-v light-v
AGT £ | oo eoseeer
ANIMATE + | N2LSHgProy ) \ Pass-

vu-light-passive-v - o
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(36) lex-ex

word hd-lex-ex

(hd-lex-pass-ex)  (hd-lex-vn-pass-ex)

mandul-e ci-ta cheypho toy-ta
ccic-e ci-ta cheypho tangha-ta

With constraints and rules in (37), (38), and (39), pLVCs can now be dealt
with properly. These AVMs reflect the key features that we have discussed so
far; Animate, Adversity, and Grammatical cases.

37 [POS noun
NOMINAL +
PASSIVE +
hd-lex-vn-pass-ex VERBAL +
- ,| ANIMATE O
PASSIVE + ANIMATE ©
ADVERSITY @
ADVERSITY @
| PLVPASS +

(38) head-lex-vn-pass-rule-1

[Ad-lex-vn-pass-ex] — @[GCASE nom],

[AGT -
| COMPS(O)

(39) head-lex-vn-pass-rule-2
hd-lex-vn-pass-ex

AGT +
— ®O[GCASE acc],
SUBJ ([ANIMATE +))

COMPS (D)

A sample derivation for pLVCs is given below. The category VN is
represented by the features [POS noun, NOMINAL +, VERBAL +].
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(40) cheypho
[vn-tr-plv3

POS noun
NOMINAL +
VERBAL +
ANIMATE bool
ADVERSITY +

PASS-TYPE.PLVPASS +
ARG-ST (NP, NP))

INDEX s
RELN arrest
SEM
RESTR { [ ARG1 i
ARG2 j
(41 v
PHON <cheyph0—lul tangha—ass—ta>
PASSIVE +
SUBJ (@)
COMPS (®)

[vNP 1 v 1
PHON <cheyph0—lul > PHON <tangha-ass-ta>
ANIMATE bool ANIMATE +
ADVERSITY + ADVERSITY +
CASE.GCASE acc AGT +

| ARG-ST(®,Q) | | ARG-ST(@,0) |

cheypho ‘arrest’ has an unspecified ANIMATE feature value, [ADVERSITY
+], and [PASS-TYPE.PLVPASS +]. Therefore, it can combine with pLV
tangha- which has an [ANIMATE +] as well as an [ADVERSITY +]. Even
if an accusative case is allocated to cheypho, pLVCs will be constructed
without any problem thanks to an [AGT +] of tangha-.

5 Conclusion

In this study, we considered various subtypes of passives and proposed
comprehensive type hierarchies for verbs or verbal nouns with respect to
passivization. The main points of this paper are as follows: First, we
modified the verbal morphology of Kim & Yang (2006) in order to treat
suffixal passives in an appropriate way. In particular, the v-alt-stem was
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introduced into verbal morphological hierarchy. Secondly, we classified
verbs into five subtypes with reference to passivization. For auxiliary
passives, we introduced hd-lex-pass-ex into the syntactic structure as a
subclass of hd-lex-ex. Turning to verbal nouns, we proposed a classification
of verbal nouns regarding which passive light verbs they can combine with.
A type hierarchy for passive light verbs was also proposed in this study.

We implemented and tested our type hierarchies for passives using the
Linguistic Knowledge Building (LKB) system to check the computational
feasibility. All sample sentences in this study were tested in LKB.

5.1

An interesting aspect of suffixal passivization in Korean is that the passive
suffixes are also used for causatives almost invariably. For example, cap-hi-
with the suffix hi can be interpreted as a passive verb meaning ‘be caught’ or
a causative verb meaning ‘have someone/something caught.” Taking this
fact into consideration, we can extend the suggested type hierarchy to include
suffixal causatives.

Implications and Further Study

(42) v-pass-caus-type
AUXPASS SUFPASS SUFCAUS
(pe-1)  (pe-2)  (pe-3) (pe-4)  (pe-5)  (pe-6)  (pe-7)
Table (4)

AUXPASS SUFPASS | SUFCAUS
(pc-1) | ccic-ta ‘tear’ ccic-e ci-ta ccic-ki-ta ccic-ki-ta
(pc-2) | mit-ta ‘believe’ | mit-e ci-ta mit-ki-ta *mit-ki-ta
(pc-3) | pec-ta ‘take off’ | pec-e ci-ta *pec-ki-ta | pec-ki-ta
(pc-4) | cap-ta ‘catch’ ??cap-a ci-ta | cap-hi-ta cap-hi-ta
(pc-5) | chac-ta ‘find’ chac-a ci-ta *chac-ki-ta | *chac-ki-ta
(pc-6) | pel-ta ‘earn’ ??pel-e ci-ta pel-li-ta *pel-li-ta
(pc-7) | ip-ta ‘wear’ ?2ip-e ci-ta *ip-hi-ta ip-hi-ta

Furthermore, we could extend the type hierarchy to include the cases of
auxiliary causatives like -key ha-ta and others.

Finally, we would like to point out the methodology taken in this study,
that is, to make use of language resources available in an extensive and
comprehensive way. We believe this kind of descriptive and inductive
approach complements the more theoretically oriented approaches. We also
believe that it is an efficient way to figure out the nature of language.
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Abstract

An empirical overview of the properties of English prepositional
passives is presented, followed by a discussion of formal approaches
to the analysis of the various types of prepositional passives in HPSG.
While a lexical treatment is available, the significant number of tech-
nical and conceptual difficulties encountered point to an alternative
approach relying on constructional constraints. The constructional
approach is argued to be the best option for prepositional passives
involving adjunct PPs, and this analysis can be extended to create a
hierarchy of constructions accommodating all types of prepositional
passives in English, and the ordinary NP passive.

1 Syntactic and non-syntactic constraints

In addition to the ordinary passive alternation involving transitive verbs
(1a), English allows “prepositional passives” (also referred to as “pseu-
dopassives”), where the subject in the passive structure corresponds to the
object of a preposition in the related active structure (1b—c).

(1) a. Kim planted the tree. ~» The tree was planted by Kim.
b. Kim looked after the tree. ~ The tree was looked after by Kim.
c. Kim sat under the tree. ~ The tree was sat under by Kim.

As noted by Huddleston and Pullum (2002, p. 1433), prepositional passives
can be divided into two classes, depending on the syntactic function of the
PP. In Type I prepositional passives, the PP is a complement whose prepo-
sitional head is idiomatically selected by the verb, as in (1b); in Type II
prepositional passives as in (1c), the preposition is not part of a verbal id-
iom. Huddleston and Pullum, suggest that the availability of Type I prepo-
sitional passives is ultimately an idiosyncratic lexical property that must
be indicated in the dictionary entries of verbal idioms (although, as far as I
know, no dictionary explicitly provides this information). Type II passives,
on the other hand, are subject to primarily pragmatic constraints.

The linguistic literature on prepositional passives confirms this basic
description, while offering a more complex picture of the kinds of con-
straints involved. It is clear that the prepositional passive is much more
restricted than the ordinary passive, which applies quite systematically to
all transitive verbs, with a handful of lexical exceptions (e.g., *Two weeks
were lasted by the strike, *Quintuplets were had by an exhausted mother in Des
Moines). Whether a given verb + PP combination will give rise to an accept-
able prepositional passive depends on various, poorly understood syntac-
tic, semantic, and pragmatic factors. Context, usage and frequency effects,

1 thank Patrick Blackburn and the research group TALARIS at Loria (UMR 7503, Nancy,
France) for their support of this research.

272



and lexical idiosyncrasies also play a crucial role. Previous accounts of
the phenomenon rely on notions like “affectedness” or “role prominence”
of the passive subject (Riddle and Sheintuch, 1983; Bolinger, 1977, 1978).
These proposals are intuitively appealing, but it remains unclear how they
can be satisfactorily formalized.

Many authors argue that a high degree of “cohesion” between the verb
and the “stranded” preposition is a necessary condition for the well-for-
medness of the prepositional passive. One version of this approach sug-
gests that V and P are in fact reanalyzed as a complex predicate (e.g., Horn-
stein and Weinberg, 1981). The fact that V and P typically appear imme-
diately adjacent to one another is taken as evidence for reanalysis. The
well-known exception that certain idiomatic direct objects can intervene
between V and P in the prepositional passive (2) is not necessarily prob-
lematic, nor are the examples of phrasal verbs in (3).

(2) Kim made a fool of / kept tabs on Sandy. ~» Sandy was made a fool
of / kept tabs on.

(3) Kim put up with / looked down on / got rid of Sandy. ~ Sandy
was put up with / looked down on / gotten rid of.

Such examples can be dealt with by assuming that reanalysis can apply to
multiword lexical items or otherwise “listed” combinations. Depending on
the details of the analysis, cases involving coordinated structures may or
may not be problematic:

(4) a. The delivery was signed and paid for by my assistant.

b. The obstacle will have to be crawled over or under.

The possibility of other kinds of intervening elements, however, does call
the reanalysis hypothesis into question. Some marginally acceptable exam-
ples of non-idiomatic direct objects can be found in the literature (5), and
modifiers and specifiers can also appear between V and P with varying
degrees of acceptability (6):!

(5) a. ?To be whispered such dirty innuendoes about was enough to
break any girl’s heart.

b. ?This fork has been eaten spaghetti with.
c. ?I'have never been knit a sweater for in my life.
(6) The bridge was sailed right under / walked completely across.

The contrasts illustrated in (7) also shed some light on the nature of the
relevant constraint:

'Example (5a) is from Bolinger (1977). Example (5b) is from Davison (1980), who con-
siders it ungrammatical, while acknowledging that “at least one” informant accepts it (p.
49).
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(7) a. This bed was once napped in by Charlemagne. / ??This bed
was once taken a nap in by Charlemagne.
b. This sofa was once sat on by Hadrian. / *This sofa was once had
a seat on by Hadrian.

The highly cohesive light verb constructions take a nap and have a seat might
be expected to allow reanalysis in the same way as (2) above, but the pas-
sive is in fact quite bad, compared to the versions with single verb syn-
onyms. It is not clear how the notion of cohesion can be defined in order to
account for this contrast. Instead, these examples point to a purely struc-
tural constraint, although again, an adequate formulation remains elusive.
Examples like (2) and (5) suggest that there is no strict syntactic con-
straint against the appearance of an arbitrary direct object in the preposi-
tional passive, and that V and P are not required to be adjacent. In fact, if
a direct object is involved, then it must intervene between V and P. Any
attempt to extract or extrapose this NP results in total ungrammaticality:

(8) a. *How much of a fool was Sandy made — of?

b. *I have never been knit — for in my life such an amazing tech-
nicolor dream-sweater.

See Tseng (2006) for a more complete discussion of this “anti-adjacency”
condition on prepositional passives.

2 Lexical approaches to passivization

Early generative analyses treated the ordinary passive formally as a trans-
formation applying to the complete syntactic structure of an active sen-
tence. In non-transformational approaches, with richer lexical representa-
tions, the passive can be analyzed as a lexical process involving only the
verb, and no actual syntactic structure. A verb whose basic (active) subcat-
egorization frame is transitive can systematically give rise to a passive verb
with the appropriate “demotion” and “promotion” of the (as yet unreal-
ized) subject and object. In HPSG, there are several ways of implementing
this idea, the most familiar being the lexical rule approach.?

(9) Ordinary Passive LR

PHON <>
HEAD [VFORM base} . MORPH [PSP }
ARG-ST <NPZ-, NPj[acc]>€B HEAD [VFORM passive]

|ARG-T (NP, )& [ ((PPilby]))

For an underspecification-based account of the passive alternation, see Davis and
Koenig (2000).
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This (simplified) rule constructs a passive lexical entry, given a base verb
that selects a direct object (i.e. an accusative NP as the second element of the
ARGUMENT-STRUCTURE list). The output lexical entry has the appropriate
morphophonological form (past participle)?, it is identified as passive (for
external selection, e.g. by the passive auxiliaries be and get), and it has a
new ARG-ST list with the original elements permuted just as required.

The rule in (9) does not mention the semantic content of the verb, which
is therefore assumed to remain unchanged. The verbal relation in both Kim
likes Sandy and Sandy is liked by Kim is like(k, s). Only the syntactic con-
figuration of the two arguments is different. I leave aside the information
structural aspects of passivation in this paper, but these effects would also
be represented in the output of the lexical rule.

2.1 Extension to Type I prepositional passives

This kind of lexical rule analysis presented above has been standard in
HPSG since Pollard and Sag (1987). The approach can be adapted to Type I
prepositional passives, in which the preposition is lexically selected by the
verb (via PEORM selection).

(10)  |HEaD {VFORM base}
ARG-ST <NP1-, (NP[canon]), PP;[[2] pform]> <)
PHON <>
MORPH [PSP }
— |HEAD [VFORM passive}

PFORM

ARG-ST <NPj, P COMPS <NP'> >@ @ <(PP¢[by])>
J

The construction of the passive ARG-ST list is more complicated in this case,
because of the stranded preposition. Whereas the active verb selects a sat-
urated PP argument, the passive verb selects a COMPS-unsaturated prepo-
sitional argument. The rule allows an intervening direct object, specified as
canonical to account for the data in (2), (5), and (8).*

Like the original passive lexical rule (9), this rule assumes that the se-
mantics of the verb remains unchanged. It should be noted that this anal-
ysis requires a further assumption that the preposition in Type I preposi-
tional passives is semantically empty, cf. the treatment of “case-marking”

*T am assuming a paradigm-based approach to morphology, in which the MORPH value
of a verb encodes all of its inflected forms as the values of the attributes BASE, 3SG, PAST,
PSP, etc.

*The phrasal verb examples in (3) are not accommodated in this simplified formulation.
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prepositions in Pollard and Sag (1994). This makes the index of the prepo-
sitional object j visible on the verb’s ARG-ST list and available for semantic
role assignment in the verbal relation. For example, Kim looks after Sandy
(and its passive version Sandy is looked after by Kim) expresses a single se-
mantic relation look-after(k, s), rather than the conjunction (or some other
combination) of a look relation and an after relation. This analysis seems
correct for this example, although in general the possibility of a preposi-
tion being both syntactically selected via PFORM and contributing its own
semantics cannot be excluded (Tseng, 2001), and such cases are present ad-
ditional complications (see the following section).

A side issue to be addressed here is the proper representation of se-
mantically empty prepositions, such as after in this example. According to
the analysis of Pollard and Sag (1994), such prepositions share the CON-
TENT value of their complement. In the analysis of Tseng (2001), on the
other hand, empty prepositions are represented with empty content, and
the complement’s semantics is propagated to the PP by semantic compo-
sition constraints applying to the head-complement phrase. The result at
the PP level is identical: in Kim looks after Sandy, the PP ends up with the
semantics of the NP Sandy. In the passive, however, the head-driven CON-
TENT-copying analysis of Pollard and Sag (1994) runs into problems. The
stranded preposition in the output of rule (10) would still have nominal se-
mantics, shared with its unrealized complement. This means that it would
be subject to binding principles. Given the coindexation indicated in (10),
we would have to conclude that the preposition is reflexive, by Principle
A. Alternatively, the stranded preposition (and its unrealized complement)
could be assigned an expletive index instead (no longer coreferent with the
passive subject). Neither of these options has any empirical motivation.?
An analysis in which after simply has an empty content value avoids all of
these difficulties.

2.2 Type Il passives with complement PPs

Turning now to Type II prepositional passives, where the preposition is not
selected idiomatically by the verb, the lexical approach runs into problems.
There are two cases to consider, depending on the syntactic function of the
PP (complement or adjunct). The first case is discussed here. The adjunct
case will be discussed afterwards in section 3.

If the PP is a complement—e.g. the directional complement of a verb
of motion, as in (6) above—then the prepositional passive involves a recon-
tiguration of the ARG-ST list along the same lines as (10), but this move is
complicated by the fact that the preposition is semantically contentful. In

>A third possibility would be to treat the preposition as intransitive, like a phrasal verb
particle, but this is difficult to motivate for forms like of and for that appear frequently in
prepositional passives, but never as phrasal verb particles.
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the semantic representation of Kim drove past the monument, for example,
there must be a drive relation and a past relation. The precise definitions
of these two relations are open to debate (in particular the identities of the
internal argument of drive and the external argument of past), but it seems
clear that the NP the monument does not receive a semantic role directly
from the verb. Assuming the same semantics for the passive sentence The
monument was driven past by Kim, we have a problem because the verb driven
selects a referential subject, but assigns it no semantic role.

In GB terms, this constitutes a violation of the theta criterion. While this
principle has no direct counterpart in HPSG, the idea that all arguments
must be assigned a semantic role is captured in the Raising Principle. This
is a part of HPSG theory that has received relatively little attention® and
needs updating in light of developments since Pollard and Sag (1994), but
the basic generalization encoded in the Raising Principle remains valid.
According to this principle, formulated as a constraint on lexical entries,
a verb must normally assign a semantic role to all of its referential (non-
expletive) arguments. The only exception is when an argument is inherited
(raised) from another element on the verb’s ARG-ST (originally SUBCAT)
list. In other words, the argument is a syntactic dependent of the verb, but
in fact orginates in a “downstairs” constituent (where it is left unrealized).

In our Type II prepositional passive example The monument was driven
past, in order to avoid a Raising Principle violation, the passive subject NP
must be analyzed as a raised argument.” In other words, the lexical rule
deriving the passive participle driven must be defined as follows:

(11) HEAD {VFORM base}

ARG-ST <NP¢, (NP[canon)), PP> &3]
_PHON <>
MORPH [PSP }

HEAD [VFORM passive}

ARG-ST < NP;, @, P{cows < NP, >]> o@® <(PP¢[by])>

The main difference with respect to the rule in (10) is that the right-hand
side of this rule requires synsem-sharing between the passive subject and
the unrealized prepositional object, rather than just coindexation.

®But see Przepiérkowski and Rosen (2005), for example.

"The description of the downstairs constituent in the original formulation of the Rais-
ing Principle will also need to be updated to refer not to the SUBCAT list, but to VALENCE
attributes. In ordinary raising constructions, the raised argument corresponds to the down-
stairs subject. For prepositional passives, it is an unrealized downstairs complement that is
raised.
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One apparent problem faced by this raising analysis is the nominative
vs. accusative case mismatch between the two NPs in the output of (11). I
follow Przepiérkowski (1999) in assuming that when an argument appears
on more than one ARG-ST list, case assignment principles apply only to the
“highest” occurrence. For example, in The monument was driven past, the
synsem corresponding to the NP the monument appears on three different
ARG-ST lists: that of the preposition, the participle, and the finite auxiliary.
But the CASE value of this synsem object is only instantiated once, with the
value nominative, by case assignment principles applying to the ARG-ST list
of was.

2.3 A unified rule

The rules in (10) and (11) were defined to apply to different classes of verbs
(Type I verbs with a PP complement headed by an idiomatically selected
preposition vs. Type II verbs with a PP complement headed by a freely
selected preposition), but there is no clear boundary between these two
classes. As they stand, the left-hand side descriptions of the two rules over-
lap, and it is doubtful that they could be enriched to restrict their applica-
tion appropriately. Besides, the two rules have very similar effects, so the
distinction may be unnecessary after all.

We could simply collapse the two rules by analyzing Type I preposi-
tional passives like Sandy was looked after as instances of raising as well. At
first sight, this would present a different sort of violation of the Raising
Principle, because raised arguments are not supposed to be assigned a se-
mantic role in the “upstairs” argument structure. It was assumed above
in section 2.1, that Sandy receives a semantic role from the verb (since the
preposition is semantically empty). The original Raising Principle was not
formulated with such examples in mind, and an updated version of the
constraint should allow this configuration, since the raised argument does
end up with a unique semantic role.

We can therefore propose the following general rule for prepositional
passives involving complement PPs:
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(12) Prepositional passive LR (complement PP)

HEAD {VFORM base}

ARG-ST <NP1-, (NP[canon]), PP[2] pform]> @
PHON <>

MORPH [PSP }

— |HEAD [VFORM passive}

PFORM
COMPS < NPj> > e <(PPi[by])>

ARG-ST < NP,, [, P

This rule is identical to (11), with the addition of the sharing of PFORM val-
ues between the input and output specified in (10). This ensures that if the
lexical form of the preposition is idiomatically selected by the active verb,
the passive verb will select the same preposition. Semantically contentful
prepositions that are not idiomatically selected are assumed to bear the fea-
ture [PFORM other] (Tseng, 2001). The rule therefore prevents a semantically
empty preposition in the input from becoming semantically contentful in
the output, and vice versa.®

3 Adjunct prepositional passives

Thus far, the kinds of prepositional passives we have seen discussed can
be analyzed in HPSG by adapting the familiar lexical rule approach (and
with some adjustments to existing constraints such as the Raising Princi-
ple). Type II prepositional passives involving PP adjuncts, such as The tree
was sat under (by Kim), on the other hand, present serious difficulties for
lexical accounts. In principle, adjuncts are not selected by the verb and are
not accessible in the lexical description of the verb. It would seem impos-
sible, at first sight, to derive a lexical entry for the passive verb sat starting
from the intransitive verb sit, since the subject of passive sat originates in
an inaccessible PP modifier.

A technical solution is available, in the form of the DEPENDENTS list, or
“extended argument structure”, of Bouma et al. (2001). This attribute was
introduced to allow lexical heads to impose constraints on their adjuncts,
by treating these adjuncts effectively as syntactically (but not semantically)
selected complements. This move has been controversial within HPSG (see

8The rule in (12) does not indicate the linking of the stranded P argument in the ar-
gument structure of the output verb. The complete formulation would require a disjunc-
tion between contentful Ps (which are assigned a semantic role by the verb), and empty Ps
(which are not).
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Levine 2003, and the response by Sag 2005), and could be challenged from a
conceptual point of view for abandoning conventional notions of selection
and argument structure, making too much information accessible at the
lexical level.

If we accept the adjuncts-as-complements analysis, the lexical rule ap-
proach sketched in the previous section can be easily extended to all (Type
I and Type II) prepositional passives. We would simply need to modify
rule (12) to refer to the DEPS list instead of ARG-ST. Moreover, the Raising
Principle would need to be modified (again), to apply to DEPS, since the
passive subject does not receive a semantic role from the verb or from any
of the verb’s lexical arguments. This is an apparently minor change, but
in fact it would result in an undesirable broadening of the contexts where
unassigned arguments are allowed. This modified constraint would incor-
rectly allow examples like the the following:’

(13) a. *Kim sneezed it while raining.
(= ‘Kim sneezed while it was raining.”)

b. *Sandy fainted so much beer after drinking.
(= 'Sandy fainted after drinking so much beer.")

There does not appear to be independent motivation for this move.

The technical difficulties for the lexical account outlined here are prob-
ably not insurmountable, and the conceptual objections to the DEPS ap-
proach can perhaps be argued away. It does seem worthwhile, neverthe-
less, to explore alternative analyses of prepositional passives involving ad-
junct PPs.

3.1 A constructional approach

The remainder of this section is therefore devoted to a proposed analysis of
adjunct-based prepositional passives as instances of a special construction,
adjunct-prep-passive-cx. The relevant constraint is responsible for licensing
the VP consisting of the participle, the stranded preposition, and any inter-
vening elements (certain direct objects, phrasal verb particles, specifiers of
P).

“More accurately, the DEPS version of the Raising Principle would predict the existence
of verbs of this type (since *sneeze it and *faint so much beer can of course be excluded on
other grounds).
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(14) Prepositional passive VP construction (adjunct PP)
adj-prep-pass-cx
VFORM  passive
SUBJ <NP>
COMPS <(PP[;W])>
/\

VFORM psp MOD

SUB]J <NP> P COMPS <NP>
BV

comprs ()

SLASH { }

The first thing to notice is that the verb is actually an active past participle
([VFORM psp]), not a passive verb form ([VFORM passive], as in the output
of the lexical rules in the previous section). Morphologically, English past
participles and and passive participles are identical in form, and they have
the same semantic content (linked in different ways to the syntactic argu-
ments). Type II prepositional passives can involve intransitive verbs like go
that never participate in the ordinary passive; on the other hand, all verbs
have a past participle form.°

Using the active participle also sidesteps the problem, discussed above,
of constructing a passive participle that would violate the theta criterion (or
HPSG Raising Principle): in the lexical entry of the verb, all arguments are
assigned a semantic role. The COMPS and SLASH values of this V daughter
in (14) are empty, ensuring that the direct object (if any) is realized canoni-
cally.!!

The other daughter of the construction is specified to be a COMPS-un-
saturated prepositional projection (possibly including modifiers or a spec-
ifier) that modifies the verb. At the constructional level, the semantic in-
dices of the verb’s unrealized subject and of the preposition’s unrealized
complement are used to construct the valence requirements of the entire
construction (note the value of VFORM). The resulting phrase is a passive
VP that can appear in all passive contexts and be coordinated with other
passive VPs (here, a Type I passive and an ordinary passive):

(15) The birthday cake was [sat on, set fire to, and thrown away] by Kim.

"Defective verbs, like modals, with no past participle, also fail to participate in the prepo-
sitional passive. Moreover, some verbs may be idiosyncratically blocked from appearing in
the adunct prepositional passive construction, just as some transitive verbs (e.g. cost or last,
mentioned at the beginning of section 1) are excluded from the ordinary passive.

" Additional constraints need to be incorporated to block the realization of other kinds
of complements, like PPs, but more empirical work needs to be done to reveal the nature of
these constraints.
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Given the redefinition of the VFORM and VALENCE values of the mother,
the construction must be considered non-headed, and the full definition
would have to specify all of the features of the mother (in particular, its
CONTENT value). It would also be possible to adopt the Generalized Head
Feature Principle (the default principle of Ginzburg and Sag 2001) and
identify the participial projection as the head daughter. This would allow
general propagation mechanisms (e.g. the Semantics Principle) to fill in
some of the information at the constructional level. The choice is essen-
tially notational and has no consequences for the proposed analysis.

3.2 Extending the analysis to complement PPs

The constructional approach can be adapted to prepositional passives in-
volving complement PPs. The lexical rule analysis presented for these cases
in section (2.3) is not wholly unproblematic, (nor particularly elegant). The
relevant constructional constraint is shown below:

(16) Prepositional passive VP construction (complement PP)

comp-prep-pass-cx
VFORM  passive

SUBJ <NP>
COMPS <(PP[par])>

/\

[VFORM  psp PFORM

P
SUBJ <NP> COMPS <NP>
COMPS <PP [PFORM D

_SLASH { }

In this construction, the past participle projection is specified to be COMPS-
unsaturated, and the unrealized PP complement “controls” the P daughter
of the construction via the shared PFORM value.!?

The similarities between the constructions in (14) and (16) can be cap-
tured in the definition of a common supertype, resulting in a small con-
structional hierarchy of English prepositional passives. It seems appropri-
ate to incorporate the non-syntactic factors that determine the well-formed-
ness of the prepositional passive (context, modality, pragmatic and stylistic
effects) at the level of this constructional supertype.

2Some form of CONTENT sharing is also necessary, in order to ensure the correct assign-
ment of semantic roles by the verb. The revelant disjunctive constraint (for semantically
contentful vs. empty prepositions) is not included here (see also fn. 8).
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3.3 Extending the analysis to ordinary passives

A natural next step is to consider applying the constructional analysis of
prepositional passives to ordinary NP passives. The relevant definition,
taking an active past participle and building a passive VP construction is
given here:

(17) Ordinary NP passive VP construction

np-passive-cx
VFORM  passive

SUBJ <NP>
COMPS <(PP[;W])>

VFORM psp
V | SUBJ <NP>
COMPS <NP>

At first sight, this looks like a variant of the familiar passive lexical rule ex-
pressed using tree notation. However, the daughter in this unary construc-
tion (“head-only” in the terms of Ginzburg and Sag 2001) is not necessarily
lexical. As in the constructions defined above, the V daughter represents
a participial projection that can include modifiers and other dependents
(e.g. stolen secretly from Kim, elected president for the third time). Note that
the empty SLASH requirement of (14) and (16) is absent here. The construc-
tion then permutes the unexpressed subject and direct object of the VP as
expected and instantiates the feature [VFORM passive] on the mother.

The main advantage of this analysis over the lexical rule approach is
that a single participial lexical entry can be used in both active and pas-
sive sentences. This is consistent with English verbal morphology, as men-
tioned already, although the fact that some verbs are used in compound
past tenses but not in the passive (see fn. 10) still needs to be encoded lex-
ically. Another advantage is the possibility of organizing all types of pas-
sive structures into a hierarchy of constructions, with shared constraints
expressed just once at the appropriate point in the hierarchy.'®

The analysis presented here is reminiscent of the object-to-subject rais-
ing analyses of the passive in German surveyed (and argued against) in
Miiller (2001). Those proposals (e.g. Pollard, 1994; Kathol, 1994; Miiller,
1999) are also motivated in part by the economy of using a single participial
entry in active and passive structures. These are all lexical analyses, how-
ever, and they rely on a specially defined object-to-subject raising passive

131t should be noted that some implementations of lexical rules in HPSG (e.g. Meurers,
2000) also allow generalizations over lexical rule types to be expressed.
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auxiliary to build the correct surface structure. As Miiller (2001) points out,
this is undesirable because there are many contexts where the participle has
a passive interpretation in the absence of any auxiliary.

The constructional approach proposed here for English passives avoids
this problem, because the constructions apply at the VP level, before combi-
nation with the passive auxiliary (which can be a simple subject-to-subject
raising verb, as in standard analyses).

4 Concluding remarks

I have argued that the properties of English prepositional passives, partic-
ularly those involving adjunct PPs, motivate a treatment in terms of con-
structions, although a fully lexical approach (e.g. relying on lexical rules) is
technically available. The constructional analysis avoids undesirable inter-
actions with the HPSG Raising Principle, and allows the same lexical entry
to be used for the particple in both active and passive structures.

The construction-based approach for adjunct PP prepositional passives
can be extended to prepositional passives involving complement PPs, and
then to ordinary NP passives, resulting in a hierarchy of passive construc-
tions in English.

For the moment, the arguments in favor of lexical vs. constructional ap-
proaches are mostly conceptual and theory-internal: How much informa-
tion about the context should be encoded and accessible in the lexical entry
of the head verb? If constraints like the Subcategorization Principle and
the Head Feature Principle are no longer applied strictly to all (headed)
phrases, what are the restrictions on possible constructions? These ques-
tions and other concerns about the descriptive power of HPSG need to
be addressed. At the same time, the empirical consequences of the choice
between lexical and constructional approaches to the passive must be ex-
plored more fully.
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Abstract

In Chinese, as well as in Japanese and Korean,snoun
and classifiers share the co-occurrence restrigtiovhich
are known as the noun-classifier matching. (Levyd an
Oshima, 2003) And this kind of agreement is thetreabent
feature of noun phrases, which presents a challéage
linguistic description and formalization.

In this paper, we propose an analysis of Chinese iNP
the framework of HPSG, especially focusing on the
noun-classifier matching. Also, with the implemeiaa in
the LKB system, we could figure out the pros andscof
the analysis.

1. Introduction

Concerning the noun-classifier matching, we giveeakamples as follows:

(L a. yi kn shu

one CL _bound book
‘a book’

b. *yi tai shi
one CL_machine book

c.yi tai dianio
one CL_machine computer
‘a computer’

In (1a), the noushz could be modified by the classifibén, but nottai
(as example (1b) shows). In contrast, the clasdidiecould modify another
noun diannio instead. (See (1c)) Thus, these facts of matchnaischatch
show the co-occurrence restrictions of nouns aassdiers.

T We would like to thank two anonymous reviewer$®SG 2007 for comments on an
earlier version of this paper. Special thanks &e due to Ivan A. Sag, Stefan Miller, Emily
M. Bender, Berthold Crysmann, Jae-Woong Choe and Efaenecis for helpful suggestions at
HPSG 2007. In particular, we are grateful to Stéfdiler and Hua Ting for their constructive
criticisms that helped the quality of the papen#igantly. Thanks also go to the Graduate
School at Communication University of China for th@gort and encouragement.

1 CL is the abbreviation of classifiers.
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The paper is organized as follows: in section 2,pn@vide a general
description of Chinese NPs and introduce the $tatissults based on real
data. Section 3 compares the three main articleserning the Chinese NPs
in the framework of HPSG. In Section 4, a deep y@imlon classifiers is
given. Section 5 proposes our analysis of ChineBg, Mhich consists of the
syntactic structures, the type hierarchies andgémeantic features of Chinese
NPs. Section 5 shows the results of the implemiemntan the LKB system.
The conclusion remarks are several new ideas andrtbolved problems.

2. A General Description of Chinese NPs

Noun phrase refers to a group of words with a nmupronoun as the main
part (the HEAD) (Jack C. Richards, 2000:315). e #ame way, Chinese
NPs are generally constructed with nouns and athastituents. And they
could also be formed by bare nouns without anytfanal elements such as
determiners, classifiers, or number morphemes.lifRun and You, 2003)
But, when nouns in Chinese are quantified, the mahmecessarily co-occurs
with an appropriate noun-specific classifier. (11697)

Further, we need to note that most of the attribyteecede the head
noun in Chinese NPs. Zhu (1982:151) has concludatithe linear sequence
of Chinese NPs is like the following: possessiviEsnonstratives, quantities
(numerals and classifiers), adjectives and nourds Ts only the basic
structure of NPs without the partidie In this section, we will describe the
basic and complex structures of Chinese NPs, dsawéthe statistical data.

2.1 The basic structures of Chinese NPs
(2) a.zhé bn shi

this CL book
‘this book’

b.yi bn sh
one CL book
‘a book’

c. zhé ling kénsha
this two CL book
‘these two books’
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As the example (2a), (2b) and (2c) shown abovefingkout that they
all include classifiers and nouns, but the numeaald the determiners are
selected to construct different structures. Obviguwe formalize these
structures as follows: “Dem + CL + N”, “Num + CLN’ and “Dem +Num+
CL+N"?

2.2 The complex structures of Chinese NPs
In other cases, NPs are more complex due to thielpate that functions as
a marker of attributes. (Bloomfield, 1980)
(3) a.a songgi wo de na bn shi
he give me particle that CL book
‘that book which he gives it to me’
b.na Bnta songg wo de sh
that CL he give me particle book
‘that book which he gives it to me’

The examples above show the complex structurediofe€e NPs. In this
case, nouns are modified with possessives orvelatauses. The partictie
is used after the adjuncts and before the nounen T™he formalize the
complex structures as follows: “PossP/RQ&E(+ Dem + (Num) + CL + N”
and “Dem + (Num) + CL + PossP/RCH§ + N".2

Moreover, there are certain adjectives that canifpadassifiers, such
as da (big), xio (small), hou (thick), bao (thin) etc. (Ding,6l9 Just as
the example (4) illustrates:

(4) yi da Ik&n shi
one big CL book
‘a big book’

2.3 Data

We have used the CCRL to collect the data fReople’s Daily(2000). From
the selected data of 292,352 words, we identifiedfbur basic structures of
Chinese NPS.

2 Dem, Num and N separately refer to demonstrativesierals and nouns.

3 PossP and RC refer to possessive phrase and eatiivse. Also, * means the constituents
could be repetitive.

* CCRL is the abbreviation of the Chinese Corpus Retrilavdringuistic Attributes. And the
results are analyzed by Antconc 3.0.

290



Types of NPs Frequency Examples
Dem+CL+N 158 zhé dm shi
‘this book’
Num+ CL+ N 93 yi Bn shu
‘a book’
Dem +Num+ CL + N 19 zhe ding binshu
‘these two books’
Num/Dem + CL + A+ N 18 shi dm xiao shu
‘ten small books’

Table 1 The basic types of NPs

As it is shown in the Table 1, the structure of fibe CL + N” is most
frequently used, and then the sequence of “Num +Q\" follows, while
the other three structures are not used so frelguéfiith these statistical
results, we could point out that the “Dem + CL + &fid “Num + CL + N”
are two of the most important structures of ChindBs. Therefore we take
these two types as the object of our study. Imtad section, we will review
the three articles on Chinese NPs.

3. Previous Studies

Gao (1994), Xue and McFetridge (1995) and Ng (198&ye analyzed

Chinese NPs in the framework of HPSG. To compagddbas in the articles,
three main issues have been discussed. The fiesisaime head of the noun
phrase, and the second issue is about the roleewiouistratives in the
“Dem-CLP-N" structure. Then the last one goes te tto-occurrence
between nouns and classifiers. Therefore, in tadian, we will focus on

these three issues.

3.1 Gao’s analysis
Gao assumes the Demonstratives and the CLP togmihstitute the DemP.
And the DemP functions as the Specifier of the headn® (Just as the
figure below shows)

5 CLP refers to classifier phrases and DemP refedemoonstrative phrase.

291



Figure 1 The syntactic structure of NP (Gao, 1994)

Following the analysis of Xue and McFetridge (19988 well as Ng
(1997), we could firstly figure that the constrocti of DemP is not
convincing. Xue and McFetridge (1995) have preskatsimple example as
the following shows.

(5 na an win fan hé yi vn ang
That three CL rice and one CL soup
‘that three bowl of rice and one bowl of soup’

The phrase in (5) is ambiguous, because the demtimstna could
refer to “the three bowls of rice” or “three bowd$ rice and one bowl of
soup”. But according to Gao’s analysig,only denotes “three bowls of rice”
(As the Figure 2 shows). Actuallya could also refer to “three bowls of rice
and one bowl of soup”.

XP
YP conyj ZP
A
f"/ ‘H\“'H-.
na san wan fan he Vi wan tang

Figure 2 The analysis ofa sin win fan hé yi wn tang
Next, as Ng (1997) has suggested, to specify HmSPEC value of the

specifier is an N' with the value sing (see FigByés fundamentally flawed,
since nouns in Chinese are indistinguishable veipect to number.
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'PHON <vi tiac™
|SYNSEM | LOC | CAT | HEAD[SPEC N' [NUM sing, SHAPE tiac]

Figure 3 The feature structure of the classifigiao

3.2 Xue and McFetridge’s analysis

First of all, their ideas are based on the DP Hypsis, so Xue and
McFetridge assume that Dem is the head of DP afettseNP as its
complement. And this NP consists of CLP and noyAs. the Figure 4
shows)

SPEC B
-~
Diax NP
i -
CLP Ik

Figure 4 The syntactic structure of NP (Xue and btoEge, 1995)

However, if we analyze the noun phrase in a broadepe, such as the
sentence, we suggest that it is nouns that hawatioel to the other
constituents. Take the sentence below as exantpig,the nounshi that
behaves as the object of the veui.

(6) ta mai le yi  bkn shi
He  buy particle one CL book
‘He bought a book’

Moreover, as Ng points out, if the demonstrativeas filled, this will
lead to empty categories which current HPSG attertptavoid. And since
NP is as the sub structure of DP, this makes thysis more complex.

Finally, in dealing with the noun-classifier matatyj they only add one
feature SHAPE to entail a list of words that coaidtch. (As the figure 5
shows) This seems easy to present the matching, fact the set of
classifiers is an open one, we can not list aliibeds.
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DP

.--"'ﬁ""h
Spec D'

—_—
D[COMPS <[2]>] [2]NP

CLP[SHAPE[I]] N
N[SPR <CLPISHAPE [1]I>]
Figure 5 The noun-classifier matching (Xue and Mdége, 1995)

3.3 Ng's analysis
Using the framework of X-bar theory, Ng suggestioable-specifier analysis
of the structure ‘Dem-CLP-N’. That is to say, btile Dem and the CLP are

analyzed as specifiers of the head noun within Bn(As the figure 6 shows)
NP

N

Figure 6 The syntactic structure of NP (Ng, 1997)

In detail, several reasons might account for tlusctusion. The most
crucial one lies in the argument of head. In cattta Xue and McFetridge
(1995), Ng (1997) claims that even with demonstestj the head of Chinese
NPs should also be noun. Further, Comparing with dhalysis of Gao
(1994), Ng also make a change in explaining thetagyic role of
demonstratives, that is both demonstrative andsifieis phrases are
specifiers of the head noun.

Moreover, giving a deeper analysis to the intestaicture of CLP, Ng
finds out that certain adjectives could interveme the “Num-CL” sequence,
in the condition that nouns should own a featurgrofip. Thus, Ng suggests
that there is number agreement between classifi@ouns.
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-Eroup . \
& {ben, zhi, ge....}

- @ {qun, ban, .}

number +groug
= "'J[uuz:p'.'n:

clazsifier

® [bangz, jm,...}
HEAsUTE }
(wem-Nam]

Figure 7 Number agreement between classifiers anda(Ng, 1997)

From the figure 7 above, we can see that nounslassified into group
nouns or non-group nouns, which can have differelassifiers to be
modified. To realize this constraint, Ng assignspecifier-head relation
between numerals and classifiers. We think this esasense, because the
sequence of “CL-N" is not allowed. There must bieeotconstitutes proceed
CL. Finally, all analyze above have been testedprdationally through an
implementation in ALE.

To conclude, we prefer nouns as the head of nodrtten considering
the role of demonstratives in the “Dem-CLP-N" sttwe, we prefer a
double-specifier account of Chinese NPs. While floe noun-classifier
matching problem, their ideas are not sufficiensatve it. Then, in the next
section, we need a deeper analysis on the co-@merestrictions between
classifiers and nouns.

4. Classifiers

Noun classifiers characterize the noun and co-oafthr it in a noun phrase.
In Mandarin, this kind of agreement is determingddxical selection, rather
than matching any inflectional properties. (Aikhalty 2000) Then, to
describe this lexical selection, we need to anatywecommon features of
nouns and classifiers. In the section, we thus eatnate on two aspects, one
is the general classification of nouns and clamsifiand the other is the
semantic feature.

6 ALE is short for the Attribute Logic Engine. Seen and Carpenter (1999) for more
information.
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4.1 The classification
Wang (2004) has classified classifiers and nourtketable below:

Indivi- | Subs-| Group | Abs-| Proper | Event| None

divual | tance tract
Individual + - - - + - -
Measure + + + + - - -
Container + + + - - - -
Group + + + - - - -
Kind + + + + - - -
Shape + + - + - - -
Indefinite + + + + - - -
Time - - - - - + -
Verbal - - - - - + -

Table 2 The classification of classifiers and nouns

From the table above, we know that one classifiay mmatch with
different kinds of nouns. Like the group classifi&o, may modify individual
nounsshi (book), group noungifa (cloths), or even abstract nouns&zhv
(organization).

Also, we notice that time and verbal classifiers different from noun
classifiers. They could only modify the event nauk®reover, we need to
point out that their syntactic functions vary draicelly. For noun classifiers
as we mentioned in Section 2, they function as frerdiof nouns. While for
verbal classifiers, they play as complements ofuiuds. Nevertheless, we
focus on the function of noun classifiers, so thetand verbal classifiers are

not discussed in this paper.

4.2 Individual classifiers
Further, the matching between individual classifiend individual nouns are

more complex. Zhu (1982:49) has pointed out thit kind of coercion is
idiosyncratic, and thus need to be noted in thdiafiary. And Chao

" The words in the vertical column are classifierd ghe ones in the horizontal column are
nouns.
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(1979:234) holds the same idea. It is easy to radi& of the classifiers, but
nouns are more productive, which makes it diffitaltnake a complete list.

Further, in a historical point of view, some clfisss come from nouns.
To takezh for example, which originally means a kind of bivehile now is
used as a classifier to modify certain kind of aasrand other things (Wang,
1980:236). Such analysis presents a clue of ther@mt semantic relations
between nouns and classifiers.

4.3 Semantic features

Huang (2003) has pointed out that it is the cléssthat selects the relevant
properties of the noun and coerces the appropmatming. Also, Tai (1990:
312) points out: “A classifier categorizes a classnouns by picking out
some salient perceptual properties, whether phijjsioafunctionally based,
which are permanently associated with the entiasied by the class of
nouns.”

What's more, many nouns have several meaningsdiffiedent meaning
may need different classifiers. Levy and Oshima0®0suggest that each
class should be a set of semantic properties. Amdder to make a selection
between nouns and classifiers, we need to judgethehethere is an
intersection between them. Inevitably, it is nosydo make a unified
criterion to define these semantic features. Afidtaf these features would
be endless.

In sum, the noun-classifier matching is based endhssification and
the shared features. Then in the next section, iN@repose an analysis in
the framework of HPSG.

5. Proposed Analysis of Chinese NPs

We suggest three ways to describe Chinese NPso (jopose a model of
the syntactic trees of Chinese NPs, including tlasido and complex
structures; (2) to construct the type hierarchZbinese nouns and classifiers;
(3) to define new features describing the semgmiiperties of nouns and
classifiers. And at the end of this section, weppse an overall account of
the syntactic and semantic analysis of Chinese NPs.
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5.1 Syntactic structure

Based on the language facts in section 2, we thirChinese NPs could be
simply divided into two groups: one is the groupiabhconsists of bare
nouns and noun phrases without classifiers, andother with classifiers.
Further, this group can be distributed as basicire and complex structure.
In basic ones, NPs are constituted by “CL-N" whijgtoceeded by either
“Dem”, or “Num”, or even “Dem and Num”. And the cpiax ones include
more attributives, such as possessives or relafimeses, which might be
followed by a particlale

5.1.1 The basic and complex structures

In section 3, we have discussed three crucial sssuethe relations of these
constituents. The first issue is about the healRfwe prefer nouns as the
head rather than demonstratives. The second oaalé&bate on the role of
demonstratives, we agree with Xue and McFetridg9%)l that
demonstratives should not be combined with CLP, #eah following the
analysis of Ng (1997), we prefer a double-specifiecount, that is to say,
demonstratives also play a specifier role. Thel fimee is the noun-classifier
matching, we propose a specifier relation betwaéemt Then following Ng
(1997), we present a specifier-head relation betweenerals and classifiers.
And the head of CLP is classifiers. Other relatiars obvious, for instance,
the possessives and relative clauses are modiffeneuns. Hence, we can
display these analyses as the following two figures

NP NP
N M_.- g H
e . P oss /RC Drean P
CLF b CLP  PosspPRO N
o P
Fum CL ] Tk L N
Figure 8: basic structure Figure@®nplex structure

5.1.2 Double-Specifier Rule
Since we refer the double specifier account (Ng97)9to analyze the
structure of NPs with demonstratives and classifiare need to modify the
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head-specifier rule as follows.
X[spr m —> m[spEC O, E{:{[&'PR+{E}]

Figure 10: Double-Specifier Rule

5.2 Type hierarchy of Nouns and Classifiers

In HPSG, the lexicon itself can be treated of aetyperarchy. (Sag and
Wasow, 2003) Therefore, concerning the classificatin Section 4, we
construct the type hierarchy of Chinese nouns éassifiers.

lex-atem
woord Eam
T ——
_-'_'_'-‘_—r—-- __\__\_\__‘_——\_
.-"'---- —__—_——\.
noun-ban classifier-ban
______.:_-;.';ﬂ'\.:'n_H_ (,-""l‘l""‘-x_,__l
- Ny - \
e P 1 e " \ R‘“—h
o g " T ol L
ng-kun nb-kun rim-ban sabl it sl
T
..--"".d ) "«.\\\_ HH"“——--
- | —_—
gns-m qric=ban qnp-lom

Figure 11 Type Hierarchy of Nouns and Classifiers

As the figure 11 shows, the classifiers are fiigtdéd into noun, time
and verbal classifiers, and then it is noun classifthat have sub-types of
classifiers, such as individual classifiers which gepresented as “gns-Ixm”.

5.3 Semantic features
Following the analysis in section 4, we will focas the coercion between
nouns and classifiers. While dealing with this pealy we need to settle two
basic questions first. One is that classifiers db simply agree with noun
word, but instead coerce a particular meaning fibnfHuang, 2003) The
other one is to determine the basic meanings ofi:iand classifiers.
Following Pustejovsky (1995), a book, for exampte constituted by
“content”, its formal appearance is “bound”, andsitused to be “read”. As
the nouns are constituted by multiple meaningss the could make a list of
these meanings as [+content, +bound, +read]. Cerisiglthe classifiers, the
semantic properties of individual classifiers vayir examplebén modifies
things which are bound as a common feature. Hemee;ould predict that
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bén andshz could match because of the common feature [+bodrdin, we
introduce another feature CLS to represent the stenaroperties just as the
figure 12 shows.

ng — lxm

INDEX i

<&]m, seM| [1'{1{[3 book ] >
]{]5 I [{ (‘[.H bound

I_]NH'I‘,-\NI E i

Figure 12: The lexical entry ahi (book)

5.4 The analysis of NPs

phrase

HEAD [
SYN SPR {7

COMPS (&

MODE  ref
SEM INDEX i

RESTR {[d], [, B [}

— ~
word phrase
HEAD H
') SYN |SPR -’III}:
W, i

COMPS -’\ .-’\

.’" .'\
NS
MODE  ref MODE  r=f
SEM |INDEX - SEM | INDEX i
RESTR RESTR_ ([ EE

phras word

HEAD [F] HEAD E[[noun]

s¥YN |SPR {3 SYN |SPR {m &y
COMPS { ) COMPS .,\ ;
MODE  ref MODE  ref

SEM |INDEX < g |MDEX i
Al = RESTR (m[cLs bound]}
L ! !
-

word word

HEAD [ [mum] HEAD  [E [cf]
SYN |SPR () SYN |SPR (E])
CoMPs { ) {

COMPS { :,:
MODE  num MODE  ref
sen | INDEX m SEM INDEX ¢ )

RESTR (mm| RESTR (E[CLS bound]

zhe

E

.

shu

Y
v,

¥i
ben

Figure 13: Complete analysis aftié yi Bn shz” (this book)
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As the figure above shows, the noun phrage“yi bn shi”, which is
constructed as “Dem+Num+CL+N", obeys Double-SpeciRule. We begin
with the lexical SD of the head nowhi? Note that, just as the tagl
shows, the HEAD value of the wokhi and that of the noun phrase are
identified via the Head Feature Principle. Andha tist of the SPR value of
the head noun, there are nodes labéiédand [3], which separately refers to
the demonstrativehe and the classifiebén. Then, we could see that, the
head noun selects the demonstrative and the détasad specifiers by the
Double-Specifier Rule.

Next, concerning the noun-classifier matching, iead noun and the
classifier share the same RESTR value as “bounti¢hwis constrained by
the feature CLS. Further, with the Semantic Contfmosility Principle, we
could see that the RESTR value of the mother is s of the four
daughters’ RESTR lists.

6. Implementing in the LKB system

The LKB system the Linguistic Knowledge Building systgnis a grammar
and lexicon development environment for typed femasitructures (Copestake,
2002: 6). Since it has been most extensively tesidd grammars based on
Head-Driven Phrase Structure Grammar (Pollard aag] $987, 1994), we,
in this section, implement our analyses in LKB egstand try to figure out
the pros and cons of the ideas proposed above.

6.1 Proposed grammar rules, types and lexicon
In Section 5, we modify the Specifier-Head Rule arésent a double
specifier rule, thus in the grammar file, we nemddd this rule as follows:

specifier-head-rule-1 := binary-head-final &
[ SPR #rest,
COMPS #comps,
ARGS < #1, [SPR [FIRST #1, REST #rest] , COMP8mgs ] > ].
Figure 14: Modified Head-Specifier Rule

8 SD is the abbreviation of structural descriptiBee Sag and Wasow (2003).
® The rules and principles mentioned in this secticnbased on Sag and Wasow (2003).
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Then, concerning the noun-classifier matchingeént®n 4, we also add
a feature CLS in the semantic representations.€cti® 5, we add this
feature in the RESTR, while in the LKB system, thature is constrained in
INDEX. This seems a contradiction. So we preseatpitoblem here that is
not solved when implementing in the LKB system.®elare the types of
nouns preceded by classifiers:

noun-Ixm-clf := noun-Ixm &
[  SPR <phrase &
[ HEAD clf,
SPR <>,
SEM.INDEX #1 ] >,
SEM.INDEX object & #1 ].
Figure 15: Nouns preceded by classifiers

Moreover, concerning the lexicon related to nound elassifiers, we
add the CLS feature at this level. For example,

shu := noun-Ixm-clf &
[ ORTH <! “shu” !>,
SEM.KEY.PRED “shu_rel”,
SEM.INDEX.CLS “bound”].
Figure 16: The lexical description sifiz (book)

6.2 The results

With the grammar we built in the LKB system, we lcbparse the basic
types of Chinese NPs, such as “Num + CL + N”, “De@L + N” and “Dem
+Num+ CL + N”. Takeyi ben shi as example, we enter “yi ben shu” to parse.
After the grammar has been loaded, we get the di@gram as figure 17
shows!°

10 In this figure, there are two NUM and two CL nodBsis is due to the inull-rull and the
rule from the lexicon to the tree that we usedungrammar.
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MNF [

e TT— INDEX: %1 [x CLS: bound ]
_LP MEZ RELS: <
P I [yi_rel”
MUK CL MNFZ ARGD: U2 [u CLS: *STRING*]]
[ I I ["ben_rel"
MUK CL shu ARGO: %1 ]
I I ["shu_rel"
vi ben ARGO x1]>]
Figure 17: The tree diagram Figure 18: theSVIR

In the LKB system, the tree diagram clearly shatlie syntactic
structure of this noun phrase. However, the syittaetations between these
constituents will be shown in the chart befdw.

yi—0-1 [7] NUM-LXM 01 [BINULL-RULE~_
<ben»1—2 9] CLF-LXM 1-2[10] NULLIRULE?
shu—2-3 [13] MOUN-LXM-CLF—2.3 [14] NULL-IRULE

Figure 19: Parsing chart for ‘yi ben shu’

0-2[12] SF’ECIFIER—HEAD—RULE—I\073 (6] SPECIFIER HEAD-FULE. 1

Also, if we check the MRS option in the LKB systeRigure 18 just
presents the MRS representation for “yi ben sfuh this figure, we could
find out that the semantic features fein andshi are labeled for the same
node “x1”, because they are given the same feasrébound”. While
concerning the numerat, the feature for CLS is an empty string, which is
not well formed, since numerals do not need thi§S ®&ature.

Finally, if we input “yi tai shu”, there will beNo parses found”, because
tai does not match witbhz in Chinese, we could see the grammar well solve
the noun-classifier matching phenomena.

So far, we built a small grammar of Chinese NPthénLKB system and
successfully test the matching problem between si@m classifiers. Still,
some problems are not solved and new problems.aFiee instance,
concerning the MRS value, it remains a questioh ifthae need to add the
feature CLS in INDEX or RESTR.

1 The inull-rull here represents the non-morphololgginges in Chinese.

12 MRS refers to the Minimal Recursive Semantics. Seeerimformation at Copestake, Ann,
Pollard, Carl J. and Sag, Ivan A. (2001) and Flikndan, Bender, Emily M. and Oepen,
Stephan (2003).
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7. Concluding remarks

In summary, we analyze the syntactic structuressamdantic constrains of
Chinese NPs in the frame work of HPSG. Focusinghennoun-classifier
matching problem, we suggest a new feature to siblvEeor proving our
proposal, we implement our ideas in the LKB systend find out the
guestions of MRS representation.

We also find two questions: (1) For Chinese HPS& gssing, we need
a further study of the multiple matching and thmaetic constraints between
nouns and classifiers of classifiers; (2) The problwhen implementing the
MRS representation in the LKB system should beistudompletely. Further
researchers include the multiple matching problemd implementations in
other systems, like TRALE and the Mattix.
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Abstract

Based on Krifka (1992) and de Kuthy (2000), this paper deslan
architecture for complex topic-comment structures in HR®G applies it to
predicate fronting in English with the goal of capturing thsights of Ward
(1988) on this construction. We argue that predicate frgni a distributed
constructional form consisting of an auxiliary occurringii predicate prepo-
sing phrase. The use of predicate preposing is a functiorofrdination of
simultaneous constraints on its theme structure, its rackgl-focus distri-
bution, and its presuppositional structure. It is shown thase constraints
can be made explicit within the HPSG architecture develdyzzd.

1 Non-canonical Syntactic Constructions

Hohle (1982) has argued that non-canonical syntactictogins in German
typically have fewer information structural options comgzhto canonical sentence
patterns. The same has been argued for English. Ward (1888)ucles that the
preposing constructions in (1)-(2) require the (meanirthe)f preposed constituent
to be a backward looking center. Similarly, Birner (1996pwh that inversion
constructions like (3) are felicitous only if the preposemhstituent is at least as
discourse-familiar as the postposed NP:

(1) One of these rug€hambers deliveretdo HARRY DEXTER WHITE.
(2) (It was necessary to pass the exam gadsl DID.
(3) On the deskvasa BIG LAMP.

There is a generalization that cuts across these Englisttrastions and others:
in their prototypical use

1. the italicized constituent is the leftmost constitueiitsopredicate-argument
complex, and

2. itis followed by another constituent of the same prediGagument complex
which is prosodically more prominent than it;

3. each sentence is more “about” the meaning of the itaticimstituent than
the meaning of the constituent in small caps (backgroundedirastive
topic).

1 would like to thank Dorothee Beermann, Betty Birner, Regiitkardt, Lars Hellan, Kordula de
Kuthy, Detmar Meurers, Ivan Sag, Manfred Sailer, Gautang8pta, the members of the CoGETI
research network and the audience at HPSG 2007 for disagsaimd comments at various stages
during the development of the theory presented in thislartithe responsibility for all errors remains
with me.

The generalization extends to German as well.
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Previous work on information structure in HPSG (e.g. Valid{1992)) has not
derived this generalization. The work reported here is pad larger research
project which aims at developing a theoretical architecthat makes it possible to
state this generalization in HPSG while also accountingterproperties specific
to each non-canonical sentence pattern. The presentantltionly deal with a
small portion of this subject matter, namely predicate psam.

2 Case Study: Predicate Preposing

Ward (1988) provides the following attested examples oflisade topicalization
sentences:

(4) As members of the Gray Panthers committee, WE WENT TO CBNAO
LEARN, andlearn we did.
[Philadelphia Inquirer,6/16/85]

(5) THE KING HAS INSTRUCTED ME TO BE BRIEF, and since | am His
Majesty’s loyal subjectbrief | will be.
[A Man for All Seasonsdylessenger]

He arrives at the following conclusion concerning the el use of this sentence
form:
Ward's Generalization Ward (1988)

Predicate preposing is associated with the function of pgiiion affirmation.

Proposition affirmation serves to affirm a proposition egiply evoked in the
discourse.

The contrast in (6) serves to illustrate this analysis. (@einot felicitously follow
(6a), since the proposition affirmed by (6¢), namely thetve enough monég not
explicitly introduced into the discourse by (6a). That thexr nothing wrong with
this sequence of meanings in principle is shown by (6b) wish felicitously
follow (6a). The difference is that unlike predicate prapgsthe emphatic do-
support construction (theerum focuof Hohle (1992)) does not require the propo-
sition it affirms to have beeexplicitly evoked in the previous discourse:

(6) a. Iwantto buy a car.
b. AndIDo have enough money.
c. # Andhave enough moneydo.

As predicted by Ward's assumptions, if (6¢) is put into a disse context where
the affirmed proposition has been introduced explicityifts becomes felicitous:

(7) They said | WOULDN'T HAVE ENOUGH MONEY TO BUY A CAR, but
have enough moneydo.

2Most of the examples in this article that relate to predipaéposing are taken from Ward (1988),
by far the most careful and sophisticated study of the coogem.
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3 Towards an Architecture for Information Structure in
HPSG

The theory of the relationship between syntax, semantickirdormation structure
developed below is based on the assumption that there agadiepcies and inter-
relations between meanings and context that can only bessgd by a semantic
representation language that makes reference to objespeoific semantic types,
in particular properties (or their extensions). Moreoveghould be possible to
impose discourse-anaphoric requirements on semantiepaconstructions (and
likely also rhetorical relations). A natural choice forghpurpose is Discourse
Representation Theory (Kamp and Reyle (1993)), in padiclbmbda-DRT, be-
cause the latter is typed.

Another important question that arises concerns the degfraeticulation of the
information structure. Krifka (1992) and Jacobs (2001 )wdeafour-way distinc-
tion between topic-comment and background-focus. de K(2890), in essence
following Vallduvi (1992), distinguishes between backgnd and focus and adds
a (contrastive) topic in the sense of Biring (1997). Forgheoses of this paper,
the three-way distinction appears to be sufficient and | eafisequently adopt it.
Borrowing from the Prague School, Halliday (1967) develthpgsconceptsheme
which for him is the starting point of an utterance, its lefsh constituent. A
related concept is proposed in Jacobs (208&jnantic subjecthood one dimen-
sion in Jacobs’ multidimensional conception of topichodd:cording to Jacobs,
the semantic subject of a clause is the highest term thaifigsea variable in the
meaning of the clause’s main predicate. As a consequenbe gfyhtax-semantics
interface, a sentence-initial constituent will frequegr{thut not always) contribute
the semantic subject to the clause’s logical form.

| will adopt Jacobs’ idea of themas a configurational notion in logical form and
even generalize it to the case where a predicate itself isabjm the sense under
discussion.

Overall, then, the architecture that is developed in thjgepaconsists on the one
hand of the information structural tridmhckground-focus-(contrastive) topand
on the other hand of the notion tieme | believe that these two dimensions of
information structure have different functions in the systof choices that a natural
language grammar represents. This is stated in the folgptwpothesis.

Hypothesis

Syntactic non-canonicality is strongly associated with ¢hoice of theme. On the
other hand, prosody is more concerned with the informatimacsural triad of
background-focus-(contrastive)topic.

Of course, elements which appear in syntactically non-c@ab positions may
also be prosodically prominent, so that the two conceptftén interact. Crucial

3| prefer Halliday’s namé¢hemeto Jacobs’ own namgemantic subjedbr Jacobs’ concept.
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evidence for the relevance of the notithremecomes from inversion constructions.
Birner (1996) has shown that this sentence type serves amiafion packaging
function in the sense of Chafe (1976). The following datanwshwowever, that
this function is independent of the triad background-femsc and needs to be
characterized in some other fashion. In (8), the initial Bhithe background,
given the context question:

(8) a. Witness, when you walked into the office, what was ordiésk?
b. [,y Onthe desk was]s|,. aKNIFE].

It is also possible for the inverted PP to be a contrastiveetop

(9) a. Witness, you told us that was on the shelf, but what wabt® desk?
b.  [top OntheDESK] [, Was] [ro. @KNIFE].

And, finally, inversion sentences can be all-focus, as isvahay (10):

(10) a. Witness, when you walked into the office, what did yees
b.  [fo. Onthe desk was @NIFE].

Discourses like the last one thus show that the preverbalrenpostverbal consti-
tuents of inversion sentences can be in focus at the same tifeile even those
sentences are felt to be more about the meaning of the iRfahan the meaning of
the final NP. | would like to argue that what underlies thisiition is that inversion
sentences are characterized by the following combinatiamf@armation structural
constraints:

(11) 1. The preverbal constituent of an inversion is the #tnémJacobs’ sense).
2. The postveral constituent of an inversion is part of the$o

Furthermore, | postulate the following preference prifesgwhich could be seen
in terms of harmonic alignment in Optimality Theory):

(12) 1. Preferably, themes are unfocused.
2. Preferably, themes are discourse-familiar.

This combination of assumptions derives the observatioBiiner (1996) that
the initial constituent in inversions prefers to be dissedfamiliar over being
discourse-new by a ratio of about 10:1. Assuming that indiom foci typically
are discourse-new, this is compatible with Birner’s findihgt the ratio for the
postverbal NP in inversions is practically the reverse.

We anticipate that it will be useful to have a notion of relataboutness that is
more general than that oftaeme e.g. in order to capture the typical information-
structural differences between the two objects in the doobject construction of
English discussed in detail by Bresnan in recent years Brgsnan et al. (2007))
and the effects typically associated with scrambling igleages like German (e.g.
Webelhuth (1992), Haider and Rosengren (1998)). To thiswedlefine a relation
more thematic thaim terms of logical form configurations, as follows:

“The symboki represents the relation that holds between two LF termkéfirst one is a (not
necessarily proper) subconstituent of the second one.
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(13) Definition of "more thematic than'<)

a < pinLF A =4 3y < A such that

appl
1. vy=|runc g

ARG o

2. a<dd

3. 8«0

The representation format is heavily influenced by Sail@0@. (13) then says
that an argument and any term it contains is more thematic tte functor that
applies to it and any term contained in the functor. Assunaifignction-argument
structure for ditransitive verbs where the verb semanyicaimbines with its argu-
ments in the order oblique direct object< subject, this makes the meaning of the
subject more thematic than the meanings of both objects@ndieaning of the
direct object more oblique than the meaning of the obliqueatb As the results
of Bresnan’s studies on the English double object constnugeferred to above
show, these assumptions are in line with the predictiong 2.

The effect of the definition of relative thematicity can bestrated with an example
from inversion:

(14) On the desk was a knife.

For the purposes of illustration, (14) can be given the laigicrm below,

appl
(15) FUNC AP.3Jylknife(y) A P(y)]
ARG Az.z[desk(z) A on(z, z)]

which predicates of (the extension of) the property of baenghe desk that the
generalized quantifiea knife applies to it. According to (13), this makes the
property more thematic than the generalized quantifier kvisiche desired result
considering the discussion in connection with (8)-(10).

4 Sketch of the Formal Architecture

In this section, | will sketch the architecture that embdasdemantic and informa-
tion structural assumptions introduced above in HPSG daiatares>
We begin by describing the structure of the typeal:

SLength limitations on the article make it impossible to déseevery detail of the architecture or
the analysis. Moreover, as the analysis below does notiewaintrastive topics, this will also allow
us to simplify and shorten the exposition by ignoring topicthe current paper. These shortcomings
will be remedied in a future publication.
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[oc T
CAT cat
cont
(16) bg
CONT [BG |FVARS list
|:CORE me]
Foc list ]

Objects of typeloc carry category and content information. The value of the
CONT(ENT) attribute is an object of typeont which is a meaning structured into
background and focus. The most important part of the backgtds the core
which is a meaningful expression. The second componenteob#itkground is
the list-valued attributeocus VARIABLES (FVARS). As a whole, the content thus
is structured into three pieces: the core, a list of foci, ardidt of focus variables
inside the core. There is a one-to-one relationship betweerlements on the
focus list and the elements on the list of focus variablesctoedance with the
original proposal in Krifka (1992). The focus list is empfyand only if the list
of focus variables is empty. The core must always be presahtepresents an
all-background logical form if there is no focus.

In accordance with what was said above, meaningful expmessire typed:

e

TYPE typ

Types are either atomi@{type or complex ¢-type. The typese andd stand for
entities and discourse representation structures, reagglgc Complex types have
input and output types:

type

(18) /\

a-type c-type [w typﬂ

A ouT type

e d

The major types of meaningful expressions are given below:

me:[TYPE typ¢]

FUNC me LAM var UNIV  list-of-var
var con  appt abstr. drs: .
ARG me ARG me CONDS list-of-cond

As expected, there are variables and constants. Applia@épply a functor to
an argument, abstractions abstract over a variable insidgegument expression,
and discourse representation structures consist of Ifstamables and lists of
conditions.
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5 Examplesof contents

The next two structures illustrate the use of the semangicesentations that were
just defined.

word

; . FVARS ()
(19) Fida,: ss |Loc | cont | € |:CORE fe]
Foc ()

The wordFido, marked as backgrounded, has as the core of the background a
constant of typ&®. The focus list is empty and correspondingly the core doés no
contain a variable representing the focus which meanstikdistof focus variables

is emtpy as well.

Next, | illustrate a focused word:

[word

G FVARS<P8d>
CORE P4
abstr

(20) barked,.: ss | oc |cont TYPE ed

LAM Xe

FoC drs >
ARG [UNIV ()

conps (bark(x.))

| am treating the meaning dfark as of typeed i.e. a function from individualx
into DRSs that contain the condition thabarks. As the word above is focused,
this meaning appears as the single member of the word’s f@tusThe core of
the background consists of the variaBlef the same type as the focus. As this
variable represents the focus, it is boundgrimRrs.

6 Semantic composition

This section illustrates the process of the composition eamings in complex
constituents. There are several different cases to canside are treated with
different principles. Recall that theoc and FVARS lists may both be empty,
leaving theCcORE as the only obligatory semantic contribution of an expa@ssi
In an expression with two subexpressions, the cores mugplecompatible with
function-argument application, since the core of the maththe result of applying
the core of one daughter to the core of the other. To this eednake use of a
relational constrainapply that performs a type check on its two arguments and if
possible creates a proper application data structure. ésedimaining attributes

5Muskens (1996) justifies translating names as constants.
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have lists as their values, the values of the lists in the erahe simply theppend
of the corresponding lists in the two daughter constituents

non-hd-fill-ph
FVARS [1] &
SLCONT[BG [CORE appl;(,)}
Foc [5 o [6l

T

FVARS BG FVARS
S|L|CONT CORE

(21)

CORE
Foc Foc [6]

This principle applies only in non-head-filler-phrases.atidiller phrases need to

be treated separately, since they are assumed to contam af ¢jze filler which

contributes a semantic variablg] pelow) to its core, the only component of its

content which is substantively obligatory. This variabéeds to be abstracted over

before the meanings of the two core constituents enter h@apply relation, to

avoid a type incompatibility. This is the only differencetlween this principle and
Foc 5@ (6]

the previous one, as is shown below:
m
(22)
s |FVARS . FVARS
S|L|CONT CORE L|cONT CORE
FOC Foc [6
N|sLASH ([conT|BG|cORE [7]])

{S|L|CONT

"hd-fill-ph

FVARS [1] &
abstr
LAM

BG
S|L|CONT core apply| [3],
ARG

7 Example

We are now in a position to show the effect of combining the mivegs of the two
lexical entries from section 5, as used in the sentéide,, barked:,.:

FVARS (Peq)

BG appl
CORE |FUNC P.q

ARG fe

FOC <>\xe bark(x.) >

(23) Fidq, barked.: |conT
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The meaning of the focused wobdrkedappears on the focus list of the motHer.
The core consists of the application of the two cores of theydger constituents:
the constant, contributed by the worérido and the focus variable contributed by
barked This focus variable is bound frorvARS.

We can paraphrase this structured meaning informally dswel the sentence
asserts of the set of all properties of Fido that barking & @inthem.

8 An Examplelnvolving VP-Preposing

We now return to VP-preposing and its conditions of use. | ailalyze the
italicized portion of the following example:

(24) 1 was sure that Fido would bark abdrk he did

| postulate the following structure for this sentence:

S
VP S
bark, N K
didfoe  t

Principles to be introduced later will require that the #iary be in focus and the
remainder of the sentence in the background.

The semantic composition of this sentence proceeds asvilldhe trace of the
preposed VP has the following content determined by the#dxentry of the trace:
its core consists of a variable of tymat the focus and focus variable lists are
empty:

. BG [FVARS () }
(26) t: |conT CORE Q.q
FOC ()

Restricting the semantic contribution of a trace to a vagiabits core means that
the trace in essence remains semantically neutral as faeasrtctured meaning

"We liberally use notational simplifications where this imyes readability.
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is concerned. Semantic composition can proceed normatlytlam information
structural properties of the filler are in no way predeteedify the status of the
trace.

The backgrounded pronoure has empty focus and focus variable lists. Its core
consists of a variable as wéll:

FVARS ()
(27) he,: |conT B¢ l:CORE z(l
FoC ()

The focused auxiliary is more interesting. We take its adimmeaning to be the
identity function within the semantic domain of tyeel i.e. it maps functions
from discourse referents to DRSs into themselvesdidss focused, this meaning
is stored as the single member of the word’s focus list. Toisi$ is represented
by the variabler of type ed(ed)in the core and is bound frorvaRs:

{FVARS <Red(ed> >]]

(28) didy.: |conT B¢ lcore Red(ed)
FOC (AR4.Ra)

The content of the lower S-node in (25) is the result of a deaglplication: first,
the meaning of the auxiliary is applied to the variable dbated by the trace; then,
the result is applied to the variable contributed by theettigpronoun:

FVARS (Red(ed) )
appl

appl
(29) he, didf, t: | conT B¢ lcore [Func |:FUNC Red(ed)]
ARG Qg
ARG Z
| Foc </\Ped,Ped>

The top node of (25) is a head-filler phrase. Recall that (2Buires that the

variable contributed to the core of the head daughter byr#foe tis abstracted over
before the two daughters of the head-filler-phrase are aqmedbsemantically via

the apply-relational constraint. We first take care of th&trastion:

8The variable will be treated like a discourse referent thastfind an accessible antecedent in
the previous discourse, according to the standard treafi@nonouns in DRT.
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i i [FVARS (Red(ed) ) M
[abstr 1
LAM Qed
appl
(30) he,, did;.. t: |cont [*¢ | core appl
ARG |FUNC |FUNC Reg(ea)
ARG Qed
ARG Z |
| |Foc (AR4.Ra) 1]

The meaning obark is straigtforward, as the expression is backgrounded. The
focus and focus variable lists are both empty:

FVARS ()

(31) barlg,: [conT B¢ |core Ax. bark(x)

Foc ()

Finally, we combine (30) and (31) via (22) to arrive at the nieg of the top node
of our example sentence:

(32) bark, he,, didy,, t:

[FVARS (Rea(ed) ) 1]
appl -
[abstr T
LAM Qecq
appl
FUNC appl
BG
CONT CORE ARG [FUNC [FUNC R.geq)
ARG Q.4
ARG Z i
ARG AX{ bark(x.)
FOC (AR4.Ra)

Note that the focus and focus variables stored in the couffetiite head daughter
have been carried up correctly to the corresponding listeehead-filler phrase.
Informally, we can characterize the resulting content devis: the sentence
asserts of the set of relations that hold between the propérbarking and the
denotation of the subject pronotne that this set contains the relation that holds
between a property and an individual if and only if the propepplies to the
referent. Or, more colloquially: against the backgroundhaf issue of which
relations hold between barking and the referenhefthe sentence asserts that
barking is one of the properties of that referent.
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9 Deriving the Distribution of the Bg and Foc properties

(25) assumes that the preposed VP and the subject of (24jpekgriounded and
that the auxiliarydid is focused. This does not follow from anything we have said
so far and still needs to be derived. To this end, we imposeoapipte lexical
and constructional constraints on predicate preposingtnactions. We assume
that these constraints are part of the speaker-hearenslé&dge of the use of this
language-particular constructién.

The first constraint we need applies to auxiliary words whessond argument
is a gap-synsem This singles out auxiliaries whose predicate complemest h
been preposed. The constraint requires two things: (i) tkéiary’s value of the
attribute STATUS is focusand (ii) the status of its first argument (its subject) is
background©

33 aux-wd SgsTATUS foc
(33) ARG-S <NP,gap-s7§] {ARG-S ([sTATUS bg|,gap-s }

A second principle applies to predicate preposing phrasagseajuires of their filler
daughter that its status fbeckground

hd-fill-ph
(34) [pred-prepos-ph=- |:NON-HD-DTR [sssTATUS bg]]

These two constraints will only yield the intended effecitifs guaranteed that
the auxiliaries constrained by (33) occur in a predicat@@sag phrase and vice
versa. In other words, we must make sure that the pieces tia up the predicate
preposing construction all occur with each other.

To achieve this, we need to add information to (33) and (34 iWfoduce a
featurecONSTRUCTION(CX) that is borne by the pieces of a construction that may
be realized discontinuousty. We now modify (33) by requiring that the auxiliary
find the constructional featugged-prepos-cxThis feature will “float” up the tree
until it is bound by an instance of the predicate preposingstoction:

SgSTATUS foc

aux-wd ARG-s  ([sTATUS bg|,gap-s9
(35) ARG-s (NP,gap-s$ = cX
X [FIND (pred-prepos-ckO L

®The assumption that we are dealing with a language-paatiadnstruction is motivated in
light of the fact that German and English sentences withgseg predicates have different usage
conditions.

%The featuresTATUS is appropriate forsynsemobjects and encodes the information structure
status of asynsem

yn (24), the auxiliary whose predicate has been preposéwibead of the predicate preposing
phrase. But there are examples where this is not the ¢asas afraid that Fido would bark and
bark he may haveThe cx-feature functions in some ways like theLL-feature of Sailer (2000).

318



Of course, auxiliaries whose predicate complement staystindo not float the
pred-prepos-cind-feature:

aux-wd cX
(36) ARG-S <NP,canon-sg = {CX [FIND LH
A pred — prepos — cx & L.

Predicate preposing phrases, in turn, are required to h&vea@ daughter that is
looking for a predicate preposing phrase. Moreover, thay bif the featurgred-
prepos-cxas expected:

hd-fill-ph
CX
(37) [pred-prepos-ph=- Hp-bTR [CX [FIND (pred-prepos-cx O LH

cx
ex FOUND <pred-prepos-c>(]

10 Capturing Ward’s Generalization

Recall Ward’s characterization of the felicity conditioofspredicate preposing:

Ward's Generalization Ward (1988)

Predicate preposing is associated with the function of pgipon affirmation.

Proposition affirmation serves to affirm a proposition egiply evoked in the
discourse.

The semantic representation (32) of (24) does not capturd’$\iasight yet. More
work is needed to capture the full conditions of use of ses@einvolving predicate
preposing. We begin with the portion of the requirement firatlicate preposing
must affirm a proposition that has beexplicitly evoked in the discoursgVe will
impose a slightly different constraint, namely that thekgaound of the content of
predicate preposing phrases must have an antecedent irstloeie that has not
been accomodated:

CONT|BG

(38) [pred-prepos-ph=- |:CONX|PRESUPP<|:ANTEC ]> oL

ACCOM -

Applying this constraint to (32) yields the following repamntation:
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[FVARS (Red(ed) ) ]
[appl i
fabstr 7
LAM Qea
appl
FUNC appl
CONT BG CORE ARG |FUNC |FUNC R.4(ca)
(39) ARG Qeg
ARG Z |
ARG  AX{ bark(x)

Foc </\}35d,Ped>
ANTEC D

ACCOM -

CONXPRESUPP<[

This structure now requires that the issue of which relatiqrs hold between
barking and the referent of the subject proncwemust have been introduced
into the discourse explicitly and the sentence then astatsbarking indeeds

a property of that referent.

This leaves the other portion of Ward’s Generalization tdéxéved, the part which
says that the sentence must affirm rather than deny the epoépdsition. We will
express this constraint as the requirement that the cooftéimé non-head daughter
of a predicate preposing phrase must satisfaffirmativitiy constraintrelative to
the content of its mother:

pred-prepos-ph
(40) |slt|conT = affirmativity-constrain{g][)
NON-HD-DTR [S|L|CONT [2]]

The affirmativity constraint does two things: (i) Speakingiprocedural metaphor,

it first takes its two arguments (which are structured megs)imnd reduces them
to single meaningful expressions by recursively applylrgliackground to the list

of foci followed by ag-reduction. We assume that this is accomplished by the
auxiliary relation calledocus-reduction (ii) Secondly, it checks that the focus-
reduced content of the non-head daughter does not appéer scdpe of negation
within the focus-reduced content of the whole phrase:

(41) affirmativity-constraintg],[1]) iff focus-reduction@][2]) A
focus-reductio{),[T"]) A—3,¥[¢ <[T]A ¢ is of the form—y A [27] < 1)]

As there is no negation at all in (39), the filler daughter &)(@atisfies the affirma-
tivity constraint and hence Ward’'s Generalization on praw preposing.
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11 Predictions

The theory of predicate preposing that was developed in theiqus sections
derives the following correct predictions. (6a) can fediasly be followed by (6b)
but not by (6c), since (6¢) requires a context which has itk@paund represented
without accomodation. Utterances of (6a) do not create awmntext. Utterances
of (7) do provide the right context for the preposing of thedicate in the second
conjunct.

(42b) is not a felicitous response to the question in (42&esthe question requires
the preposed predicate of (42b) to be in focus and this adintsa(34):

(42) a. A:lknow that during the spring cleaning Mary washeslwindows and
Tom cleaned the attic. But what did Jill do?
b. # B: [Wash theeLoOR{ she did!

(43) below imposes an unresolvable conflict on the subjemhqarn she of the
response: the contrastive intent of the utterance reqthieegronoun to be focused
while the preposing construction’s auxiliary constram{35) forces the subject to
be backgrounded:

(43) a. A:lknow that during the spring cleaning Mary washeslwindows and
Tom cleaned the attic.
b. # B: Actually, [clean the attic3HE did!

12 Summary

Based on Krifka (1992) and de Kuthy (2000), we have devela@edrchitecture
for complex topic-comment structures in HPSG and have egptito predicate
fronting in English with the goal of capturing the insightsWidard (1988) on this
construction. We argued that predicate fronting is a digted constructional form
consisting of an auxiliary occurring in a predicate prepgsphrase. The use of
predicate preposing is a function of a combination of siemdbus constraints
on its theme structure, its background-focus distribytemd its presuppositional
structure. It was shown that these constraints can be matieiewithin the HPSG
architecture developed here. Future work will have to shdwetiver the type of
analysis of this paper scales up to other non-canonicatiwani®ns in English and
other languages.
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Abstract

The result of questionnaire studies are presented which shows (i) that
conjuncts are scope islands in Japanese and (ii) that left-node raising can
nullify such scope islands. This finding confirms the theory advanced in
Yatabe (2001), in which semantic composition is almost entirely carried
out within order domains, and arguably contradicts the theory proposed in
Beavers and Sag (2004), which introduces a mechanism called Optional
Quantifier Merger to deal with the fact that right-node raising and left-node
raising can have semantic effects.

1 Introduction

It is undeniable that right-node raising (RNR) and left-node raising (LNR) (see
Yatabe (2001)) can affect semantic interpretation. At the same time, there seems to
be a growing consensus that RNR and LNR should be analyzed in terms of some
linearization-related mechanism rather than the SLASH mechanism and its equiv-
alents (see Yatabe (2001) and Beavers and Sag (2004) for some recent discussion
within the context of HPSG). Thus an adequate theory of RNR and LNR must be
able to explain how it is that linearization-related mechanisms can affect semantic
interpretation; a theory like that presented in Kathol and Pollard (1995), which is
based on the assumption that semantic composition is not affected by what happens
in order domains, turns out to be inadequate.

There have been two proposals regarding how to allow semantic interpretation
to be affected by linearization-related mechanisms. One is the theory advanced in
Yatabe (2001), in which semantic composition is almost entirely carried out within
order domains. The other is the theory proposed in Beavers and Sag (2004), which
retains the more conventional view of semantic composition and in which the rel-
evant observations are explained by simply adding a mechanism called Optional
Quantifier Merger to the grammar.

The aim of this paper is to present evidence that favors the former theory over
the latter. First, in Section 2, problems with SLASH-based theories of RNR and
LNR will be enumerated. In Section 3, the two linearization-based theories of
RNR and LNR that are to be compared will be described in some detail. Then, in
Section 4, evidence will be presented which appears to favor the theory proposed
in Yatabe (2001). Finally, it will be examined in Section 5 whether the analysis
that is proposed for Japanese in this paper is applicable to English as well.

I thank the two anonymous reviewers and the audience at the conference, especially Rui Chaves
and Ivan Sag, for helpful comments, and Brendan Wilson for his input regarding the interaction of
quantification and coordination in English.
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2 Problems for SLASH-based theories of RNR and LNR

RNR and LNR are clearly capable of affecting the meaning of a sentence, as shown
by examples such as (1), taken from Abbott (1976).

(1) a. Tborrowed, and my sister stole, a total of $3000 from the bank.

b. T borrowed a total of $3000 from the bank and my sister stole a total of
$3000 from the bank.

Given the standard theory of semantic composition, this seems to mean that
RNR and LNR alter the syntactic structure of a sentence; more specifically, it seems
to mean that RNR and LNR should be given a treatment in terms of the SLASH
mechanism or its equivalents in other frameworks, as in Gazdar (1981).

However, there are numerous differences between RNR and LNR on the one
hand and instances of leftward extraction such as topicalization and relativization
on the other that are difficult to account for if RNR and LNR constructions are to
be viewed as instances of SLASH dependency.

First, RNR can strand prepositions even in languages such as Irish, Polish,
and Spanish, in which leftward extraction is not allowed to strand prepositions
(McCloskey, 1986).

Second, part of a word can be right-node-raised, as in (2), an example taken
from Wilder (1997) (see also Booij (1984)).

(2) the in- and the output of this machine

Part of a word can also be left-node-raised, as shown by the Japanese example (3b),
which is arguably a result of applying LNR to (3a) (see Yatabe (2001)). The verb
omoidas- ‘to recall’ that is used in these examples is a compound verb made up of
two verb stems, omoi- ‘to think’ and das- ‘to get (something) out’.

(3) a. [Omoidasu ka| [omoidasanai ka] ga mondai da.
[recall-PRES Q] [recall-NEG-PRES Q] NOM problem COP-PRES

‘Whether (you) can recall (it) or (you) cannot recall (it) is the problem.’

b. Omoidasu ka dasanai ka ga mondai da. <12, 3, 1, 0>

The figures immediately following (3b), (4b), and (4c) represent the result of a
questionnaire study conducted in 2006. The respondents in this study consisted of
students at the University of Tokyo who were not linguists, and they were com-
pensated for their time. Where the relative acceptability of two or more examples
was of interest, the order between those examples was randomized for each respon-
dent. The four figures show the number of respondents who stated “The sentence is
completely natural (under the intended reading)’, ‘The sentence is slightly unnat-
ural (under the intended reading)’, ‘The sentence is considerably unnatural (under
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the intended reading)’, and ‘The sentence is completely impossible (under the in-
tended reading)’, respectively.

Japanese does not allow part of a compound to be left unpronounced, as shown
by the contrast between (4b) and (4c); (4b) but not (4c) can be uttered as an appro-
priate answer to the question in (4a).

(4) a. Omoidashita?
recall-PAST

‘Have (you) succeeded in recalling it?’

b. Iya, omoidasanai. <12,2,1, 1>
no recall-NEG-PRES

‘No, (I) cannot recall (it).’
c. MMya, dasanai. <3, 3, 4, 6>

Given this observation, the fact that not only (3a) but also (3b) is acceptable shows
that Japanese allows left-node raising of part of a compound (the string omoi in the
present case).

Third, a non-constituent can be right-node-raised, as in (5), again an example
taken from Wilder (1997), in which the non-constituent string charged particle has
been right-node-raised.

(5) anegatively- and a positively-charged particle

A non-constituent can also be left-node-raised, as in (6b), which is arguably a result
of left-node-raising the string sugu ni omoi in (6a).

(6) a. [Suguni omoidasu  ka] [sugu ni omoidasanai ka] ga
[immediately recall-PRES Q| [immediately recall-NEG-PRES Q] NOM
mondai da.
problem COP-PRES
‘Whether (you) can recall (it) immediately or (you) cannot recall (it) im-
mediately is the problem.’

b. Sugu ni omoidasu ka dasanai ka ga mondai da.

Fourth, a string a can be right-node-raised out of a phrase 8 only if a con-
stitutes the right periphery of 8, as shown by (7), while there is no comparable
restriction on leftward extraction.

IThe average rating for a linguistic material L, which will be represented as r(L), is defined
here as (la+2b+3c+4d)/(a+ b+ c+d), when the questionnaire result for L is <a,b,c,d>. A
linguistic material L that is associated with a questionnaire result is shown here with no diacritic if
1<r(L) <2, with “? if 2 < r(L) < 2.5, with ‘77" if 2.5 < r(L) < 3, with ‘?*" if 3 < r(L) < 3.5, and
with “** if 3.5 < r(L) < 4. The notion of average rating is only intended as an expedient; the way it
is defined and used here is arbitrary to a certain extent.
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(7)*1 first offered apples and then sold peaches the immigrant from Paraguay.
(from Postal (1998))

Likewise, a string & can be left-node-raised out of a phrase 8 only if & constitutes
the left periphery of 8, as shown by (8), which is the result of attempting to left-
node-raise the string omoi in (6a).

(8)*Omoi sugu ni dasu ka sugu ni dasanai ka ga mondai da.

Fifth, when two or more constituents are right-node-raised or left-node-raised
out of a phrase, the linear order between those constituents must be preserved,
as shown by (9) and (10). (9) is the result of attempting to exchange the two
right-node-raised expressions charged and particle in (5), and (10) is the result of
attempting to exchange the two left-node-raised expressions sugu ni and omoi in
(6b).

(9)*a negatively- and a positively- particle charged
(10)*Omoi sugu ni dasu ka dasanai ka ga mondai da.

Leftward extraction in English, on the other hand, is not subject to a comparable
constraint, as revealed by the fact (noted in Pollard and Sag (1994, p. 171)) that a
sentence like (11) is more or less acceptable; notice that the phrase someone that
stupid precedes the phrase how much time whereas the gap corresponding to the
former follows the gap corresponding to the latter.

(11) Someone that stupid, how much time do we really want to waste arguing
with?

And sixth, the ‘landing site’ of a right-node-raised or left-node-raised expres-
sion must be adjacent to the coordinate structure’ out of which it has been dislo-
cated. Thus, RNR like (12b) is not possible, while RNR like (12a) is possible; in
(12b), the ‘landing site’ of C is separated from the coordinate structure by F.

(12) a. [[ABCJand [DEC]] —s [[AB] and [DE]] C

b. [[ABC]and [DEC]]F — [[AB]and [DE]]FC

This would be a puzzling restriction, if RNR and LNR were to be viewed as in-
stances of unbounded dependency mediated by SLASH inheritance.

It has been claimed in Sabbagh (2007) that RNR like (12b) is in fact possible.
This claim, however, is unfounded. The following are sentences that are cited as
evidence for this claim in Sabbagh (2007).

ZRNR and LNR can apply to a non-coordinate structure as well, but here let us restrict our atten-
tion to RNR and LNR out of a coordinate structure.
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(13) Joss will sell to a library, and donate to a shelter on the same day, all of his
manuscript.

(14) Jamie read a short review, and two longer reviews for the same journal, of
my recent book.

According to the analysis presented in Sabbagh (2007), the expression on the same
day in (13) and the expression for the same journal in (14) separate the right-node-
raised expressions in these examples from the coordinate structures that they have
been dislocated out of. However, that is not the only possible analysis of these
sentences. The expression on the same day in (13) and the expression for the same
journal in (14) could be part of the right-node-raised expressions, along with all
of his manuscript in (13) and of my recent book in (14). It might also be possible
to treat the expression on the same day in (13) and the expression for the same
Jjournal in (14) as part of the second conjuncts. Thus, it remains likely that RNR
like (12b) is impossible. Nothing comparable is true of leftward extraction such as
topicalization and relativization.

These observations all indicate that RNR and LNR are fundamentally different
from phenomena that are successfully analyzed in terms of SLASH inheritance.

3 Linearization-based theories of RNR and LNR

The linearization-based theories of RNR and LNR, proposed in Yatabe (2001) and
Beavers and Sag (2004), do not encounter the problems that SLASH-based theories
do.

In Yatabe’s theory, RNR and LNR are each claimed to come in two varieties:
a purely phonological variety and a syntactic variety. The purely phonological
variety of RNR and LNR is assumed to be nothing but phonological deletion; a
phrase like (2) is assumed to be derived from the input of this machine and the
output of this machine by deleting the first occurrence of -put of this machine.> On
the other hand, the syntactic variety of RNR and LNR is assumed to merge two
or more domain objects into one. Since the theory is coupled with a novel theory
of semantic composition* in which domain objects rather than signs are treated as

3As noted in Yatabe (2004), the purely phonological type of RNR can also be taken to be re-
sponsible for a German sentence like Peter beschreibt den, und Martin beschreibt das Quark ‘Peter
describes the fresh cheese and Martin describes the quark’, discussed in Hartmann (2000). The word
Quark has two senses; with the masculine article, it refers to fresh cheese, while with the neuter ar-
ticle, it refers to an elementary particle. In the sentence in question, the right-node-raised expression
Quark is a masculine noun for the first conjunct and a neuter noun for the second conjunct.

“Here the term semantic composition is being used to refer to the process through which suc-
cessively larger semantic representations (such as Minimal Recursion Semantics representations) are
constructed. It is not being used to refer to a process dealing with model-theoretic objects such as
functions from individuals to truth-values.
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Figure 1: Syntactic RNR in Yatabe’s theory

the principal units of semantic composition,’ this means that the syntactic variety
of RNR and LNR is capable of affecting the meaning of the sentences involved.®
Figure 1 illustrates the way this theory handles the syntax of RNR in English.

In Beavers and Sag’s theory, on the other hand, RNR and LNR are assumed
to be essentially phonological deletion in all cases, and what they call Optional
Quantifier Merger is introduced to explain the fact that RNR and LNR are capable
of affecting semantic interpretation. Optional Quantifier Merger is a modification
of what is proposed in Crysmann (2003), and is described as in (15).

(15) Optional Quantifier Merger: For any elided phrase denoting a generalized
quantifier in the domain of either conjunct, the semantics of that phrase may
optionally be identified with the semantics of its non-elided counterpart.

In both Yatabe’s theory and Beavers and Sag’s theory, it is expected that there
should be numerous differences between RNR and LNR on the one hand and
instances of leftward extraction such as topicalization and relativization on the
other. Both theories presuppose what is called the Persistence Constraint in Kathol
(1995), given in (16).

(16) The Persistence Constraint:
Any ordering relation that holds between domain objects & and 3 in one
order domain must also hold between o and B in all other order domains
that o and 8 are members of.

SIn the proposed theory, the CONTENT values of signs represent only constructional meaning,
that is, meaning that is expressed not by individual words but by grammatical constructions. Meaning
that is expressed by individual words is represented in the CONTENT values of domain objects.

5Note, however, that it is not claimed in Yatabe (2001) that syntactic phrase structure is irrelevant
in semantic composition. For instance, the theory in question is not incompatible with the reasonable
and most probably correct view that the scope of an adjunct is determined on the basis of syntactic
phrase structure (see for example the treatment of the semantics of the word only presented in Yatabe
and Hayakawa (2005, Section 3)).
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The Persistence Constraint captures two of the facts noted in Section 2, namely the
fact that RNR and LNR are possible only from the right edge and the left edge of a
phrase respectively, and the fact that the order of the two or more expressions that
are right-node-raised or left-node-raised must be preserved.

The predictions of Yatabe’s theory and Beavers and Sag’s theory are indistin-
guishable in many cases, but there are two empirically testable differences between
the two theories. One difference, which is syntactic in nature and is thus only indi-
rectly related to the central topic of this paper, concerns what is called summative
agreement in Yatabe (2003), a phenomenon exemplified by (17).

(17) The pilot claimed that the first nurse, and the sailor proved that the second
nurse, were spies. (from Postal (1998))

Summative agreement is problematic for Beavers and Sag’s account; it is not pos-
sible to analyze sentence (17) as a result of simple phonological deletion of the VP
were spies in the first conjunct, as the VP were spies is in the plural form whereas
its subjects (the first nurse and the second nurse) are both singular.” Beavers and
Sag propose to deal with this problem by viewing examples like this as acceptable
but ungrammatical sentences, on a par with an example like (18).

(18) One of the children are not feeling well.

Their proposal is not compelling, however. For one thing, sentence (17) does not
contain a plural NP that could have tricked the performance system into accepting
the plural agreement on the VP, unlike sentences like (18).® For another thing, their
proposal is not consistent with the fact that there are languages in which summative
agreement is obligatory. According to Kazenin (2002), a Russian sentence of the
form (19a) is acceptable whereas a sentence of the form (19b) is not.

(19) a. Singular Subject - Object - Singular Subject - Object - Plural Verb
b.*Singular Subject - Object - Singular Subject - Object - Singular Verb

This shows that Beavers and Sag’s account of sentences like (17) is not a general
enough solution of the problem posed by summative agreement. Yatabe’s theory,
on the other hand, easily accommodates the phenomenon of summative agreement,
as shown in Yatabe (2003).

"The phenomenon of summative agreement is problematic for analyses of RNR and LNR within
Categorial Grammar too, as noted in Yatabe (2003).

8Beavers and Sag do not subscribe to the view (expressed in Pullum (1984) among other places)
that a sentence like (18) sounds acceptable simply because there is a plural NP that could trick the
performance system. However, five of the six examples of performance-based plural agreement that
they discuss contain a plural NP and are thus consistent with such a view. The relative acceptability
of the remaining example, namely their sentence (41c), The pump as well as the motor are defective,
could be attributed to the possibility of reanalyzing the phrase as well as as a conjunction, and hence
does not contradict the view in question either.
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The second empirical difference between the two theories is a semantic one. In
Beavers and Sag’s theory, the only semantic effect that RNR and LNR can have is
reduction of the number of quantifiers involved; neither RNR nor LNR is expected
to be capable of nullifying scope island effects. In contrast, in Yatabe’s theory, it
is expected that RNR and LNR might be able to nullify some scope island effects;
since this theory implies (roughly) that a quantifier ¢ is not retrieved from quanti-
fier storage (i.e. it is not assigned a scope) until the domain object that represents «
is merged with some other domain object(s) by the total or partial compaction op-
eration, a syntactically right-node-raised or left-node-raised quantifier is predicted
to have a tendency to be assigned a wide scope, possibly a scope that it would not
have been able to be associated with had it not been syntactically right-node-raised
or left-node-raised.

It is claimed in Yatabe (2001) that LNR in Japanese is indeed capable of nul-
lifying scope island effects. However, the only evidence adduced for this claim
in that paper is the author’s acceptability judgments; evidence of a more objective
nature is clearly called for.

4 LNR out of scope islands

Two questionnaire studies were conducted in order to test whether LNR in Japanese
is capable of overriding scope island effects. In the studies, students at the Uni-
versity of Tokyo who were linguistically naive native speakers of Japanese were
asked to judge the acceptability of sentence-interpretation pairs using the follow-
ing 4-point scale:

1 = “It is completely natural to interpret the sentence in the intended way.”

2 = “It is slightly unnatural to interpret the sentence in the intended way.”

3 = “It is considerably unnatural to interpret the sentence in the intended way.”

4 = “It is completely impossible to interpret the sentence in the intended way.”
The experimental sentence-interpretation pairs were sent to the participants via
email together with various non-experimental sentence-interpretation pairs whose
status was also to be judged. The order of the sentence-interpretation pairs was
randomized for each participant. The sentences were all presented without any use
of punctuations; it was stated in the preamble of the questionnaires that the sen-
tences the participants were going to read did not have any punctuations in it. The
respondents were compensated for their time.

4.1 Questionnaire 1

The following were the experimental sentence-interpretation pairs in the first ques-
tionnaire, in which 40 people participated. The participants were divided into two
groups; one group judged the acceptability of each intended interpretation of (20)
and (21), the other group judged the acceptability of each intended interpretation
of (22) and (23), and both groups judged the acceptability of the same twelve filler
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sentence-interpretation pairs.

(20)

2n

(22)

[Shichi-nin-ijé6 no  kokkaigiin no| [jikihitsu no] shomei o
[seven or more GEN congressperson GEN| [hand-written| signature ACC
morau ka giin-bajji o kashite morau ka
obtain-PRES or congressional badge ACC lend-GER ‘receive’-PRES or
shinakereba naranai

do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 ‘We have to take one or the other of the following two ac-
tions: (i) obtaining seven or more congresspeople’s hand-written signa-
tures and (ii) borrowing seven or more congresspeople’s congressional
badges.’

Interpretation 2 ‘For each of seven or more congresspeople, we have to
either obtain that congressperson’s hand-written signature or borrow
that congressperson’s congressional badge. One way to do this would
be to obtain three congresspeople’s hand-written signatures and borrow
four congresspeople’s congressional badges.’

[Jikihitsu no| [shichi-nin-ij6 no kokkaigiin no] shomei o
[hand-written| [seven or more GEN congressperson GEN] signature ACC
morau ka giin-bajji o kashite morau ka
obtain-PRES or congressional badge ACC lend-GER ‘receive’-PRES or
shinakereba naranai

do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 (Same as Interpretation 1 of (20).)
Interpretation 2 (Same as Interpretation 2 of (20).)

[Yattsu-ijd  no chiten no|] [kyd shégono jiten  de no]

[eight or more GEN location GEN] [today noon GEN moment at GEN]

kion o  keisoku suru ka kind no saikd kion
temperature ACC measure-PRES or yesterday GEN maximum temperature
o toiawaseru ka shinakereba naranai

ACC inquire-PRES or do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 ‘We have to take one or the other of the following two
actions: (i) measuring the temperature at eight or more locations at
noon today and (ii) inquiring about yesterday’s maximum temperature
at eight or more locations.’

Interpretation 2 ‘For each of eight or more locations, we have to either
measure the temperature at that location at noon today or inquire about
yesterday’s maximum temperature at that location. One way to do this
would be to measure the temperature at noon today at three locations
and inquire about yesterday’s maximum temperature at five locations.’
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(23) [Kyd shogono jiten deno| [yattsu-ij0  no chiten no]
[today noon GEN moment at GEN] [eight or more GEN location GEN]
kion o  keisoku suru ka kind no saikd kion
temperature ACC measure-PRES or yesterday GEN maximum temperature
o toiawaseru ka shinakereba naranai
ACC inquire-PRES or do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 (Same as Interpretation 1 of (22).)
Interpretation 2 (Same as Interpretation 2 of (22).)

A phrase of the form X ka Y ka means ‘either X or Y’, and the phrase shi-
nakereba naranai means ‘must’. The only difference between (20) and (21) is the
order between the two prenominal expressions shichi-nin-ijo no kokkaigiin no and
Jjikihitsu no. In (20), the quantificational expression shichi-nin-ijo no kokkaigiin
no ‘seven or more congresspeople’s’ is at the left edge of the coordinate struc-
ture, and can be interpreted as having been left-node-raised out of the two con-
juncts (the first conjunct which means “to obtain seven or more congresspeople’s
hand-written signatures” and the second conjunct which means “to borrow seven
or more congresspeople’s congressional badges”). In (21), on the other hand, the
quantificational expression shichi-nin-ijo no kokkaigiin no is embedded within the
first conjunct; it cannot be interpreted as having been left-node-raised out of the
two conjuncts, since it is preceded by a phrase that is unambiguously a part of the
first conjunct (jikihitsu no). In both cases, Interpretation 1 is the reading in which
the quantificational expression shichi-nin-ijo no kokkaigiin no takes narrow scope
within the first conjunct, and Interpretation 2 is the reading in which the quantifi-
cational expression takes wide scope over the entire coordinate structure.

Yatabe’s theory and Beavers and Sag’s theory both predict that Interpretation
1 of (20) and Interpretation 1 of (21) must be possible, because the noun giin-bajji
‘congressional badge’ in the second conjuncts of these sentences can be taken to
have a syntactically unrealized possessor slot (or, equivalently, a syntactically re-
alized possessor slot that is filled by a zero pronoun), which can be interpreted
as meaning ‘seven or more congresspeople’s’. In the case of (20), there is one
more way to obtain Interpretation 1, in both theories. In Yatabe’s theory, the in-
terpretation can be obtained by analyzing the sentence as a result of applying the
purely phonological, semantically inert variety of LNR to the quantifier shichi-nin-
ijo no kokkaigiin no. In Beavers and Sag’s theory, the interpretation can likewise
be obtained by positing that the LNR involved in generating the sentence was not
accompanied by an application of Optional Quantifier Merger.

On the assumption that conjuncts are scope islands in Japanese or, to be some-
what more precise, on the assumption that a domain object corresponding to a
conjunct (such as the domain object in Figure 1 whose PHON value is Ed likes)
cannot be associated with a non-empty quantifier storage in Japanese, Yatabe’s
theory predicts that Interpretation 2 should be possible in (20) but not in (21), be-
cause the quantifier can be interpreted as having been left-node-raised out of the
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first conjunct only in (20). On the other hand, if conjuncts are not scope islands,
the theory predicts that there should not be any difference in acceptability between
Interpretation 2 of (20) and Interpretation 2 of (21).

On the other hand, Beavers and Sag’s theory arguably predicts that there should
not be any difference in acceptability between Interpretation 2 of example (20)
and Interpretation 2 of example (21) irrespective of whether conjuncts are scope
islands in Japanese; the quantifier inside the first conjunct must be able to take
wide scope over the entire coordinate structure in both (20) and (21) if conjuncts
are not scope islands, and it must not be able to take such wide scope in either (20)
or (21) if conjuncts are scope islands. Note that all that is necessary to achieve
Interpretation 2 of (21) within Beavers and Sag’s theory is for the quantifier shichi-
nin-ijé no kokkaigiin no ‘seven or more congresspeople’s’ in the first conjunct to
be able to take scope over the entire coordinate structure; it is not necessary for
the quantifier to be able to bind the unpronounced possessor slot of the noun giin-
bajji ‘congressional badge’ in the second conjunct, because the noun giin-bajji
in the second conjunct can be interpreted as meaning ‘a congressional badge’ (as
opposed to ‘his or her congressional badge’), and Interpretation 2 of (21) will result
under such an interpretation as well.

The structure of (22) and (23) is analogous to that of (20) and (21) respectively.
The only difference between (22) and (23) is the order between the two prenominal
expressions yattsu-ijo no chiten no ‘of eight or more locations’ and kyé shdgo no
Jjiten de no ‘at noon today’. In (22), the quantificational expression yattsu-ijé no
chiten no ‘of eight or more locations’ is at the left edge of the coordinate structure,
and can be interpreted as having been left-node-raised out of the two conjuncts (the
first conjunct which means “to measure the temperature at eight or more locations
at noon today” and the second conjunct which means “to inquire about yesterday’s
maximum temperature at eight or more locations”). In (23), on the other hand,
the quantificational expression yattsu-ijo no chiten no is embedded within the first
conjunct; it cannot be interpreted as having been left-node-raised out of the two
conjuncts, since it is preceded by a phrase that is unambiguously a part of the first
conjunct (kyd shogo no jiten de no). The predictions of the two theories concerning
(22) and (23) are thus parallel to those discussed in relation to (20) and (21).

The result of this questionnaire is summarized in Table 1. In the column named
Number of each rating, the figures in each 4-tuple represent the numbers of par-
ticipants whose responses were 1 (“completely natural”), 2 (“slightly unnatural”),
3 (“considerably unnatural”), and 4 (“completely impossible”) respectively. Inter-
pretation 2 of sentence (20) was judged to be significantly more acceptable than
Interpretation 2 of sentence (21) (T = 17.5, n = 16, p < 0.01). Likewise, Inter-
pretation 2 of sentence (22) was judged to be significantly more acceptable than
Interpretation 2 of sentence (23) (T =21, n =13, p < 0.05). Also, Interpretation
2 of sentence (21) and Interpretation 2 of (23) were the only cases where the mean
rating was larger than 2.5; the other sentence-interpretation pairs were judged to
be more acceptable than not. (The mean rating can range from 1 (“completely
natural”) to 4 (“completely impossible™).)
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Interpretation Number of each rating Mean rating

Sentence (20) 1 <12,5,2, 1> 1.60
2 <7,6,4,3> 2.15
Sentence (21) 1 <5,7,5,3> 2.30
2 <1, 3,10, 6> 3.05
Sentence (22) 1 <14,5,1,0> 1.35
2 <6,3,7,4> 2.45
Sentence (23) 1 <3,9,5,3> 2.40
2 <2,5,4,9> 3.00

Table 1: The result of Questionnaire 1

These results are all consistent with the predictions of Yatabe’s theory and, at
first blush, seem to contradict Beavers and Sag’s theory. However, it turns out that
these results alone do not allow us to choose between the two theories. Since (21)
and (23) were judged to be worse than (20) and (22) respectively under Interpreta-
tion 1 as well as under Interpretation 2, the following possibility arises; the reason
Interpretation 2 of (21) and Interpretation 2 of (23) were judged to be relatively
unacceptable might have been simply that (21) and (23) are syntactically awkward
compared to (20) and (22) and that a wide-scope reading like Interpretation 2 of
these sentences tends to be harder to obtain compared to a narrow-scope reading
like Interpretation 1. Such an explanation is consistent not just with Yatabe’s theory
but also with Beavers and Sag’s theory.

The results above, however, place a constraint on Beavers and Sag’s theory. In
order for their theory to be consistent with these results, it has to be assumed that
a conjunct is not a strong scope island in Japanese, because otherwise Interpreta-
tion 2 of (20) and Interpretation 2 of (22) would both be wrongly predicted to be
impossible.

4.2 Questionnaire 2

The following were the experimental sentence-interpretation pairs in the second
questionnaire, in which 14 people participated. All 14 participants rated all four
of the experimental sentence-interpretation pairs, as well as seven filler sentence-
interpretation pairs.

(24) Shichi-nin-ij6 no kokkaigiin ga jininsuru  kakydjd ni
seven or more GEN congressperson NOM resign-PRES or by the end of today
jiman-en o  ydisuru ka shinakereba naranai
100,000 yen ACC prepare-PRES or do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 ‘One or the other of the following two events must take
place: (i) an event in which seven or more congresspeople resign and
(i1) an event in which we prepare 100,000 yen by the end of today.’
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Interpretation 2 ‘Seven or more congresspeople must each take one or the
other of the following two actions: (i) resigning and (ii) preparing
100,000 yen by the end of today. This requirement will be met if,
say, four congresspeople resign and three congresspeople prepare, by
the end of today, 100,000 yen each, totaling 300,000 yen.’

(25) [Shichi-nin-ij6 no kokkaigiin no jikihitsu no shomei o
[seven or more GEN congressperson GEN hand-written signature ACC
morau ka] [kydjd ni jiman-en o  ydi suru kal
obtain-PRES or| [by the end of today 100,000 yen ACC prepare-PRES or]
shinakereba naranai
do-NEG-PROV ‘become’-NEG-PRES

Interpretation 1 ‘We have to take one or the other of the following two ac-
tions: (i) obtaining seven or more congresspeople’s hand-written sig-
natures and (ii) preparing 100,000 yen by the end of today.’

Interpretation 2 ‘For each of seven or more congresspeople, we have to
either obtain that congressperson’s hand-written signature or prepare
100,000 yen by the end of today. One way to do this would be to obtain
four congresspeople’s hand-written signatures and prepare 300,000 yen
by the end of today.’

Interpretation 1 of (24) results when the sentence is interpreted as involving co-
ordination of two sentences, the second of which lacks an overt subject NP, and
Interpretation 2 of (24) results when it is interpreted as involving two conjoined
verb phrases whose common subject is the sentence-initial NP, meaning ‘seven or
more congresspeople’. On the other hand, (25) is a sentence that unambiguously
involves coordination of two verb phrases, the first of which contains a quantifi-
cational NP meaning ‘seven or more congresspeople’. Neither sentence involves
LNR. The first ten words of (25), which constitute the first conjunct in the sen-
tence, are identical to the first ten words of (20), and the rest of (25) is identical to
the last nine words of (24).

Yatabe’s theory and Beavers and Sag’s theory both predict that (24) should be
acceptable under Interpretation 1 as well as under Interpretation 2. On the other
hand, the predictions of the two theories diverge with regard to (25), as long as
Yatabe’s theory is coupled with the assumption that a conjunct is a scope island in
Japanese. Beavers and Sag’s theory predicts that Interpretation 1 and Interpretation
2 of (25) should both be possible, partly because a conjunct in Japanese cannot be
assumed to be a strong scope island in their theory, as noted above at the end of
subsection 4.1. Yatabe’s theory also predicts that Interpretation 1 of (25) should
be possible, but, on the assumption that a conjunct is a scope island in Japanese, it
predicts that Interpretation 2 of (25) should be impossible.

There is one complication that needs to be considered before we can be certain
that Beavers and Sag’s theory predicts that Interpretation 2 of (25) must be accept-
able. As discussed in Fox (2000), in a multidimensional analysis of coordination,
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Interpretation Number of each rating Mean rating

Sentence (24) 1 <7,2,4,1> 1.93
2 <5,3,5, 1> 2.14
Sentence (25) 1 <13,1,0,0> 1.07
2 <1,0,4,9> 3.50

Table 2: The result of Questionnaire 2

in which a sentence like (26) is taken to consist of two components (27a) and (27b),
any attempt to let the quantifier in a sentence like (25) or (26) take wide scope over
the entire coordinate structure necessarily results in vacuous quantification in the
second component, as there is nothing in the second conjunct that is coindexed
with the quantifier.’

(26) We have to either obtain seven or more congresspeople’s hand-written sig-
natures or prepare 100,000 yen by the end of today.

(27) a. We have to obtain seven or more congresspeople’s hand-written signa-
tures.

b. We have to prepare 100,000 yen by the end of today.

Thus, if a multidimensional analysis of coordination is adopted, Interpretation 2
of (25) is expected to be unacceptable due to the occurrence of vacuous quantifi-
cation, irrespective of how the other aspects of the sentence are analyzed. This
consideration, however, does not affect the predictions made by Beavers and Sag’s
theory, since it is not possible to combine Beavers and Sag’s theory with a multidi-
mensional analysis of coordination. Therefore it is safe to conclude that Yatabe’s
theory and Beavers and Sag’s theory make different predictions regarding Interpre-
tation 2 of (25), as long as the former is coupled with the assumption that conjuncts
are scope islands in Japanese.

The result of Questionnaire 2 is summarized in Table 2. As in Table 1, in
the column named Number of each rating, the figures in each 4-tuple represent
the numbers of participants whose responses were 1 (“completely natural”), 2
(“slightly unnatural”), 3 (“considerably unnatural”), and 4 (“completely impos-
sible”) respectively. The mean rating for Interpretation 2 of (25) was greater than
2.5, whereas the mean rating for the other three sentence-interpretation pairs was
less than 2.5. The Wilcoxon signed-rank test revealed that Interpretation 2 of (25)
was significantly less acceptable than Interpretation 2 of (24) (T =0, n = 10,
p < 0.001).1

9 Fox (2000) attributes this observation to Eddy Ruys’s 1993 doctoral dissertation, submitted to
Universiteit Utrecht.

101 jkewise, the Mann-Whitney test showed that Interpretation 2 of (25) was significantly less
acceptable than Interpretation 2 of (20) (U =50, n; = 14, np =20, p < 0.001). It has to be conceded,
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This result is consistent with the prediction that Yatabe’s theory makes when
coupled with the assumption that conjuncts are scope islands in Japanese. It is
not compatible with Beavers and Sag’s theory; since Interpretation 1 of (25) is
perfectly acceptable (unlike Interpretation 1 of (21) and Interpretation 1 of (23)),
it is not possible to attribute the low acceptability of Interpretation 2 of (25) to the
syntactic awkwardness of the sentence.

5 Comparison of Japanese and English

In this section, it will be examined whether the analysis defended for Japanese in
the previous section can be carried over to English. It turns out that the pattern of
facts seen in English is a little more complicated than the pattern of facts seen in
Japanese.

There are facts which, at first blush, appear to demonstrate that something anal-
ogous to what has been claimed for Japanese above is true for English as well. For
example, Sabbagh (2007) notes that there is a scope ambiguity involving multiple
quantifiers in the case of (28) but not in the case of (29).

(28) Some nurse gave a flu shot to, and administered a blood test for, every patient
who was admitted last night.

(29) Some nurse gave a flu shot to every patient, and administered a blood test for
every patient.

(28) has two readings, namely a reading in which the universal quantifier every
patient who was admitted last night takes wide scope over the existential quantifier
some nurse and another reading in which the scope relation is reversed. Under
the former reading, the sentence means that, for each patient, there was a possibly
different nurse who gave him or her a flu shot and administered a blood test for
him or her. Under the latter reading, the sentence means that there was a certain
nurse who gave flu shots and administered blood tests for all patients. In contrast,
(29) only has a reading in which the existential quantifier takes scope over the
two universal quantifiers. One way to explain this observation in a theory like
that proposed in Yatabe (2001) would be to say that conjuncts are scope islands in
English and that RNR can nullify such scope islands. On the other hand, there is
no obvious way to deal with this observation within Beavers and Sag’s theory. The
two readings of (28) could be generated by the mechanism of Optional Quantifier
Merger, but an account along this line arguably prevents us from postulating that
the VP conjuncts in sentences like (28) and (29) are scope islands, thus making it
difficult to capture the fact that the universal quantifiers in (29) cannot take wide
scope over the existential quantifier.

however, that there is a possibility that this difference in acceptability is merely a result of the two
sentence-interpretation pairs being part of different questionnaires and being surrounded by different
sentence-interpretation pairs.
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Although this observation appears to show that English is quite similar to
Japanese in the relevant respects, there is nevertheless an important difference be-
tween the two: while conjuncts invariably function as scope islands in Japanese,
conjuncts in English function as scope islands only under certain circumstances.

Fox (2000, Section 2.3) discusses various English sentences in which conjuncts
do not seem to be functioning as scope islands. (30) and (31) are two of his exam-
ples.!!

(30) A (different) student [likes every professor;] and [wants him; to be on his
committee].

(31) John can love three of the women he knows. However, he can [love only one
of them| and [expect her to love him back].

According to Fox, in (30), the universal quantifier every professor in the first con-
junct can take scope over the existential quantifier a (different) student outside the
coordinate structure and bind the pronoun him in the second conjunct. Likewise,
in (31), the NP only one of them in the first conjunct in the second sentence can
bind the pronoun /er in the second conjunct, thus preventing the discourse from
becoming incoherent.

In fact, Fox’s discussion is not fully convincing. According to one school of
thought, what seems to be VPs conjoined by the word and in English may some-
times consist of a head and one or more adjuncts (see Pullum (1990)), without
constituting a real coordinate structure. In a sentence like (32), it does seem rea-
sonable to analyze the string go and get the paper as something other than a co-
ordinate structure, and it is possible that an analogous analysis is appropriate for
some of the other cases which on the surface appear to involve VPs conjoined by
and.

(32) Itold you to go and get the paper.

Given this possibility, sentences like (30) and (31) do not establish that conjuncts
in English are not always scope islands, as they both involve two VPs seemingly
conjoined by and.

However, there are two kinds of observations reported in the literature that
demonstrate convincingly that conjuncts do not always function as scope islands in
English.

First, Keshet (2007) observes that in (33) the universal quantifier every girl in
this class in the first conjunct can bind the pronoun her in the second conjunct.

(33) Billy [wants to date every girl in this class;] or [has already asked her; out].

The intended interpretation of this sentence is somewhat redundant, making the ex-
ample less than optimal, but an example like (34) shows that Keshet’s observation
is valid.

ITRox attributes the observation exemplified by (30) to Ruys (see footnote 9).
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(34) Billy has (either) [sent a letter to every congresswoman| or [talked to her
directly].

Irrespective of whether the word either is present or not, (34) can mean that every
congresswoman was either sent a letter or talked to by Billy. This indicates that
the quantifier inside the first conjunct can take scope over the entire coordinate
structure and bind the pronoun in the second conjunct. In an example like this, in
which the VPs are conjoined not by and but by or, there is little doubt that what is
involved is real coordination.

This contrasts with the situation in Japanese; the sentence in (35), which is a
rather faithful Japanese translation of sentence (34), clearly does not have the inter-
pretation in which the quantifier in the first conjunct takes scope over the disjunc-
tion. In other words, the sentence cannot mean that every one of the congresspeople
has already been sent a letter or directly talked to by Billy.

(35) [Biri wal, [tegami 0  [kokkaigiin no daremo ni] okuru
[Billy TOP] [letter ACC [congressperson GEN every one DAT| send-PRES
kal, [chokusetsu hanasu  ka] shita.
or| [directly  talk-PRES or] do-PAST
‘Billy has sent a letter to every one of the congresspeople or talked to him or
her.’

The reading that assigns wide scope to the conjunct-internal quantifier is also ro-
bustly unavailable in (36), which is the result of replacing the NP kokkaigiin no
daremo in (35) with the NP shichi-nin-ijo no kokkaigiin, which is used in (20),
(21), (24), and (25) as well.

(36) [Biri wal, [tegamio  [shichi-nin-ij6 no kokkaigiin ni]
[Billy TOP]| [letter ACC [seven or more GEN congressperson DAT]

okuru ka], [chokusetsu hanasu  ka] shita.
send-PRES or| [directly  talk-PRES or] do-PAST

‘Billy has sent a letter to seven or more congresspeople or talked to them.’

Thus, this is likely to be a genuine difference between the two languages.

Second, sentences like (37), discussed in Carpenter (1997, p. 325) and Chaves
(2005), also provide potential evidence that conjuncts are not always scope islands
in English.

(37) Every student and his or her supervisor met.

In this sentence, the predicate requires a group of people as opposed to a single
person as its subject argument, so an analysis that treats the entire subject NP every
student and his or her supervisor as a quantifier is not plausible if not inconceiv-
able. It seems more reasonable to view the initial conjunct every student as the

340



sole quantifier in the sentence and to allow it to take scope over the entire sen-
tence. A more complicated example like Every student and his or her supervisor
and every lawyer and his or her client met, in which the quantifiers involved are
proper subparts of larger conjuncts, seems to show the same pattern. Since what
is involved here is not apparent VP coordination but NP coordination and is thus
impossible to reanalyze as something other than coordination, examples like these
show, more convincingly than examples like (30) and (31) do, that conjuncts are
not necessarily scope islands in English.

The fact that not all conjuncts are scope islands necessitates a modification
to the theory described in Yatabe (2001). The theory stipulates (via constraints
imposed on the relevant H-CONS values by the definition of total compaction given
in (28) of Yatabe (2001)) that, when some domain objects are compacted into a
single, larger domain object, all the quantifiers properly contained in the original
smaller domain objects must take scope inside the resulting, larger domain object.
In conjunction with the assumption (stated in (30e) of Yatabe (2001)) that conjuncts
must always be totally compacted, this stipulation entails that conjuncts are always
scope islands. Obviously, the stipulation must be replaced by a less stringent one
at least in the case of English.

However, none of the English facts considered in this section invalidates the
claims made in Section 4 above. All the arguments in Section 4 are based on
Japanese facts, and therefore are not affected by findings about coordination in
English. What has been shown in this section is that the definition of compaction
proposed in Yatabe (2001) needs to be modified in order to accommodate the fact
that conjuncts are not always scope islands in English.

6 Summary

The result of questionnaire studies have been presented which shows that conjuncts
are scope islands in Japanese and that LNR can nullify such scope islands. This
finding favors the theory advanced in Yatabe (2001), which entails that RNR and
LNR can alter the scope of quantifiers, over the theory proposed in Beavers and
Sag (2004), which entails that the only semantic effect that RNR and LNR can
have is reduction of the number of quantifiers involved. Additionally, the way
quantification and coordination interact in English was examined and was found to
be slightly different from the way they interact in Japanese.
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Abstract

Townsend and Bever (2001) and Ferreira (2003) argue that simple
templates representing the most commonly used orderings of
arguments within a clause (e.g., NP-V-NP = Agent-Action-Patient)
are used early in sentence comprehension to derive a preliminary
interpretation before a full parse is completed. Sentences which
match these templates (e.g., active sentences, subject clefts) are
understood quickly and accurately, while sentences which deviate
from the templates (e.g. passive sentences, object clefts) require
additional processing to arrive at the correct interpretation. The
present study extends the idea of canonical templates to the domain
of noun phrases. I report on two experiments showing that possessive
free relative clauses in English, which involve a non-canonical
ordering of the head noun, are more difficult to understand than
canonically headed noun phrases. | propose two reasons for this
finding: (1) possessive free relatives deviate from the canonical
template for interpreting noun phrases; and (2) the formal cues for
interpreting possessive free relatives are relatively subtle. More
generally | suggest that canonical templates help constrain mismatch
in language by making certain kinds of mismatches costly for
language users. Finally, | argue that evidence for canonical templates
fits best within a parallel-architecture, constructionist theory of
grammar.

1. Introduction

Languages are full of mismatches or deviations from the canonical mappings
between form and meaning.T For example, passive constructions violate the
usual correlation between grammatical subject and semantic agent, while
object-fronting constructions violate the normal ordering of the direct object
in relation to the verb. Although such constructions are common in
languages and fulfill useful discourse functions, they come at some cost for
language users. Experimental evidence shows that sentences with a non-
canonical ordering of arguments are understood more slowly and less

Tram grateful to Yanhong Zhang for assistance with computer programming and
data collection. Thanks also to workshop organizers Gert Webelhuth and Ivan Sag,
audiences at HPSG 2007 in Stanford and at Purdue University, and Bob Channon,
Pat Deevy, David Kemmerer, Alex Francis, Adele Goldberg, Philip Hofmeister,
Stefan Miller, Tom Wasow, Ronnie Wilbur, Etsuyo Yuasa, and three anonymous
reviewers for their assistance at various stages. This research was funded by Purdue
University, College of Liberal Arts.
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accurately than sentences with canonical orderings (Ferreira 2003, Townsend
and Bever 2001, Love and Swinney 1998).

Why are non-canonical sentence types more difficult to process?
Townsend and Bever (2001) and Ferreira (2003) argue compellingly that at
least some effects of canonicity can be explained in terms of ‘canonical
sentence templates.” They argue that simple templates representing the most
commonly used orderings of arguments within a clause (e.g., NP-V-NP =
Agent-Action-Patient) are used early in sentence comprehension to derive a
preliminary interpretation before a full parse is completed. Sentences which
match these templates (e.g., active sentences, subject clefts) are understood
quickly and accurately. However, sentences which deviate from the
templates (e.g. passive sentences, object clefts) require additional processing
to arrive at the correct interpretation, leading to slower response times and
more comprehension errors.

In this paper, | report on two experiments which further support the
hypothesis that canonical sentence templates play a role in sentence
comprehension. While previous work in this area has focused exclusively on
non-canonical orderings of verbal arguments within clauses, | extend this line
of research to mismatches involving a non-canonical positioning of the head
noun within the noun phrase. Specifically, | report on two experiments
showing that possessive free relative clauses in English, which involve a non-
canonical ordering of the head noun, are more difficult to understand than
canonically headed noun phrases. | propose two reasons for this finding: (1)
possessive free relatives deviate from the canonical templates normally used
for interpreting noun phrases; and (2) the formal cues for correctly
interpreting possessive free relatives are relatively subtle. More generally |
suggest that canonical templates play a role in sentence comprehension and
help constrain mismatch in language by making certain kinds of mismatches
especially costly for language users. Finally, | argue that evidence for
canonical templates fits best within a parallel-architecture, constructionist
theory of grammar. In a constructionist theory, canonical templates may be
represented directly in the competence grammar (as default constructions),
thus simplifying the explanation of their role in sentence processing.

The paper is organized as follows. Section 2 discusses the
psycholinguistic motivation for canonical templates and the idea of “good-
enough” processing. Section 3 discusses the special properties of English
free relative clauses and reports the results of two sentence comprehension
experiments. Section 4 discusses some general implications of this study for
theories of grammar and theories of sentence comprehension.
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2. Why is Canonical Form Simple?

The term ‘canonical form’ usually refers to the most frequently occurring
orderings of arguments within a simple clause in a particular language.*
Non-canonical structures therefore include function-changing constructions
such as the passive construction as well as reordering constructions such as
object relatives and object clefts. Menn (2000) observes that canonical
sentence form has been shown, in general, to be simpler for processing than
non-canonical sentence form. Various explanations have been offered in the
literature on sentence comprehension. One is that canonical sentence types
have fewer dependencies involving gaps/traces than non-canonical sentence
types do (e.g., Grodzinsky 1995). A second explanation is that individual
verbs are lexically biased to occur in certain sentence frames (Gahl et al
2003, Menn 2000). For example, highly transitive verbs like kick and break
are biased toward an active interpretation in which the agent comes first,
whereas verbs like elect and injure are biased toward a passive interpretation
in which the patient comes first. Thus, processing difficulty arises when the
verb is not used in its preferred sentence frame. A third explanation is that
‘canonical templates’ specifying a particular linear ordering of semantic
arguments are used for the initial interpretation of clauses and sentences
(Ferreira 2003, Townsend and Bever 2001). Processing difficulty ensues
when a sentence violates the relevant template. This explanation is similar to
the verb bias explanation, except that canonical templates are specified at a
more abstract level independent of any particular lexical items. While all
three explanations are well supported at least for certain types of data, the
present study focuses only on the third type of explanation.

Townsend and Bever (2001) propose various ‘canonical sentence
templates’ relevant for the comprehension of clauses and sentences.
Canonical templates, which are language-specific, specify linear ordering of
constituents and their associated semantic roles. Templates do not include
information about hierarchical constituent structure. For example, the so-
called Noun-Verb-Noun (NVN) template for English is specified as follows
(Townsend and Bever 2001: 247):

(1) Linear order: NP \ NP
Semantic role: Agent Action Patient
The dogs destroyed the garden.

! The terms canonical and non-canonical must be defined differently for languages
with relatively free word order. For example, Stamenov and Andonova (1998) show
that object-fronting constructions in Bulgarian do not show the kind of filler-gap
effects in processing that have been found for English. In free word order languages,
canonical form might be defined in terms of certain combinations of case marking,
agreement marking, prosodic structure, and semantic roles.
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Townsend and Bever (2001) interpret numerous studies showing slower
processing for non-canonical clauses and sentences in terms of simple
templates such as NVN. Further supporting this idea, Ferreira (2003) used a
thematic role decision task to show that passive sentences and object clefts,
both of which violate the NVN template, are not only processed more slowly
but also misunderstood significantly more often than active sentences and
subject clefts. This was true even for simple, unambiguous, semantically-
plausible sentences with no garden-path structures and no subordinate
clauses. For example, for sentences like (2a), participants were 99% correct
on agent decisions, whereas for sentences like (2b), participants were only
88% correct (Ferreira 2003: 176). A similar difference was found for patient
decisions (97% for actives, 92% for passives).

2 a The dog bit the man.
b. The man was bitten by the dog.

Based on the results of three experiments, Ferreira argues that listeners and
readers use simple templates for a rough and ready (‘good-enough’)
interpretation of sentences before full syntactic and semantic processing is
complete. Importantly, her study showed that incorrect interpretations may
linger, leading listeners to misinterpret the intended meaning of the sentence.
In the following section | extend this line of research to the realm of noun
phrases.

3. Comprehension of English Free Relative Clauses

Ferreira (2003) has shown that canonical templates appear to play a role in
the comprehension of simple sentences. In this section, | explore whether
similar canonical templates might play a role in noun phrase comprehension.
In section 3.1, | propose a set of templates for English noun phrases and show
that possessive free relative clauses in English violate the proposed templates.
Specifically, possessive free relatives violate the normal ordering of the head
noun with respect to its specifiers/modifiers. In sections 3.2 and 3.3, | report
on two psycholinguistic experiments, both of which confirm that possessive
free relatives are more difficult to comprehend than other types of possessive
and non-possessive relative clauses.

3.1 Form-function Mismatch in Possessive Free Relatives

Free relative clauses contrast with normally headed relative clauses in that
they do not seem to have any external head. In (3a), the restrictive relative
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clause who said that modifies the noun person. However, in (3b) and (3c),
there appears to be no overt head preceding the relative clause.

3 a The person who said that is a fool.
b. Whoever said that is a fool.
C. Whichever person said that is a fool.

In general, free relatives have the distribution of the category to which
the relative pronoun belongs. For example, whoever-clauses as in (3b) and
whichever-clauses as in (3c) (in which whichever functions as a determiner)
have the distribution of NPs. Therefore, some authors have analyzed free
relative pronouns as heads in a position external to the relative clause (e.g.,
Bresnan and Grimshaw 1978, Larson 1987). However, because of parallels
between free relative clauses and other kinds of wh-clauses, the free relative
pronoun has more commonly been analyzed as occurring in a position
internal to the relative clause, such as Spec CP (Grosu 2002). In clause-
internal analyses, distributional facts are generally attributed to the presence
of an empty head (Grosu and Landman 1998) or a unary projection (Mller
1999) that allows the clause to function as a NP argument of other heads.?

The distinction between these various syntactic analyses is not crucial
to the current study, however. Most important for our purposes is the
semantic content of the free relative pronoun, which includes the referential
index of the NP as part of its meaning. For example, the pronoun whoever is
understood as ‘the person who’ or ‘anyone who’. Thus, in a subject relative
such as (3b-c), the relative pronoun whoever or the relative phrase whichever
person is understood to refer both to the subject of the relative clause (the
person who said that) and the subject of the matrix clause (the person who is
a fool).

Possessive free relative clauses in English are unique among free
relative clauses in that the possessive relative pronoun whoever’s is
interpreted as possessor of the following noun within the relative clause, but
also as head of a matrix clause NP. While whoever’s in (4a) functions within
the relative clause similarly to the relative pronoun whose in (4b), whoever’s
must also include the referential index of the matrix clause NP. Thus,
whoever’s is interpreted as ‘the person whose’ or ‘anyone whose’, and it is
the person (not the idea) that is a fool. A few additional examples from
naturally occurring internet discourse are included in (5a-c) below.

(4) a Whoever’s idea that was is a fool.
b. The person whose idea that was is a fool.

2 See also Wright and Kathol (2003) for a constructional view of the headedness
mismatch in free relative clauses.
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(5) a. “There were rose petals scattered across the floor and some had
writing on them. One said, ‘I'll love you forever’, and another said,
‘Be mine till the end of time.” How sweet, whoever's boyfriend did
this is a lucky girl.” (Quizilla.com, 2-20-2007)

b. “...as far as the kids on stage behind Roger, | agree with Basje on
this one too - that's pretty unprofessional...| am pretty sure whoever's
kids those were could afford a nanny or sitter for that night.”
(Queenzone.com, 3-31-2005)

c. “l bet whoever's car that is is having a worse day than you.”
(Stereokiller.com, 4-16-2007, referring to a picture of a car smashed
by a fallen tree)

It is interesting to note that although possessive free relatives are used in
casual discourse, and readily interpretable in an appropriate context, they are,
at least intuitively, a bit strange and more difficult to understand than
ordinary possessive relative clauses as in (4b) above. Here, | capture this
intuition in terms of Townsend and Bever’s (2001) idea of canonical
templates.

Extending the idea of canonical templates to the realm of NP structure,
I propose that there exist language-specific canonical templates for NP which
pair a certain linear ordering of constituents with a certain semantic role. In
English, these templates order the determiner (as in 6) or possessor (as in 7)
before the head, where head is defined semantically as bearer of the
referential index for NP:*

(6) Linear Order: Det N S
Semantic Role: Specifier Head Modifier
[The dogs that got loose] are in trouble.

(7) Linear Order: Possessor N S
Semantic Role: Specifier Head Modifier
[John’s  dogs that got loose] are in trouble.

Ordinary possessive relative clauses are syntactically and semantically
complex, but still conform to same the canonical template for NP, as shown
in (8):

® The question of whether free relative pronouns like whoever really are in a head
position external to the relative clause, or whether they are internal to the relative
clause, is not important for our purposes. It is clear that they are the only overt cue to
the semantic index of the NP.
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(8) Linear Order: Det N S
Semantic Role: Specifier Head Modifier
[The guy whose dogs got loose] is in trouble.

Furthermore, non-possessive free relative clauses as in (9) below also
conform to the canonical template, despite the (possible) presence of an
empty head in the syntax. In terms of identifying the referential index of NP,
whichever dogs in (9) functions similarly to the dogs in (6) above.

(9) Linear Order; Possessor N S
Semantic Role: Specifier Head Modifier
[Whichever dogs got loose] are in trouble.

Superficially, possessive free relatives look similar to possessive
phrases as in (7) and whichever-phrases as in (9). However, they have an
interpretation more similar to that of possessive relative clauses as in (8). In
(10), the interpretation of the referential index for the NP depends on the
possessive pronoun whoever’s, thus violating expected interpretation
specified by the canonical template:

(10) Linear Order: Possessor N S
Expected Semantic Role: Specifier Head Modifier
Actual Semantic Role: Head Modifier

[Whoever’s dogs got loose] is in trouble.

Following Ferreira’s (2003) ‘good-enough’ theory of sentence
processing, NPs which violate the canonical template should be more
difficult to process than those which do not. For example, the theory predicts
that listeners/readers should process sentences such as (10) more slowly than
regular possessive relative clauses such as (8) above. In addition, although
whoever’s in (10) refers to the owner of the dogs, listeners/readers should at
least occasionally interpret the sentence in (10) to mean that the dogs are in
trouble rather than their owner. Such misinterpretations are possible for
regular possessive relatives as in (8) as well, but should be less likely since
regular possessive relatives conform to the relevant template for NP. In the
following sections, | report on two experiments which tested these
hypotheses.

3.2 Experiment 1: Verb Decision Task

It is predicted that possessive free relatives should be more frequently
misunderstood and more slowly processed than similar phrases that conform
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to the ordering defaults for NP. To test this, we used a decision task in which
participants were presented with written sentences with the verb missing and
asked to fill in the correct verb form (“is” or “are”) by pressing a button.
Although this particular task has not previously been used in the literature on
sentence comprehension, it follows a similar logic to that of the thematic role
decision task of Ferreira (2003). Subject-verb agreement is used as an
indirect measure of sentence comprehension, since an accurate response
requires participants to correctly identify the referent of the subject noun
phrase. As with other decision tasks, slower decision time is assumed to
indicate more difficulty in processing.

3.2.1 Methods

Materials: Ten sets of stimuli like the set in Table 1 below were constructed
by combining each of two levels of two factors (possessive/non-possessive
and free/normal). Multiple versions of each sentence type were constructed to
counterbalance number specification on the relevant nouns, such that each
stimulus set included ten sentences: four for each normal possessive sentence
type (with number varied on guy and dog) and two for each of the other
sentence types (with number varied on dog).*

Sentence Types Example Sentence

normal possessive The guy whose dogs got loose is in trouble.
free possessive Whoever’s dogs got loose is in trouble.
normal non-possessive | The dogs that got loose are in trouble.

free non-possessive Whichever dogs got loose are in trouble.

Table 1: Stimulus Materials

Procedure: Following a brief background questionnaire, readers were
presented with a series of sentences in which main verb is missing, as in (11):

(11) Whoever’s dogs got loose __in trouble.

* Because it was only possible to vary the number of the head noun in the normal
possessive sentence type, | included only sentences with the singular version of the
head noun (guy in Table 1 above) in the statistical analysis. | assumed that the
relative pronoun whoever’s is always grammatically singular, given the
ungrammaticality of sentences like: *Whoever’s dog did that are in trouble. Thus,
two tokens of each type, varying the number of the relative clause subject (dog in
Table 1), were included in the analysis.
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Upon reading each sentence on the computer screen, participants pressed a
button on a response box choosing either ‘is’ or ‘are’ to complete the
sentence. Participants must identify the head noun in the subject of the
matrix clause to make a correct response. A correct response for sentence
(11) above, for example, would be ‘is’, since it is the owner (not the dogs)
who is in trouble. Stimuli were presented in five blocks of 40 sentences each
(20 test sentences including two tokens from each of the ten stimulus sets, 20
fillers in each block), with random ordering of sentences within each block
and random ordering of blocks. Accuracy and response time data were
recorded automatically by the E-Prime program used to present the sentences.

Participants: 42 Purdue University students, ranging in age from 18 to
51 (average age 23), participated. Of these, 16 were men and 26 were
women. All were native speakers of a North American variety of English.
Participants gave informed consent and were compensated with a choice of
either $3 or course credit from certain instructors, for a 15-20 minute session.

3.2.2 Results and Discussion

Accuracy: Mean proportion of correct responses for each condition was
calculated and analyzed using repeated measures analyses of variance with
two factors (possessive/non-possessive and free/normal) of two levels each.
Separate analyses were conducted with participants (F1) and items (F2) as
random effects. Accuracy data are shown in Figure 1 below.

As predicted, participants’ responses were less accurate for sentences
with possessive free relative clauses (78% correct) than for the other three
sentence types (94-97% correct). Possessives were significantly less accurate
than non-possessives both by participants and by items: F1(1, 41) = 33.27, p
<0.01; F2(1, 9) = 43.90, p < 0.01. Similarly, free relatives were significantly
less accurate than regular relatives both by participants and by items: F1(1,
41) =60.29, p < 0.01; F2(1,9) = 72.57, p < 0.01. There was also a significant
interaction between the factors possessive and free both by participants and
by items: F1(1,41) = 26.40, p < 0.01; F2(1,9) = 36.13, p < 0.01.

Response time: Mean response times were calculated and analyzed
using the same methods as for accuracy (above). The mean response times
for accurate responses in each condition are given in Figure 2 below.
Inaccurate responses were excluded from the analysis.
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As predicted, participants’ responses were slowest for sentences with
possessive free relative clauses. Possessives were significantly slower than
non-possessives both by participants (F1) and by items (F2): F1(1, 41) =
105.83, p < 0.01; F2(1, 9) = 47.33, p < 0.01. Similarly, free relatives were
significantly slower than regular relatives both by participants and by items:
F1(1, 41) = 44.95, p < 0.01; F2(1,9) = 72.57, p < 0.01. However, unlike with
the accuracy data, there was no significant interaction between the factors
possessive and free: F1(1,41) = 0.01, p = 0.91; F2(1,9) = 4.31, p = 0.07.

Participants were least accurate and had the slowest response times for
possessive free relatives. Thus, the results for accuracy appear to confirm the
initial hypothesis that non-canonical structure contributes to more frequent
miscomprehension, since possessive free relatives were the only sentence
type with significantly lower accuracy. Results for response time are less
conclusive. These results indicate that possessives are processed more slowly
than non-possessives, and that free relatives are processed more slowly than
normal relatives. However free relatives were slower than normal relatives to
about the same degree, regardless of whether they were possessive or not.
Since non-possessive free relatives (see Table 1 above) conform to the
canonical template for NP, the response time data cannot be explained on the
basis of the non-canonical position of the head noun. One possible
explanation is that response times were influenced by the special
quantificational meaning of free relative pronouns with -ever, which is shared
by both possessive whoever’s and non-possessive whichever (see Grosu
2002: 148). Another possibility is that the morphological similarity of
whoever’s and whichever created confusion (see section 4 below).

3.3 Experiment 2: True-False Decision Task

Because subject-verb agreement in English is subject to factors other than the
grammatical number of the head, the results in Experiment 1 might not be a
direct reflection of participants’ understanding of the subject noun phrases.
For example, an anonymous reviewer pointed out that it is possible that
participants might have chosen the plural verb in cases where the referent of
whoever was understood to potentially refer to more than one person (e.g.,
whoever’s dogs is understood as the people whose dogs). Experiment 2
tested the same hypotheses as Experiment 1 using a different task in which
subject-verb agreement was held constant.

3.3.1 Methods
Materials: Test stimuli were constructed in the same way as in Experiment 1,

with the same sentence types tested (see Table 1 above). However, number
on the nouns was not varied in this experiment. Instead, all nouns occurring
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in the subject NP were made singular to ensure that information about
subject-verb agreement did not influence participants’ responses. There were
ten stimulus sets, each including one token of each of the four sentence types.

Procedure: Following a brief background questionnaire, a series of
sentences was presented on the computer screen, each followed by either a
true statement or a false statement. For example:

(12) Sentence: Whoever’s dog got loose is in trouble.
[Pause with blank screen]
Statement: Some dog is in trouble. (True or False?)

Participants must press a button on the response box choosing ‘true’ or “false’
to indicate the truth of the statement in relation to the original sentence. To
respond accurately, participants must identify the head noun in the subject of
the matrix clause. For example (12) above, the correct answer would be
“false’ since it is the owner, not the dog, who is in trouble. There were four
balanced blocks of 30 sentences each (10 test sentences including one
sentence from each of the ten stimulus sets, 20 fillers in each block).
Sentences were ordered randomly within each block, and blocks were also
ordered randomly. Accuracy and response time data were recorded
automatically by the E-Prime program used to present the sentences.

Participants: 25 Purdue University students, ranging in age from 18 to
23 (average age 20), participated. Of these, 5 were men and 20 were women.
Except for one subject (whose data were excluded from the final analysis), all
were native speakers of a North American variety of English. Participants
gave informed consent and were compensated with a choice of either $6 or
course credit from certain instructors, for a 35-40 minute session. Three
subjects were excluded from the analysis: one due to a computer error, one
who failed to pay attention to the task, and one who turned out to be a native
speaker of Spanish.

3.3.2 Results and Discussion

Accuracy: As in Experiment 1, mean proportion of correct responses for
each condition was calculated and analyzed using repeated measures analyses
of variance with two factors (possessive/non-possessive and free/normal) of
two levels each. Separate analyses were conducted with participants (F1) and
items (F2) as random effects. Accuracy data are shown in Figure 3 below.
Results for accuracy were very similar to Experiment 1. As predicted,
participants’ responses were less accurate for sentences with possessive free
relative clauses (69% correct) than for the other three sentence types (95-98%
correct). Possessives were significantly less accurate than non-possessives
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both by participants (F1) and by items (F2): F1(1, 21) = 56.19, p < 0.01;
F2(1, 9) = 26.03, p < 0.01. Similarly, free relatives were significantly less
accurate than regular relatives both by participants and by items: F1(1, 21) =
24.97, p < 0.01; F2(1,9) = 13.34, p < 0.01. There was also a significant
interaction between the factors possessive and free both by participants and
by items: F1(1,21) = 59.88, p < 0.01; F2(1,9) = 20.55, p < 0.01.
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Figure 3: Percent correct for true-false decision task. Error bars indicate
standard error of the mean.

Response time: Mean responses times were calculated and analyzed
using the same methods as for accuracy (above). The mean response times
for accurate responses in each condition are given in Figure 4 below.
Inaccurate responses were excluded from the analysis.

As predicted, participants’ responses were slowest for sentences with
possessive free relative clauses. Possessives were slower on average than
non-possessives (2198ms vs. 1813ms). This difference was significant both
by participants and by items: F1(1, 21) = 13.37, p < 0.01; F2(1, 9) = 20.86, p
< 0.01. Although free relatives were also slower than regular relatives
(2043ms vs. 1968ms), this difference was not significant: F1(1, 21) = 1.16, p
=0.29; F2(1,9) = 0.73, p = 0.41. There was also no significant interaction
between the factors possessive and free: F1(1,21) = 0.32, p = 0.58; F2(1,9) =
0.83, p = 0.39.
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Figure 4: Response time for true-false decision task. Error bars indicate
standard error of the mean.

As in Experiment 1, participants in Experiment 2 were least accurate
and had the slowest response times for possessive free relatives. The results
for accuracy again appear to confirm the hypothesis that non-canonical
structure contributes to more frequent miscomprehension. Possessive free
relatives showed by far the lowest accuracy (69% as compared with 95-98%
for the other three sentence types). As in Experiment 1, results for response
time are inconclusive. While the results show that possessives are processed
more slowly than non-possesives, the difference between free relatives and
normal relatives was not significant. Thus, accuracy results but not response
time results support the hypothesis that possessive free relatives should be
more difficult to comprehend than the other sentence types.

4. Conclusions and Implications

Two experiments on possessive free relative clauses suggest that simple
canonical templates for NP may play a role in comprehension of both
canonical and non-canonical NPs. Violation of the default appears to affect
basic understanding of NP meaning, as shown in the accuracy results for both
experiments. Following Ferreira (2003, 2002), this kind of evidence suggests
a ‘good-enough’ model of sentence processing in which listeners’ or readers’
interpretations are initially based on information from simple canonical
templates. When the language input violates the relevant template, there are
at least two possibilities: (1) the violation is recognized and the correct
interpretation is computed, overriding the initial interpretation; or (2) the
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syntactic information in the sentence is not fully processed and the incorrect
interpretation lingers. Such a model can explain our accuracy results for
possessive free relative clauses: for accurate responses, the violation is
recognized and repaired, while for inaccurate responses, the initial
interpretation lingers. This helps explain the significant differences we found
between regular possessive relative clauses and possessive free relatives.
There is still, of course, the possibility that some responses were inaccurate
for independent reasons. However, such as possibility is necessary anyway to
explain why some of the control sentences also yielded inaccurate responses.

The idea of canonical templates and ‘good-enough’ processing has
general implications for the nature of language as well. The use of canonical
templates in processing may help constrain the occurrence of non-canonical
construction types in languages by making certain linear order mismatches
especially costly for language users. In a relatively fixed word order
language, deviations from the canonical ordering of the verb’s arguments
typically require special formal marking in the grammar and/or lexicon
(Hawkins 2004: 147-167). For example, the grammar of English does not
permit the kind of mismatch that would result in an interpretation of example
(13a) below in which the cat is the agent of the action. Such an interpretation
is at least conceivable, given the existence of alternations as in (13b-c), where
a lexical difference between the verbs like and please indicates a reversed
ordering of argument roles.

13) a. The dog chased the cat.
b. The dog likes the cat.
C. The cat pleases the dog.
d The cat was chased by the dog.

However, lack of any kind of formal marking would result in a high degree of
ambiguity, thus making sentences involving non-canonical ordering of
arguments more difficult to comprehend even in an appropriate discourse
context. Thus, in cases where the template is violated, languages tend to mark
the difference by using different verbs (as in 13b-c), or by using explicit
grammatical markings. In (13d), for example a passive sentence with explicit
formal marking (auxiliary verb be, preposition by) is used to express a
reversal of argument role ordering.

In the light of this general preference for explicit marking of non-
canonical structures, it is possible that possessive free relatives are confusing
because the possessive pronoun whoever’s is the only linguistic cue to the
intended interpretation and may be confusable with other morphologically
similar pronouns. This is in contrast to passive sentences, which contain
multiple formal cues. The lexical meaning of whoever’s ‘the person whose’
includes the meaning associated with the head noun in a regular relative
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clause.”> Most of the time, this cue was sufficient for interpreting possessive
free relatives accurately (78% in Experiment 1, 69% in Experiment 2), but it
was not in a significant minority of cases. It is therefore possible that
possessive free relatives are especially hard because of the morphological
similarity between the relative pronouns whoever’s and whichever. Since
whichever conforms to the NP template, confusability with whoever’s does
not significantly affect accuracy of interpretation. However, this potential
confusability could explain why non-possessive free relatives with whichever
showed longer response times than regular non-possessive relatives in
Experiment 1 (see Figure 2 in section 3.2.2 above).

Evidence for canonical templates also suggests that certain models of
competence grammar may be preferable to others. Townsend and Bever
(2001) adopt a Principles and Parameters style theory of syntax. Because this
type of theory does not permit form-meaning pairings (‘constructions’)
directly in the grammar, Townsend and Bever must put canonical templates
into a special level of ‘pseudo-syntax’ distinct from the grammar. However,
the idea of canonical templates fits easily into a parallel-architecture,
constructionist view of grammar (e.g., Jackendoff 2007, Goldberg 2006,
Goldberg and Bencini 2005, Yuasa 2005, Sag 1997). Using such a theory,
canonical templates can be understood as ‘default constructions’ that specify
basic mappings between linear order (not hierarchical structure) of
constituents and semantic roles. Specific constructions such as passive
contain the relevant information to override the defaults, but in online
comprehension, this information is not always accessed in time to ensure a
correct interpretation. Thus, using a constructionist theory allows us to
simplify the representation of linguistic knowledge that is relevant for
sentence processing.

Finally, I suggest that the approach taken here is compatible with at
least some aspects of usage-based models of grammar and processing (e.g.,
MacDonald, Pearlmutter, and Seidenberg 1994).° Usage-based models
emphasize the importance of frequency effects and lexical biases. In this
light, default constructions can be understood as constructional biases of
clauses or phrases, akin to lexical biases of verbs. Constructional biases are
based on frequency of certain linear order-semantic role mappings, distinct

® In a Google search of internet discourse, | found a few examples in which
whoever’s did not seem to indicate the head noun. For example: “I took a shower
while whoever's kids these were did homework™ (DISboards.com, 12-05-2005). The
difficulty of this construction may be prompting a re-analysis of whoever’s as
meaning ‘some unknown person’s’ rather than the ‘the person whose’. This issue
needs to be investigated and controlled for in future research on this topic.

® What is not predicted by usage-based models, however, is Ferreira’s finding that
incorrect interpretations of non-canonical structures may linger after disambiguating
information is presented. This goes against the idea that all relevant information is
used as soon as it becomes available.
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from the frequencies of particular lexical items or particular constructions
such as the passive construction. Infrequent constructions that conform to the
relevant linear order default are predicted to be easier to understand than
equally infrequent constructions that violate the default, all else being equal.
Ferreira (2003: 179-184) provides some evidence for this. Her study found
that comprehension of subject clefts (e.g., It was the dog who bit the man),
which conform to the canonical templates but are infrequently used, is more
similar to that of active canonical sentences than to that of object clefts or
passives. While the current study cannot speak directly to this issue, since
frequency information was not collected, these predictions suggest interesting
directions for future research.
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Abstract

‘Multiple nominative constructions’ (MNCs) in Korean have two main sub-
types: possessive and adjunct types. This paper shows that a grammar allow-
ing the interaction of declarative constraints on types of signs — in particular,
having constructions (phrases and clauses) — can provide a robust and effi-
cient way of encoding generalizations for two different MNCs. The feasibil-
ity of the grammar developed here has been checked with its implementation
into the LKB (Linguistic Knowledge Building) system

1 Recognizing the Two Types of Multiple Nominative
Construction

The ‘multiple’ nominative constructions (henceforth MNCs) exemplified in (1) are
some of the more puzzling phenomena in topic-prominent languages like Korean,
Japanese, and Chinese (Yoon 2004).

(1) a. John-i/-uy son-i khu-ta
JohnNOM/GEN handNOM big-DECL
‘John’s hand is big.’

b.  yelum-i/-ey/*-uy maykcwu-ka choyko-i-ta
summernNoM/-LOC/-GEN beerNOM  best€cOP-DECL
‘Summer is the best time to have beer.

In both examples, it is not the first but the second nominative (NOM) phrase that is
the argument of the intransitive matrix predicate: it is the hand that is big, and it is
the beer that tastes good in summlkahnandsummerare not direct arguments of

the matrix predicate. Considering that a clause usually contains at most one subject,
expressed as a NOM phrase, the function of the first NOM is then a puzzle.

In terms of pragmatic conditions, the first NOM phrase in both cases character-
izes the remaining part (which is often called ‘sentential predicate’). For example,
in (1)a having a big hand is a characterizing property of John whereas in (1)b,
tasty beer is a characteristic of summer. If there is no such relation, the first phrase
cannot be NOM, though it can be a genitive modifier:

(2) a. John-uy/*-i [swuep-i ttapwunha-ta]
JohnGEN/-NOM classNOM boring-DECL
‘John’s class is boring.’

TThis work was supported by the Korea Research Foundation Grant (KRF-2005-042-A00056)
funded by the Korean Government.

1The abbreviations for the glosses and attributes used in this paper are ACC (accusative), ARG
(argument), C-CONT (constructional content), DAT (dative), DECL (declarative), LBL (label), LOC
(locative), LTOP (local top), NOM (nominative), PL (plural), PRE (predicate), PST (past), IND
(index), RELS (relations), TOP (topic).
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b.  yelum-ey/*-i[John-i  congcong mikwuk-ul ka-n-ta]
summertoc JohnNOM often AmericaACC go-PRESDECL
‘In summer, John often goes to America.’

However, the first NOM in these examples also behaves differently. In exam-
ples like (2)a (which we we call the possessive nominative construction (PNC)),
the two consecutive NOM phrases are in a possessive relation, as shown by the
alternation with the possessive marker on the first NOM. Meanwhile, in examples
like (2)b (which we call the adjunct nominative construction (ANC)), there is no
such a relation. The first phrase functions more like an adjunct, as indicated by the
locative marker.

There are also other differences between the first NOM phrase in the PNC and
the ANC. For example, only the former can function as a raised object:

(3) a. Mary-nun [John-ul] son-i khu-ta-lako mitessta
Mary-Top JohnAcc handNom big-DECL-cOMP believed
‘Mary believed John’s hand is big.’

b.??/*na-nun [ecey-lul] nalssi-ka acwu
I-TOP yesterdayacc weathemom very

tewu-ess-ta-ko sayngkakha-n-ta
hot-PAST-DECL-COMP think-PRESDECL
‘| think yesterday the weather was really hot.’

The first NOM in the PNC can also serve as the antecedent of a floating quantifier,
whereas this is not possible in the ANC:

(4) a. haksayng-tul-i khi-ka [sey myeng-i] khu-ta
studentsnoM heightNoM threeCL-NoM tall
‘Three students are tall’

b. *tosi-ka nalssi-ka [sey kos-i]  cwup-ta
city-Nom weathemiom threeCL-NoMm cold
‘In three cities, the weather is cold.

These differences indicate that the language has at least two different MNCs.
However, this does not mean that the two do not share some properties. As noted
earlier, the first NOM in both the PNC and ANC is in a characterizing relation with
the remaining parts (‘sentential predicate’). In addition, we can show that the first
NOM in both constructions is the realization of information focus (cf. O’'Grady
1991, Sclize 1996, Yang 1999). The evidence that the first NOM marks focus
can be drawn from several phenomena. For example, the first nominative (unlike
a genitive NP) receives an exhaustive reading, a canonical property of focus. The
impossibility of having the exclamatory expressioeki ‘here’ in (5)a, which is
generally not used for exhaustive listing, but rather for neutral description, could
be attributed to the exhaustive list readinglofin-i
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(5) a. *ceki John-i apeci-ka  o-si-fita
over.there JohmoMm fatherNOM comeHON-DECL

b. ceki John-uy apeci-ka o-si-ta
over.there JohiegEN fatherNOM comeHON-DECL

Observing the similarities and differences between the two constructions we
have shown so far, the questions that arise with respect to parsing such construc-
tions are (a) how to license the first NOM phrase which is not an argument of the
main predicate, (b) how to process its semantic and pragmatic contributions to the
sentence as a whole, and (c) how to recognize and represent the different properties
of these two constructions.

2 A Construction-Based Analysis

As a way of capturing generalizations about the shared properties of diverse con-
struction types (including the MNCs here), our grammar adopts the notion of con-
structions from Ginzburg and Sag (2001) and classifies phrases in te HEz\DF
EDNESSandCLAUSALITY, as represented in (6):

(6) phrase
HEADEDNESS CLAUSALITY
hd-filler-ph  hd-mod-ph  hd-spr-ph core-cl info-cl rel-cl
top-cl foc-cl
hd-filler-top-cl  hd-mod-top-cl hd-mod-foc-cl hd-spr-foc-cl

As shown in the hierarchy here, each type of phrase is cross-classified, inherit-
ing both from theCLAUSALITY type and from eHEADEDNESStype. The con-
straints on the subtypes BEEADEDNESSWill license well-formed phrases in the
languagé’.

(7) a. XP[hd-spr-pl}—>,H[SPR<>}

b. XP[hd-mod-ph — [MOD ()], TH

2In addition to these well-formed phrases, the languagétas.bj-ph hd-comp-phandhd-lex-
ex for the combination of head with its subject, head with its complement, and head with another
lexical element to form a complex predicate, respectively. See Kim (2004).
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c.  Shd-filler-pti — IXP, §GAP (T)]

These constraints on well-formed phrases, similartoukes, allow the combina-

tion of a head and its specifier, a head and its modifier, and a head and its filler,
respectively. These constraints inherit to their subtypesHikdiller-top-cl and
hd-mod-top-¢lwhich also function as the subtypes@fAUSALITY .

The subtypes o€LAUSALITY includecore-cl rel(ative)-cl andinfo-cl. The
core-cltype includes canonical types like declarative and imperative. The con-
straints oninfo-cl are the locus of our treatment of the PNC and ANC. The type
info-cl has at least two subtypesop-cl andfoc-cl, which have either a positive
TOP(IC) or FOC(US) value. Each has its own constraints that are inherited to its
subtypes. For examplé&p-cl andfoc-cl are declared to have the following con-
straints which will be inherited to their subtypes:

(8) a. top-cl
PREDabouf LBL h3 E"é?_ohadec
C-CONT|RELS({ |ARG1h3 — , S
ARG2 h4 TOP + IC +
SUBJ( )
b. foc-cl
SPR{ ) —
PREDcharacterizin
C-CONT] RELS< ARG1h3 >
ARG2h4
GCASEnom
[INP| FOC + , S[SBPE{Z]
LBL h3

The topic clauset¢p-cl) has as its constructional content (C-CONT) avout-
relation: the topic phrase tells us what the main clause is about. The value of
LBL is a handle, which is a token to its elementary predicate (EP) in the MRS
system. We can see that the ARG valuealmfutare the value of the topic phrase’s
LBL (h3) and that of the head S (h4). Meanwhile, the focus phrised]) also

has a constructional constraint indicated by the relatloaracterizing That is,

in afoc-cl, the focused initial phrase (having a grammatical case (GCASE) such
as nominative and also being marked as a FOC phrase) is characterized by the
following S. Notice that theop-cl has two subtypeshd-filler-top-clandhd-mod-
top-cl. The existence of two types of topic clause has been well attested in the
literature:

(9) a. kuchayk-un [Edward-i __ilk-ess-ta] td-filler-top-c)

the bookToP EdwardNOM  readPAST-DECL
‘The book, Edward read .’
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b. [ecey-nun [nalssi-ka  chwu-ess-ta]] hd-mod-top-dl
yesterdayropP weathemOM cold-PAST-DECL
‘As for yesterday, it was cold.’

In (9)a, the topic phradeu chayk-uns an argument of the main predicdteess-ta
and enters into a Filler-Head relation, whereas in (9)b, the ®gBg-nuns just an
adjunct.

Similarly, the typefoc-cl (focus clause construction) also has at least two sub-
types, depending on the grammatical function of the first NOM phrase. As defined,
the PNC is an instance bfl-spr-foc-cwhereas the ANC is an instancehaf-mod-
foc-cl. This classification is motivated by the fact that in the PNC the first NOM
functions as the specifier of the second NOM NP, whereas in the ANC it is just
an adjunct. This kind of multiple inheritance system for clausal types allows us to
capture the generalizations among constructions by appropriate type declarations.
The constructional constraints éwc-cl are inherited to its subtypelsd-spr-foc-cl
andhd-mod-foc-cl One thing to notice here is that in thel-mod-foc-cANC),
the first NOM can be freely introduced if it has a positive MOD value. Meanwhile,
in the hd-mod-foc-cIPNC, the first NOM phrase is introduced as a specifier in
accordance with the following lexical rule:

(10) SPR Lexical Rule:
[v-spr
SPR(2];)
VAL SPR(2))
SUB ;
v-stative— J{'—BL h6é }ﬁ
PREDsubordinaj >

ARGL |
ARG2 |

SEM| RELS<...,

The effects of this lexical rule are as follows. It allows a stative verb taking one
argument to be turned into a verb that selects an additional specifier which is in a
subordinaterelation to the subject.

The two consecutive NOM phrases need to be in a certain semantic relation
(e.g., the subordinate relation) in the PNC, as can be seen from the evidence in
(12):

(11) a. pyeng-uy/-*i akhwak-ka i kyolkwa-lul cholayhayessta
illness-GEN/NOM worsening this result  caused
‘The worsening of the illness caused this condition.’

3The termsubordinatioris borrowed from Na and Huck (1993). Xtisematically subordinat®
an entity Y iff Y's having the properties that it does entails that X has the properties that it does.
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b.  John-uy/*-i iphak-i wuli-lul nolla-key hayessta
JohnGEN/NOM admissionNOM we-ACC surprisecomp did
‘John’s admission surprised us.’

An intransitive predicate like ‘big’ will be turned into @spr word by the
lexical rule above:

(12) a. [PHON (khu-) i
HEAD verb

VAL | SUBJ (NPQ}
ARG-ST (@)

PREDDbig
SEM| RELS< ARGOs1 >

SYN [

ARGLIi

b. [v-spr
PHON  (khu)
[HEAD verb

SPR(BINP;) }
SUBJ(N',[SPR(3])])
ARG-ST (1))
[INDEX s1

PREDDbig
SEM RELS<

SYN

VAL {

ARGOs1
ARG1i

PREDsubordinat
, |ARGL1i >

ARG2j

As sketched here, the generation of the PNC and the ANC is dependent upon inter-
actions among different grammatical components, assigning the appropriate struc-
tures for the two different types of MNCs.

3 A Computational Implementation of the Analysis

The analysis we have presented so far has been incorporated into the typed-feature
structure grammar HPSG for Korean (Korean Resource Grammar) aiming at work-
ing with real-world data (cf. Kim (2001, 2004)).To test the performance and feasi-
bility of the analysis, we have implemented this into the LKB (Linguistic Knowl-
edge Building) systerfi.The test results give the proper syntactic as well as seman-
tic structures for the two different focus constructions. For example, the following
is the parsing result of the sentence (1a):

We can see here that the MRS that the grammar generates provides enriched
information of the phrase. The value of LTOP is the local top handle, the handle of

“The current Korean Resource Grammar has 394 type definitions, 36 grammar rules, 77 inflec-
tional rules, 1100 lexical entries, and 2100 test-suite sentences, and aims to expand its coverage on
real-life data.
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Figure 1: Parsed Tree and MRS for ‘It is John whose hand is big.’

the relation with the widest scope within the constituent. The INDEX value here
is identified with the ARGO value of thprpstnm.rel (propositional message).

The attribute RELS is basically a bag of elementary predications (EP) each of
whose values is eelation.Each of the typeselationhas at least three features LBL,
PRED (represented here as a type), and ARG0O. We can see that the LBL value
of namedrel and that of theprpstnm_rel are both the arguments of the PRED
relation characterizing capturing the pragmatic relations in the MNC. The two
NOM phrases are also linked by the relateubordinatevhose ARGO and ARG1
values are x5 and x10, respectively.

4 Conclusion

‘Multiple nominative’ constructions present challenges to theoretical as well as
computational linguists. In particular, the functions of the first NOM phrase in
MNCs are not straightforward. The first NOM can be either a specifier or an ad-
junct, and it has a specific semantic relation with regard to the remaining sentence
—itis ‘characterized’ by the rest of the sentence.

This paper shows that a grammar allowing interactions of declarative con-
straints on types of signs — in particular, constructions (phrases and clauses) — can
provide an robust and efficient way of parsing these two different types of MNC.
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Abstract

In this paper | want to discuss Goldberg’s claim that phr&aistruc-
tions can be regarded as underspecified statements abounaohwa and that
therefore my claim that she would have to assume 218 Cotistngdo ac-
count for resultative secondary predication in German angr | will discuss
earlier HPSG approaches to particle verbs, which are gitttleesultatives
in many respects.

In addition to this | will provide more data against a surféesed phrasal
solution.

1 Introduction

The main topic of this paper is resultative constructioks the one in (1).

(1) weil niemand denTeich leer fischt

becausaobodyem the pond,cc emptyfishes
‘because nobody fishes the pond empty’

Resultatives involving unergative verbs usually consist main verb that selects
for a subject, a secondary predicate (in German, adjectiBpand an accusative
object. The secondary predicate predicates over the daeiskn some cases the
accusative can be interpreted as an argument of the main lwarrlas (1) shows,
this is not necessarily the case.

(1) has a meaning that involves more than the predicatggyandto fish The
action of fishing stands in a causal relation to the resuliipagde. The question of
interest here is: Where does this additional meaning cooma?r There are two
main ways of answering this question.

Answer 1 Itis there since the NP[nom], NP[acc], Pred and V are useccirtain
phrasal configuration.

Answer 2 It is there since a special lexical item selects for NP[noN®[acc],
Pred and contributes the appropriate measing.

TThis paper was presented at the Worksimstructions and Grammatical Theamhich was
part of the HPSG conference that was organized in conjumatith the 2007 LSA Linguistic Insti-
tute. This paper address a number of issues raised by Adédib&g in the class she and Michael
Tomasello gave at that institute.

I want to thank lvan Sag and Gert Webelhuth for the invitatimthe workshop and the audience
for discussion and comments on the talk. During the ingtitutad a lot of discussion that was
connected to the preparation of the talk. | want to thankdHafckerman, Doug Arnold, Emily
M. Bender, Jurgen Bohnemeyer, James Blevins, Adele Gajdtitatter Haugereid, Gerald Penn,
Ivan Sag, Thomas Stolz, Michael Tomasello, Gert Webelharid, Shravan Vasishth for the discus-
sion of different perspectives on phrasality, morpholgugtiphrasis, underspecification, iteration,
and other connected topics.

Thanks to Petter Haugereid for the discussion of his phiasalysis and to Frank Richter, lvan
Sag, Manfred Sailer, Gert Webelhuth and Stephen Wechgl@ofoments on an earlier version of
this paper. | thank Philippa Cook for proof-reading.

IThere are different versions of the lexical analysis thdithve discussed below.
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The phrasal approach was suggested by Goldberg (1995) a@dlbiperg and

Jackendoff (2004). The respective authors suggest thenfiolg phrasal configu-
rations:

(2) a. [SUBJ[V OBJOBL]] (Goldberg, 1995, p.192)
b. VP— V NP AP/PP (Goldberg and Jackendoff, 2004)

In both approaches the semantics is associated with theevagct, that is with
[SUBJ [V OBJ OBL]] or with the VP, respectively.

Lexical analyses were suggested by Simpson (1983),45, Verspoor (1997),
Wechsler (1997), Wechsler and Noh (2001), and Miller (2D@@aEnglish, Ger-
man, and Korean. The authors assume a lexical rule thaesetlhé lexical item
with the resultative semantics to the lexical item of thebvirat is used in con-
structions without a result predicate.

As was discussed in Muller, 2006, the difference betweervilbeapproaches
is rather small. This can be seen by looking at the picturagare 1. While in the
syntactic analysis the lexical item is inserted into a ¢enpéarase structural config-
uration which provides the resultative meaning, in thedakiule-based approach,
the lexical item is mapped to another lexical item that pitesithe resultative read-
ing. Under one view of lexical rules, lexical rules are egigwt to unary branching

rules (Krieger and Nerbonne, 1993, Chapter 7.4.1; Copesiak Briscoe, 1992;
Meurers, 2001).

phrasal approach approach using lexical rules
syntax [SUBJ[V OBJ OBL]] [NPpon][NP[acd[Pred V]
fischen(X) &
become(pred(Y))
words in V[SUBCAT< NP[str], NP[str], Pred>,
the lexicon CONTENT fischen(@) & become(pred@))) ]
listed fischen(X) VEUBCAT < NP[str]>,

CONTENT fischen(l) ]
Figure 1: Phrasal vs. Lexical Rule-Based Analyses

The figure shows that the differences between the two aradfysesmall. How-
ever, as | pointed out in Miller, 2006 the consequences aereséf one takes a
closer look at the interaction of the resultative constactvith other phenomena
in grammar. Depending on the assumptions one makes, one &8dConstruc-
tions to account for different ordering patterns and foeiattions with valence
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changing processes like active and passive. If one is wgitlinabstract away from
local reorderings one still needs to stipulate 32 Constrost

A possible counter argument to this view might be that a @ir@snstruction
does not make any claims about the order of the constructots and that it is
only the interaction with other constructions that detemsithe actual order of the
material?

In her lecture, Goldberg discussed the Ditransitive Caoetizn, which con-
sists of subject, verb, obj1, and obj2:

(3) V SUBJOBJ1 OBJ2

She claimed that this construction is phrasal but does nk¢may statement about
the constituent order. The constituent order facts followwnt the ways this con-
struction interacts with other Constructions. For simgetences with ditransitive
verbs (3) interacts with the Subject-Predicate Conswuaciind with the VP Con-
struction (Kay and Fillmore, 1999, p. 8, p. 13). Assuming eapjel treatment for
the Resultative Construction, it should have the form inrgther than the one
given in (2a).

(4) V SUBJOBJ OBL

The rest of the paper will be structured as follows: | willaliss the prob-
lems that one runs into if one assumes that phrasal Coristiaare simple form-
meaning pairs that connect a dominance constraint to a mgeavithout making
reference to internal structure. The alternative to an@gagr that does not refer
to internal structure is approaches that make internattstrel available to higher
nodes in the tree (constituent order approaches relyingdditi@nal features like
DOMAIN (Reape, 1994) or approaches that collect all words that anerdited
by a certain node (Riehemann, 2001)). | will start discugsionstituent order in
Section 2. Sections 4 and 5 deal with two other phenomenaathgtroblematic
for phrasal analyses: control constructions and valenemgihg processes like
passive.

Before | start discussing the various points, | want to sunmaahe basic as-
sumptions Goldberg makes: She assumes that there are sfotraations (Gold-
berg 1995, p.7; 2006, p.205), a view that is shared by evesyhleorking in
constraint-based theories. Furthermore she does not &lowmpty elements
(Michaelis and Ruppenhofer, 2001, p. 49-50; Goldberg, 20080).

2 Constituent Order

In this section | want to look at the interaction between tlo@€iruction in (4) and
other Constructions in a local context. The first part death the problems that

2Goldberg (lecture at the LSA institute and presentatiorhatWorkshop orConstructions in
Grammatical Theoryn 2007 in Stanford).

SConstructions are form-meaning pairs. Both (3) and (4) aseciated with a meaning. Since
the details of the meaning representation are irrelevathtspresent context, they are omitted here.
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arise if one does not assign any internal structure to ph@msastructions.

2.1 Descriptionswithout Reference to Syntactic Structure

Linguistic objects are usually described by feature valaiesp Construction Gra-
mar (CxG) and HPSG share the view that both syntactic andreénpaoperties of
linguistic objects have to be described in the same repratsem of the linguistic

object. CxG and all variants of HPSG share the view that sriglical items (lex-

emes, words) are form meaning pairs and are described byeahed description.
The constraints on possible lexical items can be repredenta type hierarchy
in a non-redundant way. By making use of a type hierarchyeggizations over
linguistic objects are captured.

Similarly we can describe the properties of mother nodeswoifaiex linguistic
objects by feature descriptions and we can use the typertigréo organize the
respective constraints. The relations of the mother node tmmediate daughters
can also be represented by feature value pairs and the @iotstcan be grouped
in the hierarchy. Depending on the assumptions one makdseitheory, it is
possible to describe complex trees of arbitrary depth aongesties of parts of
such trees. Accessing the internal structure of complegxiistic objects should be
avoided where possible, but it might be needed for the aisabfgdioms (Sailer,
2000). Sign-Based CxG (Sag, 2007b,a) and some versions 86GHBag, Wasow
and Bender, 2003) try to exclude the last option explicithsbtting up the feature
geometry in a way that makes it difficult to access the infestmacture of linguistic
objects?

After these introductory remarks we can now look at the saingcin Figure 2.

S
/\
NP VP

/I\

Vv NP AP
He fis|hes th(—:'| pond e|mpty

Figure 2. The Resultative Construction in Interaction wite Subj-Pred and VP
Construction

If (4) is a form-meaning pair, it has to be a constraint on the&e since only
this node contains the subject and the assumption is thé édphrasal construc-
tion. If we assign the meaning to the highest node that camt@i material that is
part of a Construction, we get a problem with the composiiatetermination of
the semantics of utterances. For example consider the efnigedf the VP under
a modal as it is depicted in Figure 3. To get the right compmsd semantics for

4See Milller, 2007a, Section 12.3 for discussion.
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NP VP
\% VP
\Y NP AP

He should fish  the pond empty

Figure 3: Auxiliaries and modals may intervene

sentences like the one in Figure 3, the meaning of the Résaltaonstruction has
to be present at the VP node that is embedded under the fmathal consequence
is that there has to be some VP node in the description of tiseilRéve Con-
structions since the phrasal approach refuses to assigaghktative semantics to
the V node. Therefore one has to assume a more structuredptdiesc namely
[SUBJ [V OBJ OBL]] which is the representation that was sigjge in Goldberg,
1995, p. 192 Once one refers to nodes in more complex linguistic objewts,
necessarily reduces the degree of freedom in constituelet.oThe statement in
(2a) involves the two linguistic objects Subj and [V OBJ Olodaf one ignores
analyses that assume discontinuous constituents suctemest# leaves only two
possibilities for constituent order: Subj [V OBJ OL] and MBOOL] Sub;j.

Note that a VP seems to be necessary for another reason: ftenation of
the verb with the accusative element and the predicate Haes lioensed syntacti-
cally. Since neither the NP nor the secondary predicate &gument of the verb
in (4), there is nothing that licenses the two elements incthdiguration in Fig-
ure 2. If one allows a VP node, the two elements could be le@insa special VP
configuration in the spirit of Goldberg, 1995, p. 192.

If one wants to do without a VP node in the Resultative Coiesittn, one
would have to represent the constraints on the semanticilootion in an under-
specified way. This could be done by using a semantics fosmdike Minimal
Recursion Semanti¢€opestake, Flickinger, Pollard and Sag, 2005) or a semanti
description language like CLLRS (Penn and Richter, 200#arnly case one has to
make sure that the resultative semantics is introduced atla below the modal/

S\t is possible that one can find ways to encode the semantieseptation by making use of
elaborated pointer mechanisms and similar semantic @ntsy but the analysis in whicshould
embeds the content of the VP (modulo quantifiers) will alwagsimpler and therefore preferable.

6Note also that neithethe pondnor emptyare arguments of the base védih in fish the pond
empty There has to be a way to ensure that these components ofsthleative construction (and
no other constituents) are present in the VP node. Since theto lexical item that selects these
elements, the assumption of a special VP node that ensaethih material appears together in the
VP seems to be the most straightforward solution.

"However, see Section 2.2 for a discussion of approacheashkame discontinuous constituents.
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auxiliary, which is not straightforward without any addital machinery.

One could suggest not specifying the subject as part of thesphconfigura-
tion. This is basically the approach that Goldberg and Jabdd (2004) suggest.
Note that this approach is similar to the valence based aphreince the subject
slot of the VP is open and the constraints on subjects wouldepeesented as
valence features in the description of the VP.

| want to turn to German now. The example in (5) involves anedo\that
scopes over the resultative meaning:

(5) weil niemand denTeich absichtlich leer fischt
becausenobody,om, the pond,cc deliberatelyemptyfishes
‘because nobody fishes the pond empty deliberately’

In a transformational framework one could assume deat Teich leer fiscHbrms
a VP and thatabsichtlich modifies this VP.den Teichwould be scrambled out
of the VP in a later step of the derivation of (5). Since Camgion Grammar
does not allow transformational derivations and sincedengs like the one in
(5) are usually not modeled in a way that uses the devicesatkahnalogous to
movement in transformational theories AsH), the resultative meaning has to be
present at the node féeer fischt The consequence would be that the resultative
construction involves reference to a predicate complexem@n while it refers
to a VP in English. In the lexical treatment, English and Ganrtand Korean) are
parallel, the differences follow from the general syntactnstraints that hold for
the respective languages but not from the stipulationshhae to be made with
respect to the resultative constructfon.

A way to avoid this difference might be the assumption of aiigmuous con-
stituents, a proposal | turn to in the next section.

2.2 Discontinuous Constituents

A suggestion to fix the problems that were touched on in theigue section may
involve discontinuous constituents. Discontinuous damestts would allow us to
talk about the relationships that have to hold between thahiad linguistic ob-

jects: There has to be a predicative element of a certaigaatat predicates over
an object, and the verb comes together with a subject. Shmcednstruction can
be discontinuous, we predict that parts of the construcgpear in other parts of

8See for instance Riehemann, 2001 for an analysis of idioing 14RS. The event variable and
pointers to the semantic contribution of idiomatic constiens are provided at lower nodes, but the
semantic contribution of a Construction is stated highenupe tree. In order to apply this technique
to the case at hand one would have to make sure that the ev@tileebelonging to the resultative
semantics is introduced at the node of the embedded VP,ghetference to this node would be
necessary.

9As Gert Webelhuth pointed out to me, this argument is pdrailéhe argument by Perimutter
and Postal (1977, Section 2.1) against the Chomskian tianafional theory of passive: The trans-
formations that were suggested for the English passive hWigldy language specific and did not
capture the general properties of the phenomenon.
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the sentence and are not necessarily adjacent to each dthisrwould give us

enough flexibility to talk about the relations among the ¢itmsnts in a certain

well-defined syntactic environment and would allow us tooaiet for the sentence
in Figure 3, provided we allow for the respective disconbiasi constituent.

Everything | have said thus far on this issue has involvetestants about
possible suggestions and those were rather vague. In arget more concrete, |
would like to discuss proposals that were made in the liieeat These proposals
deal with particle verbs, which are similar to resultativenstructions in many
respects. For instance some patrticles license argumeaitardh not arguments of
the base verb. In the cases where particle frontings arébpmsthey have to obey
the restrictions that hold for partial frontings of restiltas. See Mdller, 2002a
for a detailed discussion of the data. In what follows | désclinearization-based
analyses of particle verbs.

Kathol (1995, p.244-248), Booij (2002, Section 2), and BI#005) sug-
gested phrasal analyses of particle verbs in the framewbHR8G, CxG, and
LFG. These analyses come with the following claim: Parsiddannot be fronted
without their verb. This claim is sometimes restricted taae types of particle
verbs. Kathol, for instance, distinguishes between gartierbs with a frontable
particle and those that do not allow for particle fronting.

The general claim that particles cannot be fronted is notigecafly valid: Both
German and Dutch allow particle fronting (Hoeksema, 19%hms, 1991; Ludel-
ing, 1997, 2001; Muller, 2002a,b, 2007a). The data is ratberplicated and even
for the particle verbs that are said to be non-compositifnagiting examples can
be found. The following is an example involving Kathadlafwachen

(6) Nach einigen Ziigen, ,die irgendwie komisch schmeckt&alen dem Inter-
viewten die Augen zuAuf wachte der ,,39jéhrige Mitarbeiter des Mitropa-
Fahrbetriebes, Mitglied der SED. Glucklich verheiratagiKinder” erst
wieder im Westen — gerade rechtzeitig, um ,einen Packen EkMaheine
auf dem Tisch* des ,gewissenlosen Schleppers” zu séhen.

Kathol suggested the lexical item in (7) fanfwachen
(7) aufwacher(following Kathol (1995, p. 246)):

...|HEAD @ verb 1
...[vcomp ()
(auf)
( wachen) FLIP —
DOM< ...|HEAD [T >Q< SYNSEM[2] l...|HEAD [sepref] ] >
...|vcomp ([2])
vC

ThepoMAIN feature has as its value a list of domain objects that desthnib parts
of the particle verb. The order of the elements in a domairtésresponds to their

surface realization(0) is Reape’s shuffle operator (Reape, 1994). As far as (7) is

19Dpie Menthol-Affare, taz, 03.11.2004, p. 17.
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concerned, the combination of the two lists containvechenandauf allows for
both orders in (8):

(8) a. weil eraufwacht
becausde up.wakes
‘because he wakes up’

b. Wachter auf?

wakesheup
‘Does he wake up?’

In (8a) the particle is serialized to the left of the verb, &) it is the other way
round. (8b) is an example of the discontinuous serialipatibthe particle verb:
When bigger structures are built, constituent order domaie unioned, which al-
lows for the serialization of objects that are higher up mtifee between the parts
of the word. This analysis of particle verbs is attractiveceithe phonology of the
particle is constrained in the lexical item. One does nothawefer to phonolog-
ical properties of the particle in the valence represemadif the verb (Crysmann,
2002, Chapter 4.2). However, examples like (6) cannot byzedwith the lexical
entry in (7) since the particle is specified to appear in thbalecluster yc) and in
(6) it appears in the Vorfeld. One could try to fix this by disgtively assigning the
particle to the verbal complex or the Vorfeldcf/ v ) and by assuming a lineariza-
tion analysis for short frontings (Nunberg, Sag and Was@®®41 Kathol, 1995,
Crysmann, 2002)! Crysmann’s account of the reordering of particles works for
sentences like (6) in which the particle is the only elemearthe Vorfeld, but it
fails for more complex examples like the ones in¥9):

(9) a. s [mf DenAtem][vc an]] hielt die ganzeJudenheit?
the breath PART heldthewhole Jewish.community
‘The whole Jewish community held their breath.’
b. [vf [mf Wieder][vc an]] tretenauchdie beidenSozialdemokrateft!
again PART kick also thetwo  social.democrats
‘The two Social Democrates are also running for office again.

C. [vf [ve LOS] [nf damit]] geht esschon am 15. April.1®
PART there.withwentit alreadyat.thel5 April
‘It already started on April the 15th.

The problem with the data in (9) is that the Vorfeld is compl&ke particle con-
stitutes the right sentence bracket in the complex Vorfidah, Atenandwiederare

serialized in the Mittelfeld of the complex Vorfeld amnidmitis serialized to the
right of the particle in the Nachfeld of the complex Vorfeltl(9) were analyzed as

l1see also Gunkel, 2003 for an analysis of German clauses wdtialy flat structure.
125ee also Milller, To Appear; 2007a, Section 18.3.1.

13| jon Feuchtwangerjud SiiRp. 276, quoted from Grulsit, 1965, p. 56.

14taz, bremen, 24.05.2004, p. 21.

15%taz, 01.03.2002, p. 8.
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simple reordering, the verbs and the particle would be irs#tmee ordering domain
and the order constraints would enforce an order in whichptréicle would be
realized to the right of the verb and the constituents thesnaeirkednf for Nach-
feld would be realized to the right of the particle at the tigariphery of the whole
clause. The data in (9) demonstrates that a more complexid@bgect is needed
that has an internal structure and that allows for sepaogkadgical fields inside
the Vorfeld that do not interact in terms of linearizatiomstyaints with the rest of
the sentence. In order to license this type of complex \drfele would have to
have relational constraints that select a subset of the ithoofigects in the clause
and construct a new domain object that is placed in the \ért¢hthol and Pollard
(1995) suggested relational constraints for the formatibnew domain objects
for extraposition. The constraints that would be neededdses like (9) are much
more complex and they are not needed at all if one relies omuthéysis of the
verbal complex and partial fronting that is usually assuimddPSG (Hinrichs and
Nakazawa, 1989, 1994; Kiss, 1995; Meurers, 1999; Kathd@g81®uller, 1996,
1999, 2002a, 2007a). If this analysis is combined with artyaigaof verb move-
ment that relies on an empty verbal head, cases of multipigifrgs and complex
frontings like (9) can be accounted for (Mller, 2005a,b).

The fact that particle verbs and resultative constructibrase a lot of properties
should be captured by an analysis. Since the domain-basdgsenhas problems
with data like (9), particle verbs have to be analyzed in &ediht way, which
means that the domain-based analysis should not be usexbtdtatives either if an
analysis is available that explains both particle verbsrasdltative constructions
in similar ways. The analysis developed in Muller, 2002ataas the similarities
of the two constructions by assuming that both the partictethe result predicate
are selected by the verb.

2.3 Constraints on Dominated Words

Riehemann suggests another way to analyze particle vdrbsievelops an analy-
sis of idioms in which she assumes that a bag of all the woratsatte dominated
by a certain node is accessible at this node. For the pavleeinschalten(‘to
switch on’) she assumes the following representation:

(10) einschalten('to switch on’) Riehemann (2001, p. 292):

[ oo LZT <empty_re|>] < [ v <schalt_rel>]
...COMPS (NP) verb ’
WORDS
...LZT ( empty_rel)
[ein_sep_pref ]
C-CONT ( switch_on_rel
| schalt_ein_spv
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The value ofwoRDsIn (10) is a bag containing two elements: a form of the verb
schaltenand the particlesin. 7 stands for default unification. Riehemann uses
defaults to capture the fact that the verb in therDs bag is similar to the nor-
mal verbschalten The semantic contribution of the verb and @empslist are
overridden. The verb does not contribute semanticélig-cONT is a feature that
is used in Minimal Recursion Semantics (MRS) to represemisgic information
that is contributed by a Construction as a whole rather tlyathdindividual parts
(Copestake, Flickinger, Pollard and Sag, 2005). MRS usedqgue (handles) to
refer to parts of the semantic contribution. The relationtgbuted inc-CONT has
the same handle as the verb in therDsbag (which is not shown in (10)). There-
fore the problem that was discussed in Section 2.1 does wat at Riehemann’s
account: Although the semantic contribution is introdueéd higher node, it can
be interpreted at the word node.

Riehemann’s approach does not have problems with the erariip(9) since
it does not involve statements about the Vorfeld, it just tivers the words that are
part of the Construction. However, Riehemann’s proposabtsvithout problems
either: the question to be asked is: Whasaéhalt_ein_spwa constraint on? (11)
shows local environments that contain the two elementseoivibRDS bag.

(11) a. Einschalten!
on.switch
‘Switch it on!’
b. Schalteter dasRadioein?
switchedhethe radio on
‘Does he switch the radio on?’
c. Einhater esnichtgeschaltet.

on hasheit not switched
‘He did not switch it on.’

In (11a) we have the particle and the verb in a word or—depgnoin the analysis—
in ahead-cluster-phrasg11b) is an example of a verb first claubeéd-argument-
phrasg and (11c) is a verb second clausedd-filler-phrasg This means that all
three phrase types have to be compatible wihoNT () and withc-CONT (... ).
The c-coNT would be the empty list in cases were no particle verb is prtesed
a list containing (at least) the particle verb relation isemwere a particle verb is
part of the dominated words. The case in whicsltONT is the empty list must not
apply in cases in which a particle verb is present. To ensusedne has to either
extend the type system by a typen_particle_verb_phrasand crossclassify all
phrases with respect to particle verbs and this additioymé tr one has to have

16| think that this is the wrong analysis efnschalten einschalteris very similar to resultative
constructions in syntax and meaning and theregimeshould be treated as a predicate andsitieal-
tenthat is part ofeinschaltenshould be analyzed as the intransitive version of the settalten
However there are other particle verbs which are non-coitippal and Riehemann’s analysis could
be used to account for them in a way analogous to (10).
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negative constraints on the word bag which rule out partields in it. Note that
this is not trivial since multiple particle verbs can ocauan utterance:

(12) ErschaltetedasRadio,dasich ausgeschaltdiabe wiederein.
he switchedthe radio thatl off.switched have again on
‘He switched the radio that | switched off on again.’

The semantic contribution of all the particle verbs coulddoatributed at ev-
ery dominating node which leads to a high amount of spurioubiguities (see
Sailer, 2000, p. 315 for a similar point regarding an eartlaam analysis of Riehe-
mann’s).

One way to reduce the spurious ambiguities is to use the idioatysis that
Riehemann developed in other parts of her th&sidn this analysis the idiom
constraints attach to the root node. At the root node it isietsthat all parts of
idioms are found in the bag of words. One would have to find a twagtroduce
the constructional semantics at this level (since nesbkaltennor ein contributes
meaning in Riehemann’s analysis, the contribution has tddye construction-
ally8), which is not straightforward since one does not know howyrarticles
are present in an utterance. Therefore no statement ateoleintjth of thec-coNT
list should be made at the root node.

Note that Riehemann’s proposal for particle verbs cannetended to resul-
tatives straightforwardly. In order to be licensed in hesgliment phrases, both
the object and the resultative predicate have to appear alemce list. Further-
more, the semantics of the resultative construction whichesls the semantics of
the base verb has to be available at the node where the vesbdsnthe syntactic
structure. For example, in (13) the resultative semantsdd be present below the
modal verbwill (‘wants’), which is in turn embedded under the assertiorraipe,
glauben(‘to believe’), and the negation.

(13) Leer glaub’ ich nicht,dasser denTeich fischenwill.
emptybelievel,omnot  that he,omthe pondc fish  wants.to
‘| do not believe that he wants to fish the pond empty.’

A semantic representation for (14a) in the framework of MREld be (14b):

(14) a. demanndenTeichleer fischt
theman the pond emptyfishes
b. hl.man(x), h2:pond(y), h3:empty(el,y), h4:fish(e2,x),
h5:cause(e3,h4,h6), h6:become(e4,h3)

In order for the MRS mechanics to work, the handle h5 and teatevariable €3
have to be present belowill (‘want’) in (13). This means that the handle of the
description in thewORDS bag that refers to the verb would have to point to the

17see Sailer, 2000, p. 316 for criticism of this analysis.

180f course one could stipulate thethaltencontributes the relation fainschalterin this partic-
ular Construction, but this would require a lexical entrgttfs exactly likeschalten except that it
meanseinschalten See Section 6 on implausible verb senses.
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causerelation, that is, the pointer to the relation of the mainbvéi4) had to be
overridden. At the same time the meaning of the whole coatstru has to refer
to the meaning contributed by the main verb (h4) since h4 iargament of the
causerelation. This is impossible without the use of auxiliaratigres.

3 Haugereid (2007)

Haugereid (2007) suggests an analysis in which the mearfilag atterance is
determined by the argument slots that are filled. He assume®-®avidsonian
semantic representation together with slots for argumehtsh he numbers argl
to arg5. In the case of resultative constructions argl €tpjarg2 (object), and
arg4 (secondary predicate) are filled. According to Haude{2007, p.c.), the
sentence in (15a) gets the semantic interpretation in (15b)

(15) a. deManndenTeichleer fischt
theman the pond emptyfishes
b. hl.man(x), h2:pond(y), h3:empty(e), h4:fish(e2), lgitéx), h4:arg2(y),
h4:arg4(h3)

The representation is an MRS representation. Each elemedication comes
with a handle. The only argument of tlishrelation is an event variable and there
are other relations that express the argumenfgshf The fact that the arguments
belong to a certain predicate is expressed by the identificatf the handles. In
(15b), the argl, arg2, and arg4 relations have the sameehaadhdishrelation.
According to the definitions given in Haugereid, 2007 thisamee that the arg2
is the patient of the event. This makes the wrong predictinrsases like (15a)
since the accusative element is not a semantic argumeneah#in verb. It is

a semantic argument of the secondary predicate and raiste tobject of the
resultative construction. Depending on the analysis osamass, the accusative
element is a syntactic argument of the verb, but never a s&rengument that
fills an argument role in the relation of the main verb. In &éddito this problem,
the fact thatemptypredicates over the object is not captured in (15b). Haigjere
(2007, p.c.) suggests that this is implicit in the represgon and follows from the
fact that all arg4s predicate over arg2s.

The lexical rule-based analysis allows for a much more fimérgd semantic
representation that allows one to specify the actual semiaatations between the
involved elements and it also accounts for the fact that tcasative element does
not necessarily stand in a thematic relation to the main.verb

Haugereid sketches the syntax of German clauses and déalgotive/passive
alternations. However, he does not explain how other pérttssogrammar work.
In particular it is not straightforward to account for morentplex sentences in-
volving Acl verbs likesee The arguments of embedded verbs and matrix verbs
can be permuted in such constructions. Haugereid (2003, pssumes special
grammar rules that allow the arguments of an embedded védmb saturated. That
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is, there is a special rule for an arg2 argument of an argunieotder to combine
das Nilpferdwith futtern helfen l&aRthe would have to assume a special grammar
rule that combines an argument of a verb that is embeddedetivets| deep:

(16) weil HansCeciliaJohndasNilpferd futtern helfenlafit.
becausddansCeciliaJohnthe hippo feed help let
‘because Hans lets Cecilia help John feed the hippo.

As was argued in Miller (2004, p. 220), several complex-fogmpredicates can
be combined in German clauses; it is only performance thwetkdsl more complex
clusters. Verbal complexes with more than four verbs arélhacceptable in
German. However, as was pointed out by Evers (1975, p. 58h8Xituation is
different for Dutch where complexes with five verbs are mareeptable. Evers
suggests that this is due to the different branching of thigDwerbal complex and
the higher processing load for German verbal complexes.gétaid would have
to assume that there are more rules for Dutch than for Gerifrtaa.would just be
a stipulation and not an explanation of the unacceptaklulityery complex verbal
complexes.

Note also that the problem of proliferation of Construcsiameeps in again:
Haugereid has to assume five Constructions that combinedawig@one of the
arguments (argl-arg5). In addition, Constructions forrédaization of the argu-
ments of embedded heads have to be stipulated. Haugeraidesspecial extrac-
tion Constructions for each of the arguments. Respectitra@ion Constructions
would have to be stipulated for arguments of embedded heaggla This would
result in a combinatorial explosion that is similar to thesdhat was criticized in
Muiller, 2006. In comparison, the approach suggested in viil002a assumes
one Head-Argument Schema and Predicate Complex formation.

Until now, | have been dealing with constituent order pheapanand ways
that might be suggested to save a phrasal analysis witheutittulation of lots of
Constructions for the various surface patterns that camberged. In what follows
| want to address other phenomena that are problematic éophinasal approach
under certain assumptions.

4 Control Constructions

Control constructions are problematic for a phrasal apgrance the subject of
the resultative construction is not realized at the surféLe) gives an example for
such a control construction. The subjectasr zu fischelis not visible in (17):

(17) Peter zwingtdenMann, denTeich leer zufischen.
Petefom forces the many the pond,c.c emptyto fish
‘Peter forces the man to fish the pond empty.’

As Hohle (1983, Chapter 6) has shown, the subjecu@ifinitives have nomina-
tive case (see also Miller, 2002a, p. 49-53 for a publicaifdhe data in English).

386



Since the case of the subject is nominative, the subjectotdeidentical taden
Mann which is accusativé?

Therefore one either has to assume an empty element as tjgetsobden
Teich leer zu fischeor admit that at least the subject is represented as a valdnt a
is not part of the phrasal Construction. Since the lexickd-hased analysis treats
subject, object, and predicate as valents, it does not hayv@rmblem with data
like (17) and does not have to assume an empty element, butseatne standard
analysis of control (Pollard and Sag, 1994).

Assuming that subjects are not part of the Resultative Qactgdn as was sug-
gested by Goldberg and Jackendoff (2004) would not helpedime object is part
of the Construction, and passive infinitives can be embeddéddr control verbs:

(18) DerkrankeMannwinschtesich, tot geschossemuwerden.
the ill man wished SELFdeadshot to be
‘The ill man wanted to be shot dead.’

The new subject ofot geschossen zu werdennot expressed in (18). To avoid
empty elements in control constructions, all subjects loé@htrollable Construc-
tions have to be valents.

5 Open Issuesfor the Phrasal Analysis

As was pointed out in Miller, 2006, p. 867-868, the valendereking or valence
reducing variants of Constructions cannot be modeled bgritamce hierarchies.
The reason is that multiple inheritance from the same detsmni does not add new
information. | explained the problem with data from Yukatdlaya that involve
passivization, causativization, and passivization. Hm§eJlirgen Bohnemeyer
informed me that this pattern is not productive in currentafec Maya. There
are some other cases in the language, so it might have beductiv@. However,
there are other languages that allow for similar thingsIZS®003). An example
is Turkish, which allows double and even triple causatioewls, 1967):

(19) Ol-dur-t-tir-t-
‘to cause somebody to cause somebody to kill somebody’

Thet andtir is the causative morpheme (-t-/-d- after vowels or sonsrantl -tVr-
/-dVr after consonants, where V stands for a vowel in vowefrizay).

One could argue that Turkish data is not relevant for Englistt there is an-
other problem for the inheritance-based analysis of api@gsive alternations: The
interaction of various Constructions does not follow fronything. As was shown
in Mller, 2006 the algorithm that was suggested by Kay (2@02ompute possi-
ble interactions between Constructions is not without |enols. Even if it can be

195ee also Hennis, 1989; Andrews, 1982; Neidle, 1982; Brest@® for similar conclusions
regarding subjects in control constructions based on data fcelandic, Russian, Malayalam.
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made to work, it cannot be applied to Goldberg’s grammarsesime relies on de-
faults and the overridings cannot be solved automaticalllicases. The problem
is the following: Once a learner has acquired the parts ahgrar that are needed
for passive, he or she can apply this knowledge to new iteroséEello, 2000).
In the inheritance-based view the interaction betweemealehanging Construc-
tions and other Constructions has to be stipulated, th#ttéstheory predicts, that
the interaction has to be learned for all Constructions.

Goldberg suggested that GPSG-like metarules could be wseslate active
and passive variants of Constructions. However, there sigiat difference be-
tween the GPSG metarules and the metarules that Goldbeng wead: GPSG
metarules applied to context free rules, that is to localdtré&oldberg’s rules would
have to apply to complex trees or to dominance constrainishvheans that these
rules would be much much more powerful. In essence, theyameft)rmation§9
which Goldberg does not want to be part of her theory.

6 Implausible Verb Senses

Goldberg argues against lexical rule-based approaches giese have to assume
what she calls “implausible verb senses”. According to hrimplausible to as-
sume thafishmeansause to become Pred by fishjtogit note that this is not what
is claimed by the lexical analysis. The lexical analysisusthoather be understood
as making the following claim: If the worfishis used together with a subject, an
object, and a predicate, then the sentence means X’s fishimged Y to become
Pred.

| want to point out here that Goldberg’s argument can be thareund: She
claims that certain words have a certain meaning when theyused together.
However, if we look at the words that occur in the utteranbeytsometimes have
a meaning outside of the idiom. Sometimes the words are ambgand it is
not clear syncronically which of the verb senses actuabyl i the formation of
the idiom. In such cases assuming one of the available serséd be a stipula-
tion. An example would bdarstellen(‘represent’), which hastellenas the main
verb, which can be translated as ‘provide’ or ‘put’. Riehemaddressed this is-
sue by overriding the semantic contribution of used wordsheempty _rel but
this amounts to saying that there are lexical entries fdowénat do not mean any-
thing. Instead of stipulating lexical items for verbs with meaning contribution
or assuming arbitrary verbs inside of idiomatic expressidprefer to have lexical
items in the grammar that correspond to statements of treertygntioned above:
If this word is used with the specified arguments (includiegtain modifiers), it
means whatever it means.

20with the possible difference that the trees they map lackiteal nodes.
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7 Conclusion

It is very difficult to come up with all possible suggestiohsittcould be made to
save a certain account and | have probably failed to achl@segbal. A partici-
pant of the workshop commented that the only thing | can saytathe phrasal
approach is that it is not worked out in detail. This is prdidtue, but | never-
theless hope that this paper has some value, even if the igdingted to having
shown that some analyses in the spirit of Goldberg that hetuebly been worked
out have empirical or technical problems.

In comparison to Goldberg’s suggestions, there is a fullyked out analysis
for resultative constructions and particle verbs thaesebn lexical rules (Mdller,
2002a). It can account for valence alternations (activesiga/middle/free datives),
local constituent order, partial fronting and nonlocal elegencies (V2, relatives,
interrogatives), interacts with derivational morpholagyd is compatible with re-
strictions on locality (Sag, 2007a). It has none of the poid that phrasal ac-
counts have. It works for German, English, and Korean, antiaily some other
languages as well. The particular syntax of the languagdissiibut the resultative
construction is described in the same way. Therefore thergbpations regarding
resultative constructions are captured.

One aspect of CxG that is very attractive is the languageisitign research
that is connected to the framework. The idea that childramlpatterns and gener-
alize from them is straightforward, very intuitive, and poged by evidence from
experiments (Tomasello, 2006). However, if one looks atencomplex utterances,
it is clear that adjacency is not required for a Constructmhbe recognized. What
children have to learn is that an utterance has a certainingeédrcertain material
appears together in an utterance. This is what Goldberg tiniesave by saying
that Argument Structure Constructions do not make any reté about linear
order. But this is exactly what is expressed in the valerased approach: If a
head appears together with its arguments, the respectmbination has a certain
meaning.

Finally, I would like to repeat a point that | made in MulleQ@5, p. 878: | am
not claiming that all observable patterns should be trelgbadally. Especially in
cases in which one cannot treat one part of a phrase as afuagiorasal analysis
seems to be more appropriate than a lexical one. Examplesufidr cases are
certain date expressions (Muller and Kasper, 2000), werdtibn (Stolz, 2006),
or fully fixed expressions. While phrases likg and largecould be assigned an
internal structure, this does not seem to be very enlighteand simply listing
them as full phrases in the lexicon is probably the analygisthould be preferred
over an analysis that makasd (or any other word) the functor selecting for the
remaining words.
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Abstract

This paper proposes a modification of HPSG theory — Sign-B&%m-
struction Grammar — that incorporates a strong theory oh lsefectional
and constructional locality. A number of empirical phenora¢hat give the
appearance of requiring nonlocal constraints are givenirecipted, local-
ist analysis consistent with this general approach, whichiiporates certain
insights from work in the tradition of Berkeley ConstruatiGrammar, as
exemplified by Fillmore et al. (1988), Kay and Fillmore (1998nd related
work.

1 Introduction

Locality of selection is the problem of delimiting what syntactic and semantic
information lexical items select. Related issues includegroper analysis of id-
iomatic expressions, control of overt pronominals, andgs#inguistic variation in
lexical sensitivity to filler-gap dependenciesFor example, while it is common-
place to find a language containing a verb lg@® which allows a directional PP
complement, but not a NP object, there are no languagesr(as ¥ae know) where

we find a verb likego that imposed the same requirement on the complementation
pattern realized within its sentential complement. Thatéswould not expect to
find a verbog whose selectional properties produced contrasts likeath@fing:

(1) a. Leeoged that someone rg into the room |

b. *Lee oged that someone provg atheorem |.

The question of locality of subcategorization seems to lialen by the way-
side within mainstream generative grammar. It is importantealize, however,
that X Theory’, as first developed in Chomsky 1970 (but cf. Hangd), bears
on this question. A verb that selects an NP complement (githemverb) is really
selecting for a phrase with a (nonpredicative) nominal héamti X Theory, which
relies on the reformulation of syntactic categories asuf@astructures, provides a
way of projecting the category information of the lexicabdeup’ to its maximal

fSome of the ideas developed here were first presented at @iel#BSG Conference, held at
NTNU in Trondheim, Norway. | would like to thank Emily Benddill Croft, Bruno Estigarribia,
Charles Fillmore, Dan Flickinger, Adele Goldberg, André&athol, Paul Kay, Bob Levine, Detmar
Meurers, Laura Michaelis, Carl Pollard, Jan Strunk, and Teasow for valuable discussions about
locality. | am particularly grateful to Doug Ball, Detmar Meers and Stefan Miller for detailed com-
ments on an earlier draft of this paper. This work was sugghirt part by granBCS-009463&om
the National Science Foundation to Stanford University enplart by the Research Collaboration
between NTT Communication Science Laboratories, Nippdagraph and Telephone Corporation
and CSLI, Stanford University.

The locality of selection is one of the theoretical issues #ere hotly debated during the 1960s.
For further discussion and historical review, see Sag t@app.
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projection (e.g. the maximal NP headed by a given noun, theéma AP headed
by a given adjective, etc.X Theory thus plays a crucial role in considerations of
locality — a verb refers to the category features of the gwdscombines with,
i.e. the phrases (NP, AP, etc.) that are sisters of the vathtdaollows that those
phrases will be headed by a word of the appropriate syntaati&gory.

These ramifications ok Theory played an important role in the development
of Generalized Phrase Structure Grammar (GPSG). Gazd&d)l&nhd Gazdar
et al. (1985) argued that Theory, with a slightly enriched inventory of syntactic
features, provides the basis for a wholesale revision gfulistic theory, one that
eliminates transformational operations altogether. GRS@archers proposed that
the ‘HEAD' features, those whose specifications were passed up frach deugh-
ter to mother in a headed structure, included not enlgndv, which (following
Chomsky) were used to (coarsely) distinguish grammatiedégories, but also
such features aSASE, VFORM, NFORM, PFORM, PRED, AUX, andSLASH. With
this feature inventory, the explanatory domainXoT heory is expanded to include
not only the locality of category selection, but also thealig of case assignment,
verb form government, selection of expletives, preposiselection, auxiliary se-
lection, and the selection of phrases containing gaps ofticplar kind (e.g. by
toughadijectives in English). Assuming that the values for tHes¢ures are ‘per-
colated up’ from lexical heads to the phrases they projegttife Head Feature
Principle (HFP), an uncontroversial principle XfTheory), the information rele-
vant to all these phenomena becomes locally accessibleettetical items that
combine with those phrasal projections.

In fact, given the possibility of modification and the unbdad expansion of
‘slashed’ constituents, the domain over which subcategban is allowed in a
GPSG/HPSG approach is in principle unbounded, as it shaylditen across-the-
board effects in coordination, and unbounded effects inifivadion, extraposition,
and other structures, as illustrated fofORM selection in (2):

(2) a. Kim will [leave/*leaving/*left home].
b. Kim will [[ leave home] and get famous]].
c. Kim will [apparently [never lleave home]]].

d. Kimwill [[[ drink [so much]] [at the party]] [that we’ll be embarrassed]].

To put it somewhat differently, GPSG did not deny that theeeedong-distance
dependency phenomena of the sort just illustrated. Ratherclaim made by
GPSG (and also by HPSG) is that non-local dependency pher@are a con-
sequence of strictly local constraints (e.g. lexical sfeations involving the cat-
egory, meaning, case, etc. of a word’s selected dependamis)heir interaction
with independent principles of grammar, such as the HFP.

Closely related to selectional locality is the issudamfality of construction
— the problem of delimiting the syntactic and semantic imfation accessible to
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phrase
PHONOLOGY

HEAD
LOCAL o
SYNTAX SUBCAT list(sign)
NONLOCAL
SEMANTICS
HD-DTR sign
DTRS |COMP-DTRS list(sign)

Figure 1. Feature Geometry of Pollard and Sag 1987

grammar rules. That is, just as we observe empirically thettet are no languages
with extended subcategorization of the sort illustratedlinabove, | would ar-
gue that there are also no languages where one must propoamengr rule that
directly relates two elements across clauses. In all appa@&ses of this that |
am familiar with, there is a satisfying feature-based asialgf the construction in
question that conforms to a strict localist architecture.

2 The SYNSEM Locality Hypothesis

The feature geometry proposed by Pollard and Sag (1987 ¢ferth P&S-87]
(sketched in Figure 1, taken together with their Subcaiegtion Principle in (3)),
failed to place sufficient constraints on which elementdatbe selected by a given
word?

(3) Subcategorization Principle (P&S-87: 71):

SYN|LOC|SUBCAT

[DTRS head-stru}:> DTRS HD-DTR [SYN|LOC|SUBCAT @}
COMP-DTRS

In this set-up, since phrasal signs have daughters, thesalsron a verb’suBCAT

list do too. Hence a lexical entry could easily be writtendorerb that is subcat-
egorized for a VP complement that must contain a direct olbpjEcor (even more
permissively) for an S whose VP contained an S whose VP awdadn object
specified as, saycpsE dative]. Early HPSG thus embodied little in the way of a
theory of subcategorization locality.

2For uniformity of presentation, | here reverse the orderlefreents orsuBCAT lists from that
assumed in P&S-87. The symbab” denotes list concatenation (also referred to as the ‘amfdior
the ‘appending’ of two lists.)

397



_phrase

PHONOLOGY
[synsem... T
HEAD ...
CATEGORY .
SYNSEM |LOCAL SUBCAT list(synsem
CONTENT
NONLOCAL
HD-DTR sign

DTRS | COMP-DTRS list(sign)

Figure 2: Feature Geometry of Pollard and Sag 1994

The proposals made by Pollard and Sag (1994) [henceforth-#8$mbod-
ied an attempt to remedy this defect. By introducing theuieesYNSEM and the
syntactico-semantic complexes (‘synsem objects’) thakskas values adYNSEM,
P&S-94 were able to limit the information that was accessimder lexical selec-
tion, as shown in Figure 2.

This feature geometry worked together with a revised Swymaization Prin-
ciple, formulated in (4§

(4) Subcategorization Principle (a formalization of P&S-94: 34):

SYLOC|CAT|SUBCAT

[DTRS head-stru}:> DTRS [HD-DTR|S$LOC|CATSUBCAT Al @ s2s([B))
COMP-DTRS [B]
We may refer to the feature geometry in Figure 2, taken tagetlith the Subcat-
egorization Principle in (4), as theeyNSEM Locality Hypothesis (SSLH.

The SSLH ensures that if a lexical entry includes a condt@ira member of
the SUBCAT list, that constraint will apply to theyNSEM value of the correspond-
ing valent (subject, complement, or specifier) that thatdrayoccurs with. There
is no direct access to information about any element thagaspwithin those va-
lents, e.g. a direct object within a VP complement, or anabjdthin a sentential
complement of a sentential complement. There is only ictlmecess to such ele-
ments whenever certaiyNSEM properties of a given valent are determined by or
correlated with those of some element it contains.

3The functions2s (si gns- t 0- synsens) maps a list of signs onto the corresponding list of
synsem objects.

*The SSLH also includes the prediction that (morpho-)phagickal information is unavailable
for lexical selection. Space limitations prevent a propeteation of this independent issue here.
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The SSLH embodies a quite particular claim: taken togettithr avtheory of
whatSYNSEM values are, it ensures that the grammatical constraintctmcern
the following phenomena all function within the same layatiomain: category
selection (strict subcategorization in Chomsky’s sengage assignment, gover n-
ment (of the form of a complement’s head), afrtbn-anaphoric) agreement. In
many clear cases, these predictions are correct, though tthmain certain issues
of controversy, some of which | discuss below.

Note that under these assumptions it is not possible to wiigical entry that
selects for a gap appearing at some fixed level of embeddihgt i$, the ‘local-
ist' analysis of filler-gap dependencies that has emergeuh fthe GPSG/HPSG
tradition comes close to predicting (correctly, to the bafstny knowledge) that
no grammar for a natural language can impose an arbitrarthd@ep a filler-gap
dependency. The positions in which the gap can appear asyslkletermined by
general constraints on the ‘inheritance’safAsH specifications.

| note in passing that the hypothesis that information alfilet-gap depen-
dencies should be locally encoded has been confirmed nowithgree from nu-
merous languages. All of the following phenomena, for examare sensitive to
the presence of a filler-gap dependency and are easily dedcgiven the local-
ist, feature-based approach to unbounded dependencresepgnl in GPSG/HPSG
research: Irish Complementizers, ‘Stylistic’ Inversiddofnance), Kikuyu Down-
step Suppression, Austronesian Verb Agreement, Yiddigarsion, Icelandic Ex-
pletives, Thompson Salish Verb Morphology, Adygheragreement®

3 Locality of Construction

Since the inception of work in HPSG, it has been assumedtibed tare two kinds
of sighs — words and phrases, with the featnre)GHTERS (DTRS) declared ap-
propriate for the typg@hrase Grammar schemata were introduced in PS-94 as the
HPSG analog of grammar rules. These schemata specified emtany of phrase
types, where phrases had the geometry shown in Figure 2 alRinee phrases
contained daughter structures of arbitrary depth and sateeimposed constraints
directly on phrases, there was nothing in this set-up thaosed any notion of
locality. Nothing but an unspoken ‘gentleman’s agreemprgvented the HPSG
grammarian from writing a schema that directly referencedaghter’'s daughters,
or in fact elements that appear at any arbitrary depth of eldibg. HPSG had
thus evolved far from its GPSG (CFG) roots, an evolutionathphat did not go
unnoticed. For example, Copestake (1992) observed that:

5This should be compared with a different approach that calsid be incorporated within HPSG,
namely the use of regular expressions to characterize thgar between fillers and gaps. Under
this alternative (cf. its deployment within LFG under thérie of ‘functional uncertainty’), one
could write a lexical entry that forced that gap to appearoates fixed depth within the infinitival
complement ohard, an expressible, but cross-linguistically non-occurpagsibility.

®For further discussion, see Hukari and Levine 1995, Levim ldukari 2006, Sag to appear a,
and the references cited there.
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[...] itis unclear that the HPSG account of phrasal signseasufe
structures which incorporate their daughters is the besttoradopt.
Constraint resolution can be used to perform operationshvtannot

be straightforwardly mimicked by more conventional grammees.

[...]- However, it is not clear to me whether HPSG currenties
advantage of this possibility in any very significant way.efdhave

to be good reasons to adopt an approach which makes most known
parsing technology inapplicable.

Copestake’s observation still has force today, though ofsm there is now
considerable work developing analyses based on lineamzgteory’ which uses
aDOMAIN feature to allow ‘liberation’ of embedded elements, makhngm locally
accessible at ‘higher’ levels of tectogrammatical deidraf Apart from this line
of research, there are to my knowledge no HPSG analyses rihabge a gram-
matical schema making direct reference to embedded staucilihe practice of
the HPSG community seems to adhere to the notion of locldyis inherent in
CFGs.

English tag questions pose an interesting challenge tarmtisnal locality,
since they involve agreement between the main clause $wrjddhe subject pro-
noun realized within the tag:

(5) a. Heis going to getinto trouble, isn’t he/*she/it?
b. *He is going to get into trouble, aren’t they/you/we?

Bender and Flickinger (1999) assume that the agreementbetthe two subjects
is syntactic, and hence that the two verbs and the two sshieetny tag question
must all agree. This view, however, is inconsistent withl\kebwn data like (6),
which argues that the agreement in question is semantigrrtian syntactié:

(6) a. Searsisopen, aren’'t they?

b. Atleast one of us is sure to win, aren’'t we?

But however the agreement in question is to be analyzed,gteement relation
between the two subjects is non-local, i.e. it involves agrent between two ele-
ments that are not sisters, as shown in Figure 3.

As Bender and Flickinger argue, the English tag-questiarsttaction argues
not for an analysis in terms of nonlocal constraints, buteafor a treatment in
terms of a feature that ‘passes up’ information about thgestitNP to the clausal
level, i.e. to the S. Under such an analysis it is possibladattthe agreement
in tag questions locally, i.e. via a local constraint rempgjrthe relevant identity
(coindexing) between the values of the subject-encodiatyfe of the main clause
and that of the tag clause (the clauses that are shaded ireRByu

"See, for example, Reape (1994, 1996), Kathol 2000, and Baaid Meurers 2004.
8For critical discussion of this approach, see Miiller 202205.
9See Kay 2002 and the references cited there.
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lPHON (Sears,is,open,aren’t,thiy

SYN S
PHON (Sears,is,op PHON (aren't,they
SYN S SYN S

RN PN

PHON (Sear$ PHON (is,open PHON (aren’t) PHON (they)
SYN NP; SYN VP SYN V SYN NP;

Figure 3: A Tag-Question

4 Signs, Constructions, and Constructs

| propose to modify HPSG theory so as to incorporate the gtaanstraints of
the actual practice of the HPSG community. To this end, gwahould not be
endowed with the featueTRS. Phrases, like words, specify values for the features
PHONOLOGY, SYNTAX, andSEMANTICS. Second, signs should be distinguished
from the constructions that license them. (What | mean g/ whil become clear

in a moment.)

A construction, like a schema in PS-94, is intuitively a damist defining a lo-
cal pattern of sign combination. That is, a constructiorcgdarestrictions on what
properties signs must have if they are to directly combingh whe another and in
addition puts constraints on the sign that results from sucbmbination. On this
conception, a construction is a CFG-like grammar rule thatides a particular set
of constraints on the form, syntactic category, meaning, e conditions of the
mother sign, stated in terms of the properties of its daughtehe objects defined
by constructions are thus configurations of signs: a set oflt@r signs and one
more sign that is the mother of those daughters. Let us cetil sach configuration
a ‘construct’.

Notice that we may now return to a simpler feature geomeksy the one in
PS-87, eliminating the featureYyNSeM. In addition, with no distortion of the
grammar’s intended effect, we may reformulate construstfeature structures, as
shown in (7)1° This last move is in fact easily achieved by the type dedtamat
sketched in Figure 5, which define part of the type hierardions in Figure 6:

Of course, this system of grammar doesn’t define complexesgiwns until

OFor expositional purposes, | will sometimes represent oo in tree notation and will use
SYNTAX andSEMANTICSValues, as in Figure 4.
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[phr-cxt

phrase

PHON ( Kim, walks)
SYN S

SEM walk(k)

MTR

PHON (Kim) PHON (walks>>

DTRS <SYN NP , | SYN V
SEM Kk SEM  walk

Figure 4: A Clausal Construct

_|MOTHER sign
" |DTRS list(sign)

ph-cxt: [MOTHER phras%
hd-cxt: [HD-DTR sign}

PHON list(phon-structure
FORM list(tmorph-form)
SYNTAX syn-obj
SEMANTICS sem-obj

sign:
Figure 5: Type Declarations

feature-structure

TV

sign construct (cxt)
phrase word phrasal-construct (phr-cxt) lexical-construct (Ix-cxt)

headed-construct (hd-cxt) unheaded-construct (unh-cxt). ..

Figure 6: A SBCG Type Hierarchy
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we include a principle like the the following, which allowsaursive application of
constructions:

(7) TheSign Principle:

Every sign must be lexically or constructionally licensedhere:
a sign is lexically licensed only if it satisfies some lexieatry and
a sign is constructionally licensed only if it is the mothésome
construct.

I will refer to any framework that draws the distinction be®n signs and con-
structs asSign-Based Construction Grammar (SBCG),! though of course this
is still a kind of HPSG, given that it embodies signs, lingiaally motivated types,
type constraints, and a hierarchically organized lexidoter alia.

It follows from SBCG, as a matter of principle, that a constion cannot have
direct access to properties of a mother and its granddargghifewe observe that
there is some such dependency, then we must provide an snalysrms of some
property of the granddaughter that is systematically eadazh the daughter, and
hence rendered locally accessible at the higher level. Adsshe virtue of making
explicit exactly where nonlocality resides in linguistiestriptions. It also fosters
the development of general principles constraining theidigion of feature spec-
ifications across constructs. In fact, the fundamentalcjplas of P&S-94 are now
recast as constraints on constructions, as shown it?(8):

(8) Head Feature Principle;

MTR {SYN|CAT }
hd-cxt =
HD-DTR [SYN|CAT }

Subcategorization Principle:
MTR [SYN|VAL }
hd-cxt= [pTRs B O (@)

HD-DTR [SYN|VAL ® }

Note that the Subcategorization Principle is stated hetigont appeal to theigns-
to-synsemselation.

Finally, this proposal also provides a new way of making sasfdexical rules,
i.e. by treating them as varieties of lexical constructid¥e may posit three sub-

"For an early formulation, see Chapter 16 of Sag, Wasow, amti&e2003. Here | follow the
detailed presentation of SBCG in Sag 2007, where variousiesi(e.gSYNSEM, LOCAL, NONLO-
CAL, HEAD) are eliminated andUBCAT is replaced byALENCE (VAL ).

12y is Reape’s domain union operatofal O [BT is satisfied by any list containing exactly the
elements ofa] and[B], as long as any which precedes somgin [4] or in[B] also precedeg in
OBl ‘Ois thus a ‘shuffle’ operator.
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types of lexical constructnflectional-constructderivational-construgtandpost-
inflectional-construgteach with its own properties. Following in the main Sag et
al. 2003 (see especially Chap 16), we may assume that lexitaés in general
describe feature structures of tyfmxeme(rather tharnword). Hence derivational
constructions involve constructs (of typleriv-cx) whose mother is of typéex-
eme inflectional constructions involve unary constructs (gbe infl-cxt) whose
mother is of typevord and whose daughter is of typexeme and post-inflectional
constructions involve unary constructs (of typest-infl-cx} where both mother
and daughter are of typsord. This proposal thus provides a unified approach to
the construction of words and phrases, allowing for hidraad generalizations of
varying grain, without the need for ancillary devices.

5 SomeAnalytic I ssues

The SBCG framework is attractive for its simplicity and stgopredictive power.
However, its predictions may be too strong, as there remaiilows empirical phe-
nomena that, at least in their outward appearance, appeéafytdhe localism em-
bodied in SBCG. In the remainder of this paper, | will examéneumber of such
phenomena, showing that an attractive localist analysisagable.

5.1 Nonlocal Case Assignment in English

Englishfor/to clauses present an interesting analytic challenge fordbality of
case assignment. In order to analyze contrasts like thero(®),iit is necessary
that an accusative case constraint be imposed somehow:

(9) a. | prefer [for [*they to be happy]]
b. | prefer [for [them to be happy]].

But given the standardly assumed structure in (9), the stibjB of the infinitive is
not locally accessible to the complementifar, which selects for the infinitival S
either as a head (vi@aL) or as a marker (visPEQ. Nor can the infinitive marker
to assign accusative case to its subject, as in examples Bet(it subject must
be compatible with nominative case:

(20) [He/*Him seems [to be happy]].

Sag (1997) argues that the standard structurddidto-clauses should be re-
placed by the flat head-complement structure in Figutg &Assuming this struc-
ture, rather than the one in (9), the lexical entry for the ptamentizerfor can
simply require that its firs’ALENCE element be an accusative NP. The problem-
atic NP is now locally accessible.

3Here and throughout this section, | have regularized valdeatures and the attendant feature
geometry to conform with the preceding discussion.
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PHON ( for, him, to, be, happy

[comp]
c .
SYN VF inf
VAL ()
PHON <for>/N
hi h
AT comp PHON ( him) | PHON (to,.be, appy
SYN VF inf SYN NP SYN  VPIinf]

vAL ([, 1)

Figure 7: AFor-To Clause

Moreover, the structure in (10) is independently motivafed it provides an
immediate account of contrasts like the following, firstetbby Emonds (1976):

(11) a. Mary asked me [if, in St. Louis, [John could rent a leociseap]].
b. He doesn't intend [that, in these circumstances, [we biead]].
c. *Mary arranged forjn St. Louis John to rent a house cheap.
d. *He doesn't intend forin these circumstancess to be rehired.

Assuming that only finite CPs have the traditional structndicated in (11a-b),
there is no constituent for the italicized modifiers to mgdif (11c-d). The de-
viance of these examples follows from the same constrauatisdisallow the indi-
cated modifiers in (12a-b), whose structure is analogoukemewfor/to-clausal
structure:

(12) a. *Kim persuadeth St. LouisSandy to rent a house cheap.

b. *Lee believedn these circumstancelandy to be in the right.

5.2 Case Stacking Languages

One of the best-known examples of apparent nonlocal caggassnt come from
languages that allow case ‘stacking’, as in the followingragles from Martuthu-
nira, a Pama-Nyungan language:

(13) Ngayu nhuwa-lalha tharnta-a kupuyu-marta-a thakefgarta-a.
1SG.NOM spearPAST euroACC little-PROPACC pouch+OC-PROPACC
‘| speared a euro with a little one in its pouch.’
(Dench and Evans (1988))
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(14) Ngunhu wartirra puni-lha ngurnu-ngara-mulyarra kamayngara-mulyarra
the woman garAST thatPL-ALL man-L-ALL
kapunmarnu-marta-ngara-mulyarra jirli-wirra-martaangrmulyarra.
shirt-PROPPL-ALL arm-PRIV-PROP-PL-ALL

‘That woman went towards those men with shirts without steev
(Andrews 1996)

The operant generalization about these examples is thaihatswithin NPs are
inflected not only in accordance with their local grammadtitaction, but also
so as to reflect the function of the NPs that contain them. Timunded case
dependency phenomenon illustrated in (13)-(14) seemss®gserious challenge
for any locality hypothesis, and certainly for the SSLH.

However, an elegant analysis of this phenomenon in termarefylocal con-
straints has been developed by Malouf (2000). Malouf prepalsat in case stack-
ing languages the value of the featurese is not an atomic case, but rather a list
of such atoms. Assuming that nouns select for their NP degregadthe lexical
entry for the nourtharnt ‘euro’** looks like (15):

PHON (tharnt-)

(15)

noun
SYN

CASE ]
VAL <NP[CASE(prop>69]>

The key thing to see here is that every word formed from thesnswill bear a
particular case specification that is then passed on to therN\tRat word’svAL
list.

Malouf's treatment of nouns interacts with the analysis efbg, which is
sketched in (16):

(16) PHON ( nhuwalalha)

AT verb
SYN case [B)()
VAL <NP[<nom> @ [B]], NP[{acc @ >

Finite verbs bear an emptyase specification. However, (16) is formulated so as
to illustrate the general principle that lexical heads duglrtown CASE value to
that of their dependents. As a result of this case addittysE values become
longer with embedding, as shown in Figure 8.

Long-distance case stacking is thus a consequence ¥ specifications that
pass the case properties of a superordinate context dowraistibordinate one,
adding only the case information that reflects the local gnaical function of a

14A euro is a kind of marsupial distinct from kangaroos, waikish pademelons, and potoroos.
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NP[(nom] <. V ... . NP[{acc]
 pemed NS - NPpOPAGH
elLro N[(prop,acd] .., NP[(loc,prop,acd]
little (one) pouch

Figure 8. Case Government in Martuthunira

given head-dependent combination. The morphological icdleetions are based
on local CASE specfications, just as they are in languages that lack caskirgg.
But when multiple case affixes are present (e.gpouchin (16), it follows that
the CASE specification of the noun is non-singleton. This in turn gsiténat the
immediately embedding syntactic context (e.g. little (¢meust introduce an ap-
propriate case specification. Otherwise, the maximal NR&) (would fail to meet
the VALENCE requirements of the verbpeared The local constraints of lexical
items and general grammatical principles thus interacttrgntee a long-distance
case dependency that is bounded only by the complexity oémhigedding envi-
ronment.

5.3 TheRoleof Subjects

Earlier | mentioned the presumed locality of semantic ra@signment. However,
as a number of researchers have recently argued, there emerplena in a variety
of languages whose analysis requires, for example, thabesedecting a sentential
complement must be able to place constraints on the sulgalted within that
complement. One of these is English ‘copy raising’ (Roge&841 Potsdam and
Runner 2001, Asudeh 2002), illustrated in (17):

(17) There looks like there’s going to be a storm/*it's gotogain/*Kim’s going
to win.

Also relevant are controlled pronominal subjects in Setloatian (Zec 1987),
Halkomelem Salish (Gerdts and Hukari 2001) and other lagesiavhere a control
verb requires that the subject pronoun realized within ldsigal complement be
coindexed with one of the other arguments of the control (istsubject promise
type) or its objectgersuadetype)), as shown in (18):

(18) a. NR promise [CMP heVP]
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b. NP persuade NFCMP he VP]

The problems of raising across Polish prepositions (Péxkpivski 1999, Dickin-
son 2004), and complementizer agreement in Eastern Duadécts (HOhle 1997)
are similar: a particular argument realized within a givepression must be ‘vis-
ible’ to an external entity that combines with that expressi Moreover, as is
well known, there are many English idioms that require rfigial and agreement
identity between a subject and a possessor within an objecoNwhich assign a
semantic role to the object’s possessor. These are iltastia (19):

(19) a. Helost [his/*her; marbles].
b. They kept/lost [theif/*our; cool].

A principled solution to all of these problems, suggestatependently by a
number of these researchers, is the introduction of a fedtlistinct fromvaL ) that
passes up to a given phrase information about one of the tirsgised to construct
that phrase. Kiss (1995) proposed such a feature for thettsj nonfinite verbal
clauses in German, calling$tuBJECT, and this feature has been used by Meurers
(1999, 2001) and othetfs.

However, it would be desirable to use the same feature to mekiive pro-
nouns that are realized within a given NP available for s&ladoy elements out-
side that NP. In addition, the Polish preposition raisingm@menon discussed by
Przepiorkowski (1999) and Dickinson (2004) motivates aalgsis where the ob-
ject of certain prepositions is available for selection neents external to the PP
that the preposition projects. In sum, there is some vanadis to which element
within a phrase is externally accessible. Since ‘subjextiob narrow a notion
empirically, SUBJECTIs an inappropriate name for the feature in question. | have
previously proposed instead to hame the relevant fe@XMMERNAL ARGUMENT
(XARG).X® BecausexARG is a category feature, it percolates information about a
designated phrasal constituent, as illustrated in Figure 9

Assuming, following Pollard and Sag (1994), that there hred subtypes of
the typeindex(ref (referential-indey, it (expletive-it-index andthere (expletive-
there-inde)), the copy raising examples mentioned in (17) above camdated
simply by associating the relevant lexical entry fooks(like) with the vaL list in
(20):

S
(20) [VAL <NPZ' ’[XARG NP[pro]Z}>]

15Kiss’s proposal is an extension of earlier proposals thae len made within GPSG/HPSG,
e.g. theaGRr feature of Gazdar et al. (1985) and Pollard’s (1984} feature.

185ag and Pollard (1991) proposed a semantic featMEERNAL-ARGUMENT (XARG), which
makes only the index of the subject argument available atldngsal level. This analysis has been
incorporated into Minimal Recursion Semantics (and theliEhdresource Grammar) by Flickinger
and Bender (2003).
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PHON ( Kim’s, book)

noun
CAT
SYN XARG
VAL ()

TN

PHON (Kim’s) PHON ( book)
SYN  NP[GEN+] SYN CNP

Figure 9:XARG Analysis of Genitive-Embedding NP

PHON ( your, fancy)
SYN NP[XARG [1NP; ]

A

PHON ( your) PHON ( fancy)
1
SYN CNP[VAL ()]

SYN NP[GEN +]

Figure 10:xARG Analysis ofyour fancy

And if an object NP includes information about its (prenoatjrpossessor in its
XARG value, then an idiomatic verb likesecan be specified as in (21):

PHON (lose)
CAT verb

(21) SYN NP
VAL (NP ’[XARG NP[pro]j,]

Similarly, an idiomatic verb likeickle can assign a semantic role to its object’s pos-
sessor. In both cases, all that is required is that the XRrss value be identified
with the NP’s possessor, as sketched in Figure 10.

All of the phenomena just enumerated, in addition to thegagstion con-
struction discussed eatrlier, provide motivation fotRG specifications as part of
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the cAT value of sentential and NP signs. Note that &G value (either a sign
or the distinguished atomong differs from thevaL value (a list of signs) in that
only the latter undergoes ‘cancellation’ in the constrmuttof phrasal signs.

5.4 ldiomatic Expressions

Idioms also potentially pose a locality issue. It is well wmothat certain idiomatic
interpretations arise only when the particular pieces eidiom are in construction
with one another. The proper characterization of the notibfin construction
with’, however, remains controversial. Since Nunberg efl8b4, it has generally
been agreed that syntactic flexibility is related to sentaghticomposability. Thus
a particularly decomposable idiom likaull strings occurs flexibly in a variety of
configurations, as illustrated in (22):

(22) a. Sandyulled stringsto get Kim the job.
b. Stringswerepulledto get Kim the job.

c. Thestringsthat seem likely to have beguilledto get Kim the job were
an offense to man and nature.

d. We objected to thetringsthat Sandy had tpull to get Kim the job.
e. Sandypulledthestringsthat got Kim the job.

f. Thestringsthat Sandypulled nobody else could hayaulled

Idioms vary considerably in terms of their syntactic flekipiand it is per-
haps unclear where to draw the line between an idiomatieseatthat should be
allowed by the grammar and an extension of the grammar (agtlage play’).
However, it is reasonably clear that copredication is a s&agy condition for id-
iomaticity. That is, in order fopull stringsto receive its idiomatic interpretation,
the second semantic argumenipofl must also havetringspredicated of it, how-
ever the grammar allows for that to happén.

My proposal, presented more fully in Sag to appear b, usepdrsstent de-
faults of Lascarides and Copestake (1999) to write lexinties like those in (23)
(LID is the featura EXICAL -IDENTIFIER explained more fully in Sag 2007):

sailer (2000) proposes a treatment of flexible idioms in teafiexical constraints (called ‘con-
ditions on lexical licensing’€oLL)) that can access arbitrarily distant elements within algphrasal
structure. Sailer argues that the domaircafLL constraints should be the entire sentence (a senten-
tial sign) in which the idiomatic word occurs. This is ne@yshe claims, in order to describe what
he takes to be purely syntactic restrictions on particudarm ‘chunks’. Space limitations prevent
me from providing a fuller discussion of Sailer's proposalsthe subsequent attempts to improve
upon them by Soehn (2004, 2006). My approach differs fronsdhe treating each idiom in terms
of a single local constraint that interacts with other agpetthe grammar.
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stringsrel

i_stringsrel |_stringsrel

Figure 11: Literal and Idiomatic Strings Relations

[PHON ( strings) ]
noun
CAT
SYN lLID O strings_rel /, l_strings_rel]
(23)
VAL ()
cem [INDEX i
RELS ( ho:[0](7) )

Assuming that literal and idiomatic relations are hierézalty organized as shown
in Figure 11, then the noustringswill default to its literal interpretation except
when itsLID value is resolved to the idiomatic relatiostrings_rel by the lexical
entry for the idiomatic veripull, whose lexical entry is sketched in (24):

PHON (pull)

LID i_strings_rel
(24) SYN VAL [SYN NPZ}, SYN NP,
J

SEM {RELS ( ho:i-pull_rel(i, 5) )}

Making the reasonable assumption thatithe of a gap and its filler are identified
in afiller-gap construction, it follows that the idiomatiesolution can take place in
examples (22d-f), as well as (22a-c), thus solving what Muplet al. (1994) refer

to as ‘McCawley’s Paradox’. This account of syntacticallxible, semantically

decomposable idioms is fully compatible with the localistgpective of SBCG.

6 Conclusion
In this paper, | have surveyed and offered localist solgitina number of prob-

lems involving nonlocal grammatical dependencies. | haep@sed a version of
HPSG theory — Sign-Based Construction Grammar — that isthase distinction
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between signs and constructs. Drawing the distinctionkénatay | have outlined
provides numerous advantages, including the following:

e Solutions are offered to a number of problems not solved leyipus ver-
sions of HPSG (e.g. Pollard and Sag 1994 or Ginzburg and Sa@)20

e Lexical selection is localized in a principled fashion.
e Previous results in HPSG are preserved.

e Principles, e.g. the Subcategorization Principle, arekfiad, e.g. by elim-
inating the need for relational constraints suclsagns-t o- synsenmns.

e Phrasal schemata (constructions) are localized, i.e. dheyyundamentally
like CFG grammar rules.
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Abstract

There is a construction in English, exemplified by how long a bridge, which
is so irregular that it has been named the Big Mess Construction, see Berman
(1974). This paper first sketches its main characteristics (section 1) and a
treatment of the internal structure of the noun phrase which serves as a back-
ground for the analysis (section 2). It then presents three ways in which the
Big Mess Construction can be analysed; two of them are lexicalist and are
shown to be implausible; the third is constructivist and is argued to be su-
perior (section 3). In a next step, the discussion is extended to two other
types of constructions. The first concerns the English adnominal reflexives,
as in the children themselves, and is shown to require a constructivist analysis
which is similar but not identical to the one for the Big Mess Construction
(section 4). The second concerns the combination of such and what with the
indefinite article, as in such a pleasure. In spite of its obvious resemblance
with the Big Mess Construction this combination does not require a construc-
tivist analysis; instead, it fits the lexicalist mould of most of the rest of HPSG
(section 5).

1 The Big Mess Construction

In English noun phrases the determiner canonically precedes the prenominal ad-
jectives, both the lexical and the phrasal ones.

@)

)

T » T @

a big house

a very big house
* big a house

* very big a house

A notable exception are the adjectival phrases which are introduced by as, so, too,
how, this and that. When they occur in a nominal which contains the indefinite
article, they precede the determiner (Huddleston and Pullum, 2002, 435).

®)

(4)

o » T @

It’s so good a bargain | can’t resist buying it.
How serious a problem is it?

* It’s a so good bargain | can’t resist buying it.
* A how serious problem is it?

This construction, for which Berman (1974) coined the term Big Mess Construc-
tion, only ocurs in nominals with an indefinite article. It does not occur in nominals
with another kind of determiner, as in (5a), nor in nominals without determiner, as
in (5b).

tFor their comments and suggestions for improvement | thank the anonymous reviewers of the
HPSG-2007 programme committee, the attendants of the workshop on constructions and grammat-
ica theory (Stanford, July 21 2007) and my colleagues at the Centre for Computational Linguistics
in Leuven.
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(5) a. *How serious some problem is it?
b. * They are so good bargains | can’t resist buying them.

A further complication is provided by the Aps which are introduced by more or
less. They can either occur in the canonical position or in the exceptional one
(Huddleston and Pullum, 2002, 435).

(6) a. Thisis amore serious problem than the other.
b. This is more serious a problem than the other.

Also here, the exceptional position is only possible in combination with the indef-
inite article.

What makes the Big Mess Construction interesting is not only its idiosyncracy
and the descriptive challenges which it raises, but also the light which its treatment
sheds on the issue of the trade-off between lexicalism and constructivism in formal
grammar. To pave the way for the treatment | first present my analysis of the
internal structure of the noun phrase (section 2). It deals with the canonical order,
as exemplified by (1) and (6a). The exceptional order, as exemplified by (3) and
(6b), is modeled in section 3.

2 The internal structure of the noun phrase

My treatment of the internal structure of the noun phrase is based on two as-
sumptions. First, that the noun is the head of the noun phrase and, second, that
the prenominal dependents are functors, in the sense of Allegranza (1998) and
Van Eynde (1998). Since the first assumption is controversial, given the fact that
many authors treat the determiner as the head of the noun phrase (cf. Abney
(1987), Hudson (1990) and Netter (1994)), and since the second assumption may
be unfamiliar, | start with a defense of the former and a succinct presentation of the
latter.

2.1 The head of the noun phrase

To substantiate the claim that the noun is the head of the noun phrase adopt the
commonly, though often tacitly, made assumption that a noun phrase shares its
person, number, gender and case values with its head daughter. Of special rele-
vance are, hence, the noun phrases in which the determiner has other values for
these features than the noun, since they allow us to identify the head by simple
observation. Here are some of such examples:

(7) My neighbors are/*am rich.

(8) a. What birds have/*has two wings and four legs?
b. What comes/*come next?

9) a. A good many pages are/*is lost forever.
) g Y pag
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b. A few pages are/*is still missing.

Given the form of the finite verb in (7) the subject NP must be plural, which implies
that its head daughter can be the third person plural neighbours, but not the first
person singular my. A similar remark applies to the interrogative determiner in
(8a). Given the form of the finite verb, the subject NP in (8a) must be plural, which
meshes well with the assumption that the plural birds is the head, but not with
the alternative assumption that the interrogative what is the head, since what is by
itself singular, as shown by (8b). Further evidence is provided by the quantifying
determiners in (9). Also here, the form of the finite verb demonstrates that the
subject NPs are plural, and while this is perfectly compatible with the assumption
that the plural pages is the head, it is at odds with the alternative assumption that
the head is the quantifying a good many and a few, since these are both singular,
as demonstrated by their compatibility with the indefinite article. To provide an
example which turns on the case distinction | switch to Dutch.

(10) Wiens paard heeft hij gestolen?
whose horse has he stolen?

“‘Whose horse did he steal?’

The fronted NP wiens paard ‘whose horse’ is the object of gestolen ‘stolen’ and,
hence, accusative. This is compatible with the assumption that the non-genitive
paard ‘horse’ is the head, but not with the alternative assumption that the genitive
wiens ‘whose’ is the head. For more arguments in favor of the NP-hypothesis and
against the bP-hypothesis, see Van Eynde (2006).

2.2 The prenominal dependents

Turning now to the prenominal dependents the central assumption of the func-

tor treatment is that specifiers and modifiers had better be treated along the same
lines. The distinction between specifying determiners and modifiers goes back to
Chomsky (1970) and is motivated a.0. by the fact that a head can take at most

one specifier, whereas it can take any number of modifiers. Within the lexicalist
HPSG framework this is reflected by the assumption that a noun lexically selects

its specifier, but not its modifiers, see Pollard and Sag (1994) and Ginzburg and
Sag (2000). The feature which models the selection of the specifier is a valence
feature, called sPR, and its role in the analysis of the noun phrase is illustrated in

(12).

(11) N[sPR < >]
/\
[ Det N[sPR <[II>]
\ —
a Adj N[sPrR <[> ]
I I
long bridge
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The noun selects a determiner as its specifier, and as soon as the determiner is
added, the sPr list of the nominal is made empty. The modifying adjective, by
contrast, is not selected by the noun and its addition has no effect on the noun’s
SPR value.

A problem for this dichotomy between modifiers and specifiers is that it com-
plicates the modeling of those properties which the determiners and the other
prenominal dependents have in common. Notice, for instance, that in languages
which mark number and gender by inflectional affixes, such as Italian, one finds
the same morphological variation and the same constraints on agreement for the
determiners and the adjectives.

(12) questa bella bambina
this-sG.FEM beautiful-sG.FEM child-SG.FEM

‘this beautiful child’

The singular feminine determiner questa ‘this’ requires a singular feminine nom-
inal in exactly the same way as the singular feminine adjective bella ‘beautiful’.
For these and other reasons Allegranza (1998) and Van Eynde (2003) have pro-
posed a more uniform treatment of the adnominals, in which the specifiers and the
modifiers are both treated as functors. Phrased in HPSG terminology, functors are
nonhead daughters which select their head sister. To spell this out in formal terms
I start from the following phrase type hierarchy, adapted from Ginzburg and Sag
(2000).1

(13) phrase
,/\
headed-phr non-hd-phr
//\
head-argument-phr head-adjunct-phr
/\ /\
head-comp-phr head-functor-phr

All headed phrases have a head daughter, and are constrained by the HEAD FEA-
TURE PRINCIPLE. The head-adjunct phrases, of which the head-functor phrases
are a subtype, also have an adjunct daughter.

(14) |headed-phr head-adjunct-phr
HEAD-DTR sign ADJ-DTR sign
The main difference between head-argument phrases and head-adjunct phrases is
that the head daughter selects its non-head sister(s) in the former, but not in the
latter. The verb bites, for instance, selects an NP object and a third person singular
subject, but it does not select a manner adverb or a locational adjunct. Similarly, the

1The notion adjunct is understood in a broad sense, subsuming modifi ers aswell as specifi ersand
appositions. Some examples of the latter are given in section 3, see (30) and (31).
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noun houses does not select an adjective; nor does it select a determiner.? Instead,
it is the functors which select their head sister. The determiner every, for instance,
selects a singular count noun, while few selects a plural count noun. This is mod-
eled by the feature SELECT. It takes an object of type synsem as its value,3 which
is shared with the Sy NSEM value of the head sister, as stipulated in the SELECTOR
PRINCIPLE.A

(15) | head-functor-phr
HEAD-DTR|SYNSEM [i] synsem
ADJ-DTR| SYNSEM | LOC | CAT | HEAD | SELECT

The reason why the SELECT feature is included in the HEAD value of the adjunct
daughter is that the selectional properties of a phrasal functor are shared with the
one of its head daughter. Very few, a few and that few, for instance, all require a
plural count nominal, because few requires a plural count nominal.

(16) N
N[SEL Eal, count]
Adv/FELECT hodses
Vt;ry fe‘w

The Selector Principle can also be used to model the number and gender agreement
in Italian noun phrases. The determiner questa ‘this’ and the adjective bella ‘beau-
tiful’, for instance, select a singular feminine noun, as in (12). Moreover, molto
bella ‘very beautiful’ requires a singular feminine nominal, just like bella.

(17) N
N[singulaMECT
bamLina AdV/mECT
mo‘lto be‘lla

In sum, the functors are adjuncts which lexically select their head sister. Since they
subsume both the determiners and the other prenominal dependents (as well as a

Thisis adifference with the specifi er treatment, in which the determiner is selected by the noun.
Arguments against the lexical selection of specifi ers are provided in Van Eynde (2006).

3Most signs which are used as functors can also be used in other ways. Adijectives, for instance,
are functorsin adnominal position, but in predicate position they are complements of copular verbs.
In that case their SELECT value is none.

“For those who are familiar with Pollard and Sag (1994), this principle subsumes both the Spec
Principle and the constraint that the M oD value of an adjunct is token-identical to the SYNSEM value
of itshead sister. The SELECT feature, hence, replaces and subsumes both sPEC and MOD. A similar
neutralization is proposed in Soehn and Sailer (2003).
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large variety of other types of adjuncts), this treatment straightforwardly deals with
the properties which the prenominals have in common.

At the same time, a full treatment also requires the means to differentiate the
determiners from the other prenominal dependents. We should, for instance, dis-
tinguish between long bridges, which can be preceded by another prenominal, and
the bridges, which cannot be preceded by another determiner or adjective. To
model this the functor treatment employs the MARKING feature. It is part of the
CAT(EGORY) value of all signs and its value is shared between the mother and the
adjunct daughter, as spelled out in the MARKING PRINCIPLE.

(18) |head-adjunct-phr
SYNSEM | LOC | CAT | MARKING [i] marking
ADJ-DTR| SYNSEM | LOC | CAT | MARKING

The MARKING feature was already used in Pollard and Sag (1994), where it plays a
role in the treatment of the English complementizers (that, if, for ...), but because
of its limited range of application it got ignored in much of the subsequent HPSG
literature. In the functor treatment of Allegranza (1998) and Van Eynde (2003),
however, it plays a much more prominent role. Assuming that categories can be
marked or unmarked, as in Pollard and Sag (1994), it is used to distinguish the
nominals which are compatible with a specifier (the unmarked ones) from those
which are not (the marked ones). The common nouns, for instance, are unmarked,
and the addition of an adjectival modifier does not change this, since these mod-
ifiers are unmarked themselves, but the specifying determiners are marked and,
therefore, change the MARKING value of the nominal.®

(29) N[MARKING [I marked]
N[MARK unmarked]
those AdiMARKING 3]  N[unmarked]
Io‘ng bri(;ges

In combination with the assumption that the prenominals select an unmarked nom-
inal as their head sister, this accounts for the ungrammaticality of the those bridges
and long those bridges. The distinction between marked and unmarked nominals
corresponds to the one between nominals with an empty and a non-empty SPR list,
but this does not imply that the MARKING feature is just another name for the SPR
feature. Some major differences are the following. First, the functor treatment
does not assume that the nouns lexically select their determiner. Second, nom-
inals without determiner are not treated as incomplete, but simply as unmarked.
Third, the use of the MARKING feature makes it possible to make finer-grained

>Nouns which do not take a determiner, such as the pronouns and most of the proper nouns, are
inherently marked.

421



distinctions, to be captured by subtypes of resp. marked and unmarked. The lat-
ter, for instance, are differentiated into bare nominals and incomplete nominals in
Van Eynde (2006) to distinguish those that can be used without determiner from
those that cannot. Similarly, it is possible to distinguish between different types
of marked nominals by introducing more specific subtypes of marked. This pos-
sibility will be exploited in the treatment of the Big Mess Construction in section
3.

Since a prenominal functor can be a phrase, which in turn contains a functor,
the propagation of the MARKING value is iterative, as illustrated in the representa-
tions of very large house and a few pages.®

(20) N[MARKING [1] unmarked]
Adj[MARarked]
Adv[MARmarked] hOlLlse
ve‘ry Ial‘rge

(21) N[MARKING [ marked]
N[MARKaI‘ked]
Art[MARarked] paées
f‘:l fe‘w

The MARKING value of very is shared with the one of very large, which is in turn
shared with the one of very large house. The latter is, hence, unmarked, which
implies that it can be combined with another adjective or a determiner, as in that
very large house. Conversely, the determiner a with its value of type marked makes
the prenominal a few marked, and hence also the nominal a few pages, so that the
latter is no longer compatible with another determiner.”

Since the MARKING PRINCIPLE in (18) only deals with the phrases of type
head-adjunct, we still need to spell out how the MARKING values are propagated in
other types of phrases. For the head-argument phrases | assume that the MARKING
value is shared with the head daughter.8

(22) [head-argument-phr
SYNSEM | LOC| CAT | MARKING [ marking
HEAD-DTR| SYNSEM | LOC | CAT | MARKING

®This is where my version of the functor treatment differs from the one of Allegranza (1998), in
which iterative propagation is blocked.

"That few is unmarked is not only clear from its compatibility with a, but also from the fact that
anominal which containsit can be preceded by a determiner, as in those few pages.

8Since headed phrases are either head-adjunct or head-argument phrases, (18) and (22) jointly
subsume all types of headed phrases. The propagation in nonheaded phrasesiis left for future work.
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A relevant example is the prenominal in the German uns unbekannte Frauen “(to)
us unknown women’,

(23) N[MARKING [I unmarked]
AdivARKING @] N[unmarked]
N[mammm; Fra‘uen
ur‘1$ unbek‘annte

The MARKING value of the AP is identified with the one of the adjective unbekan-
nte rather than with the one of its pronominal argument. Since the adjective is
unmarked, the nominal can be preceded by a determiner, as in die uns unbekannte
Frauen ‘the (to) us unknown women’.

2.3 Summary

Summing up, | assume that the adnominal dependents are functors which lexically
select their head sister and which leave a mark on the phrases to which they are
adjoined, as proposed in Allegranza (1998) and Van Eynde (2003). There is just
one difference between these sources and the present treatment. While the former
apply the Selector Principle and the Marking Principle to the same types of phrases,
i.e. the head-functor phrases, the present treatment applies the Marking Principle to
all of the head-adjunct phrases and the Selector Principle only to the head-functor
phrases. Since the latter is a subtype of the former, it is still true that the head-
functor phrases are constrained by both principles, but since the functors are not the
only types of adjuncts, it follows that there may be adjuncts which are constrained
by the Marking Principle, but not by the Selector Principle. This will turn out to be
crucial for the treatment of the Big Mess Construction.

3 Returning to the Big Mess

Having dealt with the canonical combinations of prenominal Aps and their nominal
head sisters | now return to the Big Mess Construction. The discussion comes in
three parts. First, | present the specifier treatment of this construction in Ginzburg
and Sag (2000) and show why it is implausible. Second, | show why the functor
treatment is equally implausible. Third, | present an alternative.

3.1 The specifier treatment

The treatment in Ginzburg and Sag (2000) is based on the assumption that all

words can select a specifier. In the same way as nouns can select a determiner as
their specifier, the adjectives can select a degree marker as their specifier and —
pushing the envelope somewhat beyond the usual— the indefinite article can select
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a degree marked AP as its specifier. A phrase like how long a bridge is, hence,
assigned a left branching structure, in which the degree marker how is the specifier
of the adjective long, yielding an AP, which is in turn the specifier of the indefinite
article.

(24) B DetP[sPR < >]
2] AP[SPR <m <(2>]
Det[> , DEG +] ;1
hO‘W Io‘ng

The resulting DETP is then the specifier of the common noun bridge. The DE-
GREE feature plays a crucial role in this analysis, since only the APs with a positive
DEG(REE) value can be specifiers of the indefinite article. Because it is a HEAD fea-
ture, the AP shares its DEG value with the adjective, which in turn shares it with its
specifier (Ginzburg and Sag, 2000, 198). An asset of this treatment is that it neatly
accounts for the fact that the Big Mess Construction only occurs in combination
with the indefinite article. The combination with other determiners is excluded
since the other determiners do not take a degree marked AP as their specifier.

At the same time, the specifier treatment has a number of problems. First, it
begs the question of what the feature [DEG(REE) +] means. If it stands for a degree
denoting expression, as the name suggests, then it does not draw the distinction we
need, since not all of the degree markers allow the Big Mess Construction. Very,
enough and somewhat, for instance, are degree markers, just like how, too and so,
but do not occur in the Big Mess Construction.

(25) a. *very big a house (= (2b))
b. * big enough a house
c. * somewhat underdeveloped a country

Second, we need a stipulation to block the ill-formed a how big bridge. For this

purpose it is suggested that “a constraint on the prenominal adjective construction

requiring the modifier daughter to be [DEG(REE) —] may well suffice.” (Ginzburg
and Sag, 2000, 200) Technically, though, the notation of Ginzburg and Sag (2000)

does not provide the means to express this constraint, which explains why it is

only given in prose, and conceptually, the constraint begs the question of what

it means to be [DEG(REE) —], given that a more modest statement, a somewhat

underdeveloped country and a big enough room are all well-formed. Third, the left

branching structure is at odds with one of the classical tests for constituency, i.e.

the one of permutability.

(26) a. Never before had we seen that big a bridge.
b. Never before had we seen a bridge that big.
c. * never before had we seen bridge that big a
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It is possible to permute the AP and the NP, as in (26b), but not the AP with the
article and the rest of the nominal, as in (26¢). Fourth, the left branching structure
complicates the syntax-semantics interface, for the AP does not provide informa-
tion about the length of the indefiniteness, as (24) suggests, but rather about the
length of the bridge.

3.2 The functor treatment

As an alternative, | propose an analysis in which the article is a sister of the nom-
inal, rather than of the Ap. More specifically, the article is a functor of the noun,
yielding a marked NP and the degree marking how is a functor of the adjective,
yielding a marked AP. The two resulting phrases are sisters, as in:°

27) N
/\
Adj[MARK [ marked] N[MARK [2] marked]
//\ /\

Adv[MARK Adj[unmarked] Art[MARK N[unmrked]
I I I I
how long a bridge

This structure accounts for the permutability facts in (26) and provides a useful
starting point for the semantic interpretation, since the AP is a sister of the nominal
that it modifies. It also avoids the problem with the interpretation of the DEGREE
feature, since the crucial distinction is not defined in terms of a semantically mo-
tivated dichotomy, but rather in terms of a purely syntactic distinction between
marked and unmarked selectors of gradable adjectives. It is a matter of lexical
stipulation that so, too and how are marked, whereas very, enough and somewhat
are unmarked. Another advantage of this treatment is that it provides a straightfor-
ward account of the ungrammaticality of a how big bridge, for since the indefinite
article selects an unmarked nominal, it cannot precede a marked AP.

At the same time, the analysis in (27) leaves us with the problem of figuring out
how the combination of the adjectival phrase and the noun phrase can be modeled.
An obvious choice, it would seem, is to assign functor status to the AP, but this
cannot be right, for in that case the head daughter of the AP is predicted to lexically
select a marked NP, so that one inadvertently licenses (very) long a bridge.

3.3 The independent adjunct treatment

To solve this problem | will assume that the AP is not a functor, but an indepen-
dent adjunct. More specifically, its combination with the lower NP is modeled
in terms of a type of phrase which | have called the head-independent-phr(ase)
in Van Eynde (2005). This is a subtype of the head-adjunct-phr(ase), but not of

®The MARKING value of the top node is provisionally left out. How its value is determined is
spelled out toward the end of the section, see (34).
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head-functor-phr(ase), which implies that it is subsumed by the Marking Principle
and the Head Feature Principle, but not by the Selector Principle.

(28) headed-phr
/\
head-arg-phr head-adjunct-phr
-
head-functor-phr head-independent-phr

In other words, the nonhead daughters in the phrases of type head-independent
share their MARKING value with the mother, but they do not lexically select their
head sister. Their SELECT value is, hence, none (see footnote 3). Since the head
daughter does not select its nonhead sister either, this means that there is no se-
lection. Instead, what connects the two daughters is the fact that they share their
index.

(29) [head-independent-phr
HEAD-DTR|SYNSEM | LOC | CONTENT | INDEX

CAT | HEAD | SELECT none

ADJ-DTR| SYNSEM | LOC
CONTENT | INDEX

This phrase type was introduced in Van Eynde (2005) to model cases of asymmetric
coordination and apposition in Dutch, as exemplified by the subject NP in (30) and
the prenominal in (31).

(30) Mijn beste vriend en kamergenoot is/*zijn vertrokken.
my best friend and roommate is/*are left

‘My best friend and roommate has left.’

(31) Jan zijnouders zijn/*is verhuisd.
John his parents are/*is moved

*John’s parents have moved.’

The coordinated nominal in (30) is not a case of canonical conjunction, as in John
and Mary, since it does not denote a pair of persons, but rather one person who is
both my best friend and my roommate. This singularity, which is confirmed by the
form of the finite verb, is modeled straightforwardly if one treats the nominal as a
phrase of type head-independent, for since the daughters share their index, they are
both third person singular, and since the head daughter (the first conjunct) shares
its index with the mother, it follows that the subject NP as a whole is third person
singular as well. Similar remarks apply to the prenominal in Jan zijn ouders. The
lower NP and the possessive pronoun must agree in person, number and gender: Jan
mijn/hun/haar ouders ‘John my/their/her parents’, for instance, are all ill-formed.
This is modeled straightforwardly if one treats the pronoun as the head and the
lower NP as an independent adjunct. Coindexing is, hence, a hallmark of the head-
independent-phrase, both in asymmetric coordination and apposition. The lack of
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lexical selection which is the other defining characteristic is also exemplified in
(30): it would make little sense to assume that vriend selects kamergenoot or vice
versa. The same holds for Jan and zijn in (31).

Returning now to the English Big Mess Construction we find the same two
properties. The index sharing accounts for the fact that the AP denotes a property
of the referent of the lower NP, and the absence of lexical selection solves the
problem with the functor treatment.’® This implies that the Big Mess Construction
can be modeled in terms of a subtype of head-independent-phrase.

What remains to be modeled at this point are the properties which set the Big
Mess Construction apart from the other constructions of type head-independent,
such as the condition that the lower NP must contain the indefinite article and that
the AP must contain a degree denoting word of the appropriate kind. For this
purpose, | assume that the head-independent phrase type has a number of more
specific subtypes, one of which is the big-mess-phr(ase) type. Its properties are
spelled out in (32).

(32) [big-mess-phr 1
CONTENT parameter

CAT | MARKING a
HEAD-DTR|SYNSEM | LOC

marked
ADJ-DTR| SYNSEM | LOC | CAT | MARKING
DEGREE + J

The head daughter is required to have a MARKING value of type a, which is a sub-
type of marked. This correctly excludes the combination with unmarked nominals,
as in how warm (nice) water, and otherwise marked nominals, as in too big some
house, and how big anyone. The requirement that the head daughter denote an
object of type parameter captures the fact that it must not be a quantified NP. This
blocks the ill-formed that big a few houses.!

The adjunct daughter is required to have a MARKING value of type marked.
This correctly excludes single adjectives, as in big a house, and adjectives with an
unmarked functor, as in very big a house. The adjunct is also required to have a
positive value for DEGREE. This feature is homonymous to the one of Ginzburg
and Sag (2000), but its role and interpretation are different. First, it is not a HEAD

1Functors may also share their index with their head sister, but this is not a general property of
the head-functor-phrase type. The possessivein (7), the interrogative determiner in (8) and the quan-
tifying determinersin (9), for instance, do not share the index of the nominals which they introduce,
since they have non-matching NUMBER values.

|n the type hierarchy of CONTENT values which is employed in Ginzburg and Sag (2000), the
quantifi ed NPs are of type quant-rel and the non-quantifi ed ones of type parameter. That the indefi -
nite article does not introduce a quantifi er is one of the main tenets of both Discourse Representation
Theory and File Change Semantics, see resp. Kamp (1981) and Heim (1982). Notice that theiill-
formedness of that big a few houses raises yet another problem for the specifi er treatment, since it
requires extra stipulations to rule out the combination of the indefi nite article with a degree marking
AP when the indefi nite articleis part of a quantifying adnominal.
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feature, but a MARKING feature, so that its value is shared with the AP. Second, its
value is positive for all of the degree denoting words, and not only for those which
license the Big Mess Construction; very, somewhat and enough, for instance, have
a positive DEGREE value, just like so, how and too. What differentiates them is not
their DEGREE value, but rather their MARKING value. The mutual independence of
the DEGREE and MARKING distinctions also facilitates the treatment of the com-
parative more and less. By assigning them the underspecified value marking in the
lexicon, one subsumes both the unmarked use in a more serious problem and the
marked one in more serious a problem, while keeping the DEGREE value constant.

Since the big-mess-phrase inherits the properties of its supertypes, it follows
that its MARKING value is identified with the one of its adjunct daughter. The re-
sulting chain of propagation can be quite long, as in the following example quoted
from (Huddleston and Pullum, 2002, 435).

(33) It was so blatantly biased a report that no one took any notice of it.

The MARKING value of so is propagated to the ADVP so blatantly, the participial
so blatantly biased and the nominal so blatantly biased a report.

(34 N[MARKING [1 marked]
//\
V[MARKING NI[a]
’/\ A
AdV[MARKING V[unmarked] a report
- !
AdV[MARKING [1]] Adv[unmarked] biased
4 !
S0 blatantly

The propagation of the MARKING value accounts for the impossibility of iterative
application. Too long so big a bridge, for instance, is not licensed, since the addi-
tion of so big to a bridge triggers a switch from the negative DEGREE value of the
indefinite article to the positive value of the degree denoting so.

It is worth adding that some of the degree denoting adverbs license the addi-
tion of another dependent: so, for instance, licenses a that-clause, as in (33), and
too a gapped VvP[to], as in too complex a problem to solve here and now. How
the licensing and the addition of the extra dependent can best be modeled is an
interesting topic in its own right, but it will not be addressed here, since it is inde-
pendent of the treatment of the Big Mess Construction. There are indeed marked
degree words which do not license an additional dependent, such as this, that and
how, and that there are unmarked degree words which do, such as enough, which
licenses a gapped v P[to], and more and less, which license a than-phrase.

3.4 Summary

Summing up, | have presented three treatments of the English Big Mess Construc-
tion: the specifier treatment of Ginzburg and Sag (2000), a functor treatment in
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the line of Allegranza (1998) and Van Eynde (2006) and the independent adjunct
treatment in the line of Van Eynde (2005). The former two can be called lexicalist,
since they rely on lexical selection, either in terms of the valence feature SPR or in
terms of the HEAD|SELECT feature. The latter, by contrast, is constructivist since
the constraints on the combination are spelled out in terms of properties of the con-
struction as a whole. Since it involves the postulation of a highly specific phrase
type (big-mess-phr(ase)), there is an obvious risk of missing generalizations. This,
however, is counterbalanced by its integration in the phrase type hierarchy, which
provides the possibilty to factor out what the Big Mess Construction has in com-
mon with other less idiosyncratic constructions and to capture those common prop-
erties in terms of constraints which are associated with its supertypes, such head-
independent and head-adjunct. It is also counterbalanced by the existence of other
types of combinations which call for a constructivist treatment. Apposition and
asymmetric coordination are two examples which have already been dealt with in
previous work (for Dutch). I will now discuss another such example from English.

4 Adnominal reflexives

English allows the combination of a noun phrase with an emphatic reflexive, as in:

(35) a. I myselfwould never do such a thing.
b. The children themselves are not satisfied about their work.
c. We met the lady of the house herself.

In these combinations the head must be the lower NP, since it shares its CASE value
with the mother: | myself, for instance, is nominative, just like the personal pro-
noun. The accusative reflexive pronoun is its non-head sister and shows the typical
properties of an independent adjunct. It shows agreement in person, number and
gender with the preceding NP, as required by the index sharing, and it does not
lexically select the NP. To capture its other characteristics | add another subtype of
head-independent-phrase, to be called adnominal-reflexive-phrase, with the prop-
erties that are spelled out in (37).

(36) headed-phr
head-adj‘unct-phr
head-funMendent—phr
big-mem

(37) [adnominal-reflexive-phr

CAT | MARKING marked

HEAD-DTR|SYNSEM | LOC
CONTENT  parameter

ADJ-DTR| SYNSEM | LOC| CONTENT reflexive
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The requirement that the head daughter be marked and non-quantificational blocks
such ill-formed combinations as the unmarked children themselves and the quan-
tified any woman herself and some soldiers themselves. The requirement that the
adjunct daughter be reflexive correctly excludes other types of pronouns, as in the
children them and we each other.*? Since the reflexives are pronouns and, hence,
marked, and since the adjunct shares its MARKING value with the mother, it follows
that the combination as a whole is also marked.

(38) N[MARKING [0 marked]
N[MARKINGING
Art[MARarked] them;elves
tHe chilaren

In sum, the constraints which are characteristic of the head-independent-phr(ase)
type (index sharing and absence of lexical selection) are not restricted to the Big
Mess Construction, but are shared by the English adnominal reflexives and by a
number of coordinate and appositive constructions in Dutch. This shows that the
addition of a modicum of constructivism to the otherwise lexicalist framework of
HPSG is not tantamount to a wallowing in anomaly and particularism. Instead,
if one exploits the possibilities of a phrase type hierarchy a la Sag (1997) and
Ginzburg and Sag (2000), this constructivism is perfectly compatible with the aim
of maximum generality and simplicity.

5 Suchaand what a

A combination which superficially resembles the Big Mess Construction is the one
of what and such with the indefinite article, as in:

(39) a. Whata mess it was!
b. It was such a mess.

(40) a. * A what mess it was!
b. * It was a such mess.

The non-canonical order and the degree denoting nature are similar to the prenom-
inal ApPs in the Big Mess Construction, but unlike the latter, what and such are
invariably lexical: if the nominal which they introduce contains an adjective, this
adjective does not occur before the determiner.

(41) a. What a long speech it was!
b. It was such a long speech.

2In Pollard and Sag (1994) refexive is one of the possible values of the CONTENT attribute.
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(42) a. *whatlong a speech it was!
b. * it was such long a speech

Another difference is that they are compatible with bare nominals.

(43) a. What promise she had shown!
b. What fools they are!
c. She had shown such promise.
d. I had never met such people.

This demonstrates that these combinations are not subsumed by the big-mess-
phrase type, as defined in (32). As a matter of fact, | assume that they are not
subsumed by head-independent-phrase either, but rather by head-functor-phrase.
In other words, | assume that the exclamative what and the demonstrative such
lexically select a nominal which is either unmarked or introduced by the indefinite
article. The resulting structure is right branching:

(44) N[MARKING [2] marked]
/\
Det[MARKING N[MARKING [1]a]
| -
what Art[MARKING N[unmarked]

such ! !
a mess

The relevant constraint on what is spelled out in (45).
(45) [word
PHON <what>

HEAD | SEL | LOC | CAT | MARKING unmarked V a

marked
DEGREE +

ss|Loc|cAT [
MARKING

This subsumes the use of what in (39a), (41a) and (43a-b). Since the indefinite
article has a negative DEGREE value, iterative propagation, as in what what a mess
is blocked.

In the case of such, we need two lexical entries: one which selects a nominal
which is introduced by the indefinite article and which is itself marked, as in (39b)
and (41b). The other selects an unmarked nominal and is itself unmarked, just like
the adjectival modifiers. This subsumes the use in (43c-d) and (46).

(46) no such luck, many such problems, one such device

In sum, the such a and what a combinations do not need a constructivist treat-
ment, since their relevant properties can exhaustively be captured in terms of lexi-
cal constraints, on the one hand, and the head-functor type of phrase, on the other
hand.
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6 Conclusion

This paper has provided an HPSG treatment of the English Big Mess Construc-
tion. Crucial for the treatment is the distinction between two types of adjuncts.
Besides the functors, which lexically select their head sister, there are the inde-
pendent adjuncts, which lack lexical selection, but which share their index with
their head sister. The paper has demonstrated that a treatment in terms of lexical
selection is inappropriate for the Big Mess Construction and that the independent
adjunct treatment is more plausible. Further work is needed to identify other types
of independent adjuncts and to model their properties in a way which differentiates
the construction-specific idiosyncratic properties from those which they share with
other types of independent adjuncts. How this can be done has been illustrated
with the English adnominal reflexives.
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