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Editor’s note

The 16th International Conference on Head-Driven Phrase Structure Grammar
(2009) was held in Gottingen.

The conference featured 2 invited talks and 19 papers selected by the program
committee (Anne Abeille, Doug Arnold [chair], Olivier Bonami, Bob Borsley,
Gosse Bouma, Rui Chaves, Berthold Crysmann, Markus Egg, Elisabet Engdahl,
Dan Flickinger, Jonathan Ginzburg, Chikara Hashimoto, Jong-Bok Kim, Tibor
Kiss, Anna Kupsc, Shalom Lappin, Bob Levine, Rob Malouf, Detmar Meurers,
Stefan Miiller, Tsuneko Nakazawa, Gerald Penn, Adam Przepiorkowski, Frank
Richter, Louisa Sadler, Ivan Sag, Jesse Tseng, Stephen Wechsler).

In total there were 34 submissions to the conference. We want to thank the
program committee for putting this nice program together.

Thanks go to Anke Holler, Manfred Sailer, Heike Walker, Gert Webelhuth
[chair], who were in charge of local arrangements.

As in the past years the contributions to the conference proceedings are based
on the five page abstract that was reviewed by the respective program committees,
but there is no additional reviewing of the longer contribution to the proceedings.
To ensure easy access and fast publication we have chosen an electronic format.

The proceedings include all the papers except those by Dani¢le Godard and
Anne Abeillé and Polly Jacobson.
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Abstract

French and Romanian verbless relative adjuncts are incidental adjuncts
which have been described as elliptical relative clauses. We show that this
analysis is not empirically adequate and propose an alternative non-elliptical
analysis. We analyze verbless relative adjuncts as sentential fragments whose
head can be a cluster of phrases. They are marked by a functor phrase which
displays selection properties with respect to the head phrase and makes an
essential contribution to the semantics of the adjunct. The analysis relies on
the interaction of grammatical constraints introduced by various linguistic
objects, as well as on a constructional analysis of verbless relative adjuncts
distinguishing several subtypes.

1 Introduction

Both French and Romanian have verbless adjuncts whose form is reminiscent of
relative clauses. These verbless adjuncts are exemplified in (1) for French and in
(2) for Romanian. They are characterized by the presence of a fronted constituent
(shown in italics) which can either be a prepositional phrase containing a WH form
(1a, 2a, 2b) or the form dont in French (1b). We label those constructions vVerbless
Relative Adjuncts (henceforth VRAS).

(1) a. Trois personnes, [parmi lesquelles Jean], sont venues.
three people(FEM), [among which.FEM John], AUX come
‘Three people, among which John, have come.’

b. Trois personnes  sont venues, [dont une hier].
three people(FEM) AUX come, [DONT one.FEM yesterday]
‘Three people have come, one of them yesterday.

(2) a. Au venit trei persoane, [{ printre | intre } care (si) Ion].
AUX come three people, [{among | among} which.ACC (also) John]
‘Three people have come, among which (also) John.

b. Au venit trei persoane, [dintre care una ieri].
AUX come three people(FEM), [among which.ACC one.FEM yesterday]
‘Three people have come, one of them yesterday.’

French and Romanian VRAs have been described as elliptical relative clauses
(Grevisse 1993, Gheorghe 2004 and Gheorghe 2005) on the basis of semantic and
syntactic similarities with non-restrictive relative clauses (3).

TPart of this work has been presented in Bucharest at the 11" Conference of the English Depart-
ment. Many thanks to A. Abeillé, D. Arnold, O. Bonami, D. Godard, J-M. Marandin, the audience
of the HPSG09 Conference and three anonymous reviewers for helpful discussions or useful sugges-
tions.



(3) a. Ilaécrit de nombreux romans, [dont deux ont été publiés le mois dernier].
‘He has written many novels, two of which have been published last
month.’

b. El a scris multe romane, [dintre care doud au fost publicate luna trecutd].
‘He has written many novels, two of which have been published last
month.’

Part of the data used in this work is based on a corpus study. The French data
comes from the French Treebank of Paris 7 (Abeillé et al. 2003). Lacking a similar
corpus for Romanian, we collected examples from press texts.

The paper is structured as follows. We first focus on the constituency of VRAs.
We show that the elliptical analysis of VRAs is not empirically adequate and pro-
pose an alternative non-elliptical analysis. Then, we discuss the distributional and
functional properties of VRAs before turning to their semantic properties. The
analysis is then couched in a constructional version of HPSG (i.e. SBCG, Sag
2007). The analysis relies on the interaction of grammatical constraints introduced
by various linguistic objects, as well as on a constructional analysis of VRAs dis-
tinguishing several subtypes.

For reasons of space, properties of VRAs which are the same in both languages
are only illustrated for French. Romanian examples are only used when the prop-
erty is absent or less clear in French.

2 Constituency

French and Romanian VRAs are constituted of two parts. The first part (labeled the
[fronted constituent) is reminiscent of the extracted phrase or of the complementizer
of a relative clause. The second part (labeled the body) is composed of either a
single phrase or of a sequence of phrases which are not related by grammatical
functions. We show that an analysis of VRAs as elliptical relative clauses is not
empirically supported and propose an alternative analysis.

2.1 The fronted constituent

The fronted constituent of VRAs contains lexical items which are found in relative
clauses. Those items include forms of the WH lexeme lequel in French and care in
Romanian, and the form dont in French. While French lequel and Romanian care
are found in interrogative clauses too, French dont is only found in relative clauses
apart from its use in VRAS.

The WH forms always appear in prepositional phrases in VRAs. The preposi-
tions heading the fronted constituent all have an abstract partitive meaning similar
to that of the preposition among in English. This includes parmi in French and
dintre, intre, and printre in Romanian.



In both languages, more complex expressions are also found, such as au {pre-
mier | second} rang desquels ‘in the {first | second} row of which’, au sommet
desquels ‘at the top of which’, au sein desquels ‘in the middle of which’, au centre
desquels ‘in the center of which’ or au nombre desquels ‘in the count of which’
in French, and in rdndul cdrora ‘in the row of which’, in mijlocul cdrora ‘in the
middle of which’ or in fruntea cdrora ‘at the top of which’ in Romanian. Although
these expressions almost always compositionally denote spatial relations, they are
only found with an abstract partitive meaning in VRAs. Note that some of these
expressions additionally suggest a ranking among the subparts.

The WH form appearing in the fronted phrase is coreferential with a noun
phrase preceding the VRA in the host clause, which we label the licenser (see sec-
tion 3.1). This is signalled by morphological agreement on the WH form in French:
lesquels (MASC) vs. lesquelles (FEM). Agreement cannot be observed in Roma-
nian because both the accusative form care and the genitive plural form cdrora do
not vary in gender.

In French, the fronted phrase can also contain the form dont. Apart from its use
in VRAs, the form dont appears only in relative clauses where it has been analyzed
as a complementizer (Godard 1988).

Like the complementizers que and qui which are also found in relative clauses,
the complementizer dont only combines with finite clauses (4a). WH relative
clauses on the other hand are not always finite. Unlike prepositional WH forms like
duquel ‘of which’, the complementizer dont cannot be embedded within a filler
phrase (4b), and does not show morphological agreement with an antecedent. Fi-
nally, complementizer dont marks relative clauses containing a missing constituent
which would be marked by the form de (4c) or any proform coreferential with
the antecedent of the relative clause, as long as the proform is embedded under a
propositional attitude predicate, such as penser ‘to think’ or étre vrai ‘to be true’
(44d).

(4) a. * Unlivre [dont parler]
a book [DONT talk.INF]
‘A book which we should talk about’

b. Un homme, [le frére { * dont|duquel } est venu hier]
a man, [the brother { DONT | of.which } AUX come yesterday]
‘A man, the brother of which has come yesterday’

c. Un livre [dont on parle beaucoup]
‘A book which one talks about’

d. Un livre [dont il est vrai qu’il cofite cher]
‘A book of which it is true that it is expensive’

VRAS’ dont shares some of its properties with the complementizer dont. For
instance, it cannot be embedded within the fronted constituent as well. However, it



is unclear whether other selection properties of the complementizer are shared by
VRAS’ dont. Since an elliptical analysis of VRAs is not empirically adequate (see
section 2.3), we argue that it is not the case. Moreover, while complementizer dont
is assumed to have no semantic contribution, such a statement is hard to make for
VRAS’ dont since it forces a partitive semantics (5), although the partitive semantics
may also be assumed to be constructionally introduced in VRAs.

(5) a. Autotal, dix livres ont été commandés, [(*dont) tous pour toi].
‘In total, ten books have been ordered, all of them for you.’

b. Au total, dix livres ont été commandés, [(dont) deux pour toi].
‘In total, ten books have been ordered, two of them for you.’

The left edge of the fronted phrase must coincide with the left edge of the VRA.
It cannot be linearized in or after the body (6a) or be preceded by adverbials (6b).

(6) a. *Plusieurs personnes, [Jean parmi lesquelles], sont venues.
‘Several people, among which John, have come.’

b. *Plusieurs personnes, [notamment parmi lesquelles Jean], sont venues.
‘Several people, among which notably John, have come.’

2.2 The body

The body of VRAs is constituted of either a single phrase or a sequence of phrases.
When the body is a single phrase, it can be either a noun phrase in the citation
form (i.e. no prepositional marking in French and Romanian and nominative case
in Romanian) or a phrase of any category whose form parallels the corresponding
phrase in the host clause.

Not every VRA type allows for the two options. In French, WH VRAs do not
allow for marked single phrases and dont VRAs disprefer it. Dont VRAs with a
single marked constituent are not as bad as their WH VRA counterparts and can be
improved with adverbs, such as notamment ‘notably’ (7).

(7) Un jeune homme annonce a diverses personnes sa mort prochaine, [{*parmi
lesquelles | % dont} notamment a un psychiatre qui décide de I’aider].
‘A young man announces his imminent death to several people, {among
which | DONT} notably to a psychiatrist who decides to help him.’

In Romanian, dintre is incompatible with preposition or case marking (8a)!,
while no such restriction is found with printre and intre as long as the adverb §i
‘also’ precedes them (8b).

(8) a. Ion lucreazd cu sapte doctori, [dintre care (*cu)doi rusi].
John works  with seven doctors, [among which with two Russian]
‘John works with seven doctors, two of them are Russian.’

! Adverbs such as mai ales ‘especially’ can improve the acceptability of (8a).



b. Ion a  oferit flori mai multor fete, [printre care si
John AUX offered flowers ADV many.DAT girls, [among which also
{Maria | Mariei}].

{Mary.NOM | Mary.DAT}]
‘John has offered flowers to many girls, Mary among them.’

The body of a VRA can also be constituted of a sequence of phrases (i.e. a
cluster). Three types need to be distinguished. Clusters of type I mimick the syntax
of the host clause. In those clusters, each of the phrases has to be marked like the
correponding phrase in the host clause (9a). Clusters of type II contain a noun
phrase in the citation form and a predicative phrase expressing a property of that
noun phrase (9b). Clusters of type III are only found in VRAs whose licenser is a
past participle used to express a functional property assumed by some individuals
within a event. For example, un blessé ‘an injured person’ is the patient of an event
in which someone gets hurt. In clusters of that type, the event relation of the cluster
is contributed by the past participle. As a result, adverbs, rather than adjectives, are
used to modify that relation (9c).

(9) a. Certains ont parlé a mes amis, [dont Marie *(a) Marc].
‘Some have spoken with my friends, Mary with Mark.’

b. Je vends dix jeux, [dont la plupart encore dans leur boite].
‘I sell ten games, the majority of them still in their original box.’

c. L’accident a fait douze blessés, [dont cinq grievement].
‘The accident left twelve injured, five of them critically.’

Fronted phrases show selection properties regarding the type of the cluster they
combine with. For instance, in French VRAs with parmi, at least one phrase in the
cluster must be a noun phrase. These properties of fronted phrases combined with
properties of clusters of type I can result in ungrammaticality (10).

(10) J’ai parlé a plusieurs personnes hier, [{dont | *parmi lesquelles} a Marie de
linguistique].
‘I spoke with several people yesterday, of which with Mary about linguistics.’

2.3 VRAs are not elliptical relative clauses

VRAs are usually referred to as elliptical relative clauses. However, an elliptical
analysis of VRAs faces two kinds of problems. Under an elliptical approach, VRAs
are assumed to be relative clauses which have the additional property of having
some of their syntactic or phonological material removed. An elliptical analysis is
of interest if, and only if, (I) one can reconstruct a relative clause from any VRA in
a regular fashion and (II) the semantic properties of VRAs are the same as that of
relative clauses. We argue that none of these conditions are verified.
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2.3.1 Arguments against syntactic reconstruction

There are at least three options for the reconstruction of a verbal form in VRAs. For
an example like (11), the first option is to reconstruct a verbal form of the same
lexeme as the verb of the host clause of the VRA (11b). This is the obvious option
when the VRA contains a cluster of type I. The second option is the reconstruction
of an existential verb (11c). The third option is the reconstruction of a quotation
verb (11d). In some cases, none of these options will work.

(11) a. Plusieurs ont eu un cadeau, [dont Marie un livre].
‘Several have had a present, of which Mary a book.’

b. *Plusieurs ont eu un cadeau, [dont Marie a eu un livre].
‘Several have had a present, of which Mary has had a book.’

c. *Plusieurs ont eu un cadeau, [dont est Marie un livre].
‘Several have had a present, of which is Mary a book.’

d. *Plusieurs ont eu un cadeau, [dont on cite Marie un livre].
‘Several have had a present, of which one mentions Mary a book.

Within a syntactic reconstruction approach, the choice of a verbal form is de-
pendent on lexical constraints, such as subcategorization properties, which are not
correlated with semantic properties. For instance, it is possible to reconstruct the
verb figurer ‘to appear’ within a parmi VRA but not in a dont VRA, because figurer
can subcategorize a PP marked by parmi but not a PP marked by de. The reverse
is true for an expression such as faire partie de ‘to belong to’.

2.3.2 VRAs do not have the same semantic properties as relative clauses

Non-restrictive relative clauses behave semantically like independent clauses that
contain a proform (Arnold 2004). As a result, their semantic contribution is largely
independent from that of their host clause. This is not the case for VRAs, as shown
by the contrast in (12). While the sequence of utterances in (12a), which contains a
relative clause, is coherent, the sequence in (12b) is contradictory because whales
are said both to have and not to have apparent ears. This is so because VRAs are
sentential fragments (see section 4.3). Thus, only a syntactic reconstruction which
reproduces the content of the host clause is compatible with the semantics of VRAS.
However, this kind of reconstruction is most often impossible on syntactic grounds.

(12) a. Non, tu te trompes! Bien que beaucoup de mammiferes, [dont les balei-
nes sont un exemple], aient des oreilles apparentes, les baleines n’en ont
pas.

‘No, you’re wrong! While many mammals, of which whales are a exam-
ple, do have apparent ears, whales do not have any.

11



b. Non, tu te trompes! Bien que beaucoup de mammiferes, [dont les balei-
nes], aient des oreilles apparentes, les baleines n’en ont pas.
‘No, you’re wrong! While many mammals, whales among others, do have
apparent ears, whales do not have any.’

Another problem faced by the elliptical account is that it predicts that some
VRAs should be well-formed, while they are ill-formed for semantic reasons. This
is so because the elliptical account assumes that the partitive semantics of VRAS
comes from the elided verbal predicate rather than from the fronted phrase. In Ro-
manian, the preposition dintre cannot cooccur with a body containing a referential
noun phrase such as a definite one. However, a verb form can be reconstructed
without difficulty yielding a well-formed relative clause (13).

(13) Au venit mai multe persoane, [dintre care {*Maria | o amintim pe Maria}].
‘Many people have come, among which {Mary | one mentions Mary}.’

2.4 Non-elliptical alternative

Non-elliptical analyses differ from elliptical ones in that they do not link form
constraints on clusters (such as those exhibited by clusters of type I) to the presence
of a syntactic head in the structure. As a result, they make no prediction on the
distribution of clusters. We assume that the body of VRAs has exactly the structure
it seems to have at first sight: it has a flat structure and has no syntactic head. As
for VRAs as a whole, we argue in favor of an analysis in which the body is the head
and the fronted phrase is a functor phrase.

The selection properties of VRAs are best attributed to the body. This is so
because most of the phrases functioning as the body in VRAs can also function as
incidental adjuncts alone with a similar semantics. This is especially the case of
those which contain adverbials such as notamment ‘notably’ (14a) or are coordi-
nated structures (14b).

(14) a. De nombreuses especes, [(dont) notamment les oursins], ont souffert de
la pollution.
‘Many species, (among which) notably urchins, have suffered from pol-
lution.’

b. Plusieurs personnes, [une hier et deux ce matin], se sont plaintes de
I’ organisation.
‘Several people, one yesterday and two this morning, complained about
the organization.’

The selection properties of VRAs are distinct from those of the fronted phrase.
Apart from the French form dont whose category is unclear, the fronted constituent
is always a prepositional phrase. A preposition like parmi ‘among’ in French in-
troduces a semantic relation between two arguments, one of which is typically

12



realized as a complement (e.g. lesquelles in (15)). The other argument (the exter-
nal argument) is usually not realized within the preposition phrase itself. Rather it
is selected for by the prepositional phrase. In VRAs, the external argument of the
fronted phrase is realized within the body (e.g. Jean in (15)). Thus, it is reasonable
to assume that the selection properties of the fronted phrase and those of the VRA
are distinct and therefore not to analyze the fronted phrase as the head.

(15) plusieurs personnes, [[parmi lesquelles] Jean]
several people.FEM.PL [among which.FEM.PL John(MASC.SG)]
‘several people, among which John’

Following Van Eynde 2003, we use the function functor, which replaces the
functions specifier, marker and (prehead) adjunct. Functors select a head and are
able to mark it, hence modifying its distribution. The fronted phrase is best ana-
lyzed as a functor because (I) it must appear before the body (unlike other adjuncts,
such as notamment ‘notably’), (II) it displays selection properties, and (III) (at least
in certain cases) it modifies the distribution of the phrase it combines with.

3 Function in the host phrase

VRAs are incidental adjuncts. They are linearized within a host phrase which must
contain a noun phrase introducing a sum-denoting entity. That noun phrase is
labeled the licenser. The syntactic relation between the VRA and its licenser is
submitted to both linear order and locality constraints.

3.1 Properties of the licenser

The licenser must denote a plural entity whose subparts are accessible (i.e. an
entity which can be described as a sum of entities) (Lasersohn 1995). This does
not entail that the licenser of a VRA will always have plural morphology (16). In
most corpus examples however, the licenser is a plural indefinite.

(16) Un important volume de gaz s’est échappé du cratere, [dont environ 25%
de dioxyde de soufre].
‘A great volume of gaz has been released from the crater, including about
25% of sulfur dioxide.’

The licenser can be a dependent of a head of any category (17a) and assume
any function including adjunct (17b).

(17) a. Des représentants de plusieurs pays, [dont le Brésil], y assistent.
‘Representatives of several countries, among which Brasil, attend it’

b. Je I’ai attendu plusieurs heures, [dont une sous la pluie].
‘I have been waiting for him for several hours, one of which in the rain.’

13



In some cases, it might be tempting to describe a VRA as having two licensers
or more (18). This analysis is only possible when the fronted phrase does not make
it explicit which of the noun phrase is truly the licenser of the VRA. We will come
back to the analysis of these examples later in section (4.3).

(18) J’ai offert des cadeaux a plusieurs personnes, [dont un livre a Marie].
‘I have offered presents to many people, among which a book to Mary.’

3.2 Ordering and locality constraints

The constraints on the linearization of VRAs need to make reference to the relative
linearization of their licenser, as well as to the syntactic structure of their host.

VRAs must follow their licenser (19a). If the licenser is a dependent of a
clause’s head, the VRA can be linearized anywhere in the clause after the licenser
(19b). However, if the licenser is not a dependent of a clause’s head, the VRA needs
to follow its licenser directly (19c¢).

(19) a. ([*Dont Marie)), plusieurs personnes sont venues, ([dont Marie]).
‘Several people have come, among which Mary.

b. J’ai demandé a plusieurs personnes hier, [dont Marie], de m’aider un peu.
‘I asked several people yesterday, among which Mary, to help me a bit.’

c. Des représentants de plusieurs pays, ([dont le Brésil]) se sont réunis,
([*dont le Brésil]).
‘Representatives from several countries, among which Brasil, have met.’

The relation between a VRA and its licenser obeys the right roof constraint
which generally applies on rightwards non-local relations such as extraposition or
right dislocation.

(20) *Que deux personnes viennent ne m’a pas étonné, [dont Marie].
‘The fact that two people come, among which Mary, has not surprised me.’

Note that if a VRA contains a cluster of type I, the VRA must follow every
phrase of the host clause which is paralleled in the cluster.

(21) Plusieurs, ([*dont Marie un livre]), m’ont offert des cadeaux, ([dont Marie
un livre]).
‘Several have offered me presents, of which Mary a book.’

VRAs are also at least compatible with ‘comma intonation’. Thus, they are
a kind of incidental adjuncts, incidentality being defined as a syntactic property
which correlates with both phonological and linearization properties (Bonami and
Godard 2003).

14



4 Semantic Properties

VRAS can be associated with two distinct semantics. Although VRAs always intro-
duce a subpart of the sum individual denoted by their licenser, the referential prop-
erties of the introduced subpart are not always the same. VRAs are non-restrictive
modifiers which, unlike most other non-restrictive modifiers, must scope under
propositional attitude verbs. This is explained by the fact that VRAs are sentential
fragments.

4.1 VRAs have a partitive semantics

VRAs always introduce an entity which must be interpreted as a subpart of the sum
individual denoted by their licenser. Sum individuals are not always composed
of atomic parts. As a result, a noun phrase containing a mass noun can function
as the licenser of a VRA (16). Quantified noun phrases which do not denote sum
individuals are not suitable licensers for VRAs (22).

(22) *Tout étudiant doit venir, [dont Marie].
‘Every student must come, among which Mary.’

VRASs cannot introduce any other semantic relation between their licenser and
the phrase introducing the subpart. Meronymy and possession, for instance, are
ruled out (23).

(23) *Plusieurs personnes sont venues, [dont leur chien].
‘Several people have come, among them their dog.’

VRAs can have two distinct semantics depending on the referential properties of
the introduced subpart. Exemplifying VRAs introduce a subpart which is referential
(i.e. It can be identified independently of the fact that it is a subpart of a sum
individual) (24a). This is the case of the noun phrases Marie and Jean in (24a).
Partitioning VRAs, on the other hand, introduce a subpart which is not referential
but can be defined within the sum individual as having some properties which
are not shared by other subparts. The property in question can be a property of
the entity which is the subpart or a property of the subevent in which the subpart
takes part (24b). One of the most striking differences between exemplifying and
partitioning VRAs is that only the latter can introduce a list of subparts which are
coextensive with the sum individual denoted by the licenser (24b).

(24) a. {*Deux | trois} personnes sont venues, [dont Marie et Jean].
{Two | three} people have come, among which Mary and John.’

b. Trois personnes sont venues, [dont une lundi et deux mardi].
‘Three people have come, one on Monday and two on Tuesday.

15



Within a noun phrase coordination, it is sufficient that one of the noun phrases
be non referential in order for the partitioning semantics to be available (25).

(25) Prends deux objets, [dont cette bouteille et {un | *ce} couteau].
“Take two objects, that bottle and {a | that} knife.’

The semantics of the head of the fronted phrase also plays a role in the se-
mantics of the VRA. In French, parmi is always exemplifying, while dont can be
exemplifying or partitioning. In Romanian, dintre is always partitioning, while
printre and intre can be both exemplifying or partitioning. These lexical properties
can be observed in other uses of the prepositions as well (26).

(26) a. Avem {majoritatea | spionii} printre noi.
‘We have {the majority | spies} among us.” (partitioning or exemplifying)

b. {majoritatea | *spionii} dintre copii
‘the {majority | spies} of the children’ (partitioning only)

4.2 VRAs have a non-restrictive semantics

Restrictive modifiers have an intersective interpretation and therefore introduce an
implicit *contrast set’, which can be accessed by anaphors like the others (Arnold
2004). Non-restrictive modifiers, on the other hand, are not intersective modifiers
and introduce no such ’contrast set’. VRASs are non-restrictive modifiers of their
licenser as well as of their host. The VRA in (27) does not restrict the set of Mary’s
friends to the one including John. Therefore, there is no possible antecedent for the
other friends of Mary. Neither does the VRA in (27) restrict the event denoted by
the host clause to the event such that Some friends of Mary came and John came as
opposed to another event such that Some friends of Mary came but John didn’t.

(27) Certains amis de Marie, [parmi lesquels Jean], sont venus. #Les autres amis
de Marie viendront demain.
‘Some friends of Mary’s have come, among which John. The others friends
of Mary will come tomorrow.’

Unlike most non-restrictive modifiers, the content of VRAs is part of the as-
serted content of the utterance containing them. As a result, VRAs which are lin-
earized within a clause which is itself in the scope of a propositional attitude verb
must be interpreted in the scope of that verb too. Thus, (28) entails that Peter be-
lieves that vervain can heal ulcers but not that it is actually true or even that the
speaker believes it.

(28) Pierre croit que certaines plantes, [dont la verveine], soignent les ulceres.
‘Peter believes that some plants, vervain among them, can heal ulcers.’
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4.3 VRAs are sentential fragments

VRAs are sentential fragments and describe a subevent of the event denoted by their
host clause. This is especially clear in partitioning examples where the subpart is
not defined by a property of the subpart itself but by a property of the subevent
(24b). However, this is also true of exemplifying examples as can be seen by
the ungrammaticality of (29) in which a VRA is embedded within a non-event for
which no subevent can be defined.

(29) *Aucun représentant de ces quatre pays, [dont le Brésil], n’a participé a la
conférence.
‘No representative of those four countries, among which Brasil, has attended
the conference’

VRAS can appear in declarative, imperative (25) or interrogative clauses. In
interrogative clauses, they share their abstracted parameter with the host clause and
thus can be used as a hint. In (30), if one can answer the question about France,
then one can answer the question about countries of the OECD too. The hint is that
knowledge about France is sufficient to answer the question.

(30) En quelle année, plusieurs pays de ’OCDE, [dont la France], ont-ils signé
ce traité?
‘In which year, several countries of the OECD, among which France, did
sign this treaty?’

The fact that VRAs are sentential fragments allows one to account for cases
where VRAs seem to have several licensers as cases where VRAs have only one
licenser but also introduce a sum-subpart relation because the event they introduce
is a subevent of the one introduced by the host. In that kind of implied sub-subpart
relation, the corresponding element in the host does not need to denote a sum-
individual at all (31).

(31) Paul a offert un cadeau a plusieurs personnes, [dont un livre *(a Marie)].
‘Paul has offered a present to several people, among which a book (to Mary).’

S HPSG Grammar Fragment

The properties of VRASs are best analyzed as resulting from the interaction of var-
ious syntactic and semantic constraints applying on distinct linguistic objects. An
HPSG grammar fragment accounting for the properties of VRAs minimally requires
(D) a theory of fragments, (II) a theory of clusters, and (III) a theory of locality of
selection. Several aspects of the grammar introduced here are constructional in na-
ture. The analysis is couched in a constructional version of HPSG, namely SBCG
(Sag 2007).
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5.1 A theory of fragments

Fragments are expressions which convey a semantic content which is not given by
their form alone. Rather, the semantic content conveyed by a fragment is a function
of (I) the type of the fragment, (II) the semantic content of the constituent(s) in the
fragment, and (III) contextual information which can be linguistic in nature or not
(Fernandez et al. 2007).

A sentential fragment such as the short question when in (32a) is interpreted
as having the same semantic content as the clause when she will come in (32b).
This semantic content comes in part from the type of the fragment (short questions
have the same content type as interrogative clauses, i.e. a propositional abstract),
the semantic content of the constituent(s) in the fragment (when provides the para-
mater for the propositional abstract), and contextual information (Mary will come
functions as the antecedent of the fragment providing the proposition used to build
the propositional abstract).

(32) a. Mary will come but nobody knows [when].

b. Mary will come but nobody knows [when she will come].

More generally, fragments are reminiscent of description anaphora, as opposed
to instance anaphora. In instance anaphora, what is shared between an anaphoric
expression and its antecedent(s) are indices. In description anaphora, what is
shared is some aspects of the description of the antecedent(s) which apply to a
new entity with a different index. This is the case with one anaphora in English
(33) (Arnold and Borsley 2008).

(33) Here is a small red mugs with flowers and here is a bigger one.

In all of these cases, computing the semantics of the fragment can be achieved
by expressing constraints between four semantic representations: two complete
ones (the meaning of the antecedent and the meaning of the fragment) and two
partial ones (the content which is anaphorically shared between the antecedent and
the fragment, and the content which is given by the constituents in the fragment).

We use MRS (Copestake et al. (2005)) to represent incomplete semantic rep-
resentations as the underspecification of a complete semantic representation. In
MRS, meaning is represented as bags of elementary predications. Connection be-
tween these elementary predications is achieved through index-sharing and label-
sharing. MRS representations are suitable to express partial meaning.

For an example such as (34), we want to obtain the four bags of elementary
predications in (35). The bags are related by two meta-constraints (bag unification
and bag intersection) shown at the bottom of figure (35).

(34) Plusieurs personnes sont venues, [dont Marie hier].
‘Several people have come, of which Mary yesterday.’
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(35)

HOOK {IND ]

come-rel |
ANTECEDENT message-rel several-rel | |person-rel
RELS , ol |, s
IND 1] IND 2] IND 2]
ARGI[2] | L
HOOK {IND }
come-rel |
VARIABLE message-rel
RELS , | IND B
IND [5] .
ARG ind
HOOK [IND ]
FRAGMENT RELS message-rel | |name-rel| |yesterday-rel
IND [3] “lINDE | [IND[3]

HOOK [IND }

come-rel
CONTENT [D] message-rel
RELS > [IND

IND
ARG1

name-rel | |yesterday-rel
“liNp[E | |IND 3]

e [WIN[DI=[F]
o [BlUCT=[D]

Bag unification: Let A, B and C be bags of elementary predications. A is the
unification of B and C iff each element R in A, Q in B and S in C appears in either:
(D a pair <R,Q> where R and Q have the same description, (II) a pair <R,S>
where R and S have the same description or (III) a triple <R,Q,S> where R is the
unification of Q and S. No element appears in more than one tuple.

Bag intersection: Let A, B and C be bags of elementary predications. A is the
intersection of B and C iff (I) B is a possible result of the unification of A and B
(i.e. using only triples), (II) C is a possible result of the unification of A and C and
(I1I) there is bag A’ such that B is a possible result of the unification of A’ and B, C
is a possible result of the unification of A’ and C and A’ has more element than A.

The use of condition III in bag intersection is motivated by the fact that VRAs
have a greedy interpretation (i.e. they share everything with their antecedent except
what is literally introduced by the fragment). Note that in the two meta-constraints,
elementary predications can only be unified if they have the exact same type.

The account is integrated within an HPSG grammar using a feature FRAG-
MENT. The value of the feature FRAGMENT has two features: ANTECEDENT and
VARIABLE which are of type sem-obj (36).

(36)

SEM {RELS ]

C-SEM {RELS ]
MTR
ANTECEDENT [RELS }
FRAGMENT
VARIABLE [RELS }

s <|:SEM [ReLs H [SEM [ReLs ﬂ>
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o BND=[

® [4u union(,,):

Additional constraints on the semantics of fragments come from the syntax-
semantics interface. Constraints can be imposed on by clusters or by the VRA-
construction. Incomplete meaning for the fragment (i.e. bags of elementary predi-
cations that cannot be mapped into a connex graph) should be excluded as well.

5.2 A theory of clusters

Clusters are sequences of phrases which are not related by functions but neverthe-
less display constituent properties. Clusters are fragments but the reverse is not
always true. The fragment when in (32a), for instance, is composed of a single
phrase.

Clusters do not always have the same distribution as a headed phrase with
a similar semantic content. For French, it has been noticed that some items or
constructions are compatible with clusters which are sentential fragments but not
with clauses. This is the case of the conjunction ainsi que ‘as well as’, which
may combine with a cluster but not with a finite clause (Abeillé and Godard 1996,
Mouret 2006).

(37) Paul offrira un livre a Marie, ainsi qu’ (*il offrira) un CD a Paul.
‘Paul will offer a book to Mary, as well as (he will offer) a CD to Paul’

Some cluster types are submitted to form constraints which instantiate lexi-
cal knowledge about subcategorization properties of lexical items which are not
realized within the cluster.

That property leads Ginzburg and Sag 2000 to analyze sentential fragments
as single daughters of a phrase with full clausal properties including the syntactic
category VERB. This is problematic for VRAs because sentential fragments and
clauses do not have the same distribution. We use the definition given by Mouret
2006 (38). The feature CLUSTER allows one to select or subcategorize for a sign
which is a cluster.

(38) cluster-cxt = phrasal-cxt &
MTR

cluster
SYN CAT
[ |:CLUSTER }
DTRS list(sign)
Several constraints can be expressed on clusters, such as the fact that they must

contain a noun phrase in the citation form or that their form instantiates knowledge
about the subcategorization of a word which is not present in the structure (39).
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(39) NP-cluster-cxt = cluster-cxt &

c noun

AT . .

MTR SYN CAT CLUSTER contains| | SYN CASE nominative
MRKG det

We will assume that VRAs with only one phrase in the body have a unary cluster
body because it allows one to express generalizations in a simplified way.

5.3 A theory of locality of selection

The selection properties of VRAs and the selection properties of their fronted phrase
are submitted to the same kind of locality constraints. When a VRA modifies a
clause, the licenser of the VRA must be a direct dependent of the clause’s head.
When a fronted phrase modifies a cluster, the phrase introducing a subpart of the
plural entity denoted by the antecedent must be a direct daughter of the cluster.

In order to state these locality constraints on selection, we introduce a set-
valued feature ANCHORS which contains indices of semantic entities which are ac-
cessible to adjunct selection. This feature was originally proposed by Kiss 2005 to
analyze extraposed relative clauses. The two following constraints on the propaga-
tion of anchors are introduced. Constraint (40) ensures that only direct dependents
of a clause’s head are accessible via the anchor set on the level of the clause. In
(40) and (41), c stands for the predicate contains which is a relation expressing
that a list contains some element. In both constraints, the element contained in the
antecedent of the constraint in universally quantified.

(40) word =
anchor
anchor MTR | SEM | ANCHORS c¢| |LABEL
DEPS c¢| | SEM | HOOK [LABEL IND
IND

Constraint (41) ensures that only direct daughters of a cluster are accessible via
the anchor set on the level of the clause. Another virtue of the anchor constraints
is that they restrict semantic selection to material which is literally introduced in
the cluster. Thus, reconstructed semantic relations are not available for semantic
selection.

(4 1 ) cluster-cxt =
anchor

MTR | SEM | ANCHORS c¢| |LABEL
IND

anchor
DTRS c¢| | SEM | HOOK | LABEL
IND
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5.4 A theory of VRAs

We analyze VRA constructs as subtypes of the head-functor construct as defined in
Van Eynde 2003 and Sag 2007. Functors have two main properties. They select
the head sign and contribute a mark to the construct (42).

(42) hd-func-cxt = hd-cxt & VAL
MTR SYN
MRKG

HD-DTR

SYN {VAL H

CAT [SELECT }
DTRS SYN
MRKG

The VRA construct itself is defined in (43). The head of the construct is a
sentential fragment. It is selected for by the fronted phrase which contributes a
sum-subpart relation which is characteristic for the construction. The sum-subpart
relation is assumed to have a partitioning subtype and an exemplifying subtype.
The construction itself contributes a second subpart relation which links the event
denoted by the host clause to that introduced by the sentential fragment. The con-
struction also selects a nominal licenser. Notice the use of the set ANCHORS to
express the locality of selection of the fronted phrase and of the VRA construct.

(43) VRA-cxt = phrasal-cxt & hd-fun-cxt &

DTRS SEM
RELS

CAT SELECT |:SEM ANCHORS conmins([IND ])H
SYN
VAL
MTR SEM HOOK [IND H
sum-subpart-rel
C-SEM | RELS <SUBPART event>
SUM [6] event
CAT
SYN VAL  [3)
MRKG none
HOOK {IND ]
SEM
HD-DTR ANCHORS contains([IND @})
ANTECEDENT [A] HOOK {IND }
FRAGMENT
VARIABLE
GAP {}

HOOK [LTOP ]

sum-subpart-rel

LABEL
SUBPART
SUM
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WH-VRA-construct is a subtype of VRA-construct. The fronted phrase of a
VRA-construct contains a WH form which is coreferential with the nominal an-
tecedent of the VRA-construct (44).

(44) wH-vRA-cxt = VRA-cxt &

MTR

SYN |:CAT |:SELECT SEM |:ANCHORS C()nlains({lND})

<[w{ ,sz-gn>

The prepositions functioning as the head of the fronted phrase of a WH-VRA-
construct have the following lexical properties (45). They have an argument struc-
ture containing two elements, one of which is an internal argument realized as the
complement of the preposition. The other argument is the external argument of the
preposition and is not realized as a dependent of the preposition. Rather the prepo-
sition selects for a phrase which contains an anchor coindexed with its external
argument. Finally the preposition has to introduce a sum-subpart relation between
its two arguments: the internal argument denoting a sum and the external a subpart
of that sum. Prepositions may differ regarding the exact type of sum-subpart rela-
tion. Some introduce an exemplifying relation (Fr. parmi), some a partitioning one
(Ro. dintre), some an underspecified one (Ro. printre and intre).

HOOK [1ND H}

(45) PARMI-word = word & [ 1 1]
cat noun CAT noun
syn vaL () SYN |vAL ()
ARG-ST < MRKG det .21 MRKG det
SEM |HOOK [IND H SEM |HOOK [IND H
preposition )
XARG
CAT
SYN . ,
SELECT l:SEM {ANCHORS contams([IND ])]
VAL <>
HOOK [LTOP ]
exemplifying-sum-subpart-rel
SEM LABEL
RELS
SUBPART
SUM

We assume that dont is a marker which has no argument structure but intro-
duces an underspecified sum-subpart relation, although it could also be introduced
constructionally. Dont selects for a phrase which (I) contains an anchor for the sub-
part argument of its sum-subpart relation and (II) selects for a phrase containing an
anchor for the sum argument of its sum-subpart relation.
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(46) DONT-word = word &

SYN | CAT | SELECT | SEM | ANCHORS cantains{[IND ]
CAT SELECT
SYN SEM | ANCHORS contains{[IND ]}

vAL ()
MRKG dont

HOOK [LTOP }

sum-subpart-rel
SEM LABEL
RELS

SUBPART

SUM

E B

With the entry in (46) for dont, the only thing that must be stated in the subtype
DONT-VRA-cxt is that the mother of the construct has a feature MRKG whose value
is dont (47).

(47) DONT-VRA-cxt = VRA-cxt &
MTR

|

Subtypes of VRAs must include constraints on the syntax of the head. For
example, French WH VRAs must constrain one of the phrases in the cluster to be
a noun phrase and link the index of that noun phrase to the subpart feature of the
sum-subpart relation expressed by the fronted phrase.

6 Conclusion

VRAs are incidental adjuncts. Like other incidental adjuncts, they are licensed
within a phrase, as long as their selection properties are satisfied. Adjacency be-
tween VRAs and their sum-denoting licenser is not always required, but locality
constraints can be formulated nonetheless. VRAs are not elliptical relative clauses.
They are sentential fragments which function as adjuncts with two different kinds
of partitive semantics (exemplifying vs. partitioning). The partitive semantics is
enforced by the presence of a fronted phrase which displays selection properties
regarding the phrase it combines with to form the VRA. The body of a VRA can
contain a cluster of phrases. Clusters are submitted to internal form constraints
which cannot be explained by reconstruction because their distributional proper-
ties are distinct from those of their alleged source. Instead, the instanciation of
subcategorization knowledge without the realization of a head must be allowed
under description anaphora.
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Abstract

Modern Persian conjugation makes use of five periphrastistcoctions.
We contrast the properties of these five constructions agdeathat they
call for different analyses. We propose contrasting aralyslying on the
combination of an HPSG approach to feature geometry andsyntombi-
nation, and an approach to paradigm organization and mérgical expo-
nence based on Paradigm Function Morphology. This combimaf ana-
lytic tools allows us to treat the whole array of periphrastnstructions as
lexical in origin—no phrasal construction or multi-worcieal entry of any
kind is required.

Grammars of Persian (e.g. Lazard et al., 2006) distinguighddnjugational
periphrastic construction types. The passive constmiétidased on an inflected
form of Sodan‘become’ preceded by a perfect participle (1). So-callestfgct’
forms are based on an inflected formboidan‘be’ preceded by a perfect participle
(2). The auxiliary is a full word (2a) or a clitic, (2b) depeng on tense and mood,
and giving rise to different syntactic and semantic prapertThe future is formed
with a special present tense form xfistan‘want’ followed by a bare stem (3).
Finally, the progressive is based on an inflected forrdédtan‘have’ followed by
a finite form (4)*

(1) In tablo foruxtemi-Sav-ad.
this paintingsold  UNBD-becomes1-3sG
‘This painting is sold.

(2) a. Maryamin tablo=ra foruxte bud.
Maryamthis painting=dDo sold  bes2.3sG
‘Maryam had sold this painting.’

b. Maryamin tablo=ra foruxe=ast.
Maryamthis painting=pb o sold=bePRS 3sG
‘Maryam has sold this painting.’

(3) Maryamin tablo=ra xah-ad foruxt.
Maryamthis painting=pbo wants1-3sé sell.s2
‘Maryam will sell the painting’

T Aspects of this work have been presented aCibeembrettes 6 International Morphology Con-
ference(December, 2008), at the HPSG Seminar at U. Paris DideratgiM2009), at a Morphology
Meeting in Surrey (April, 2009), and at the HPSG 2009 Confeeq Gottingen, July 2009). We thank
for their comments and suggestions the audiences at thesésewand in particular Anne Abeillg,
Gilles Boyé, Dunstan Brown, Patricia Cabredo Hofherr\@le Corbett, Berthold Crysmann, Ger-
ald Gazdar, Stefan Muller, Ivan A. Sag, Gregory Stump,eJ&seng, and Gert Webelhuth. This work
was supported by a grant from Agence Nationale de la Rechenati Deutsche Forschungsgemein-
schaft to the Franco-German project ‘PER-GRAM: Theory anglémentation of a Head-driven
Phrase Structure Grammar for Persian’.

The glosses use the following abbreviatioss: bounded aspectjpo: definite direct object;
Ez: Ezafe;NEG. negation;PAF. pronominal affix;PRF. perfect;PRS present,;PST. past;sl: first
stem (a.k.a. the present sters®: second stem (a.k.a. the past stesBjVv: subjunctive;UNBD:
unbounded aspect.
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(4) Maryamdar-ad in tablo=ra mi-forus-ad.
MarymahavePRS 3sG this painting=pbo UNBD-sell.s1-3SG
‘Maryam is selling the painting.’

The differing properties of these five types of periphragisnsfrom different
origins as finite, infinitival or participial complementsndadifferent degrees of
grammaticalization, going from the quasi-analytic pass$ivthe recently morphol-
ogized present perfect, through truly periphrastic forha theed to be integrated
into inflectional paradigms despite being multi-word exgsiens. We assume that
the different properties call for different analyses. Wepase five contrasting
analyses relying on the combination of an HPSG approaclatare geometry and
syntactic combination, and an approach to paradigm orgtioizand morpholog-
ical exponence based on Paradigm Function Morphology (P&iMimp, 2001).
Interestingly, this combination of analytic tools allows to treat the whole ar-
ray of periphrastic constructions as lexical in origin—rwragsal construction or
multi-word lexical entry of any kind is required.

1 Synthetic conjugation in HPSG/PFM

Before we address the analysis of periphrastic forms, weéstth an account of
synthetic conjugation. (5) lists the synthetic subpanadigf the lexemearidan
‘buy’, using the positive 8G form as an illustration.

(5) a. Finite forms:
i. Simple presentmi-xar-i
ii. Simple bounded paskarid-i
iii. Simple unbounded pastni-xarid-i
iv. Simple subjunctivebexar-i
v. Imperative:bexar

b. Nonfinite forms:

i. Infinitive: xarid-an
ii. Present participlexar-ande
iii. Perfect participle:xarid-e
iv. Gerund:xar-an

Persian verbs exhibit a morphomic stem alternation (Rarers. xarid). Nei-
ther stem is predictable from the other in general, and bins are used in a
combination of contexts which do not form a natural clasgixaf exponents real-
ize unbounded aspect in the indicativei{), irrealis mood e, negation fa or
ne- not illustrated here), type of nonfinite forrefvs. -andevs. -anvs. -an), and
subject agreement for finite forms. Within Paradigm Fumctidorphology, this
rather simple position class system can be accounted fog uke series of rule
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m I v \%

na- mi- stem-selection -e -am
ne- -ande )
be- an  -ad)
-im
-id
-and

Table 1: Rule blocks for Persian synthetic conjugation

blocks outlined in table 1. Remember that in PFM, realizatides are organized
in successive blocks. When attempting to realize a givemfsatorphosyntactic
feature, the most specific applicable rule within the blackhosen. (6) are sam-
ple rules from block V, written in an attribute-value matformat?: while (6a)
asks that finite verbs with as# subject take the suffixi, the more specific (6b)
indicates that the suffix is dropped in the imperative.

'PHON X| [PER 2 PHON X i
6 a o — @ (block )
b Y| [N sg LD Y
[PHON X | PER 2 PHON X
) :|NB S lock v
b LID v .g LID Y] (block v)
L . MOOD imper

Since the integration of HPSG and PFM will be essential toamaount of
periphrastic conjugation, it is important that we specibyvtwe intend to do it. The
task is not trivial, because of PFM'’s reliance on compassohfeature structure
descriptions, which can not easily be formulated in exigtiescription languages
for HPSG grammars. Rather than attempting a direct intiegratve propose to use
a PFM grammar to further constrain the class of signs saigfgn HPSG theory.
Specifically, we rely on a slight reorganization of the featgeometry for head
values as in (7), whemr@ORSYN groups features that get realized in inflection and
LID assigns a specific index to each lexeme (Spencer, 2005; 8@g). 2Ve then
define a version of PFM that is exactly like that of (Stump, P08xcept for the
fact that typed feature structures are used to model moyphatic feature bundles
instead of category structurada (Gazdar et al., 1985). The meta-constraint in (8)
then links the two grammars.

2Two different conventions are currently used to write PFMsudefined respectively in (Stump,
2001) and (Ackerman and Stump, 2004). The AVM format we use isemeant to ease the integra-
tion with HPSG, although the change is little more than sgtitasugar.
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(7)

(8)

head

head—|LID lexemic-inde
MORSYN morsyn
M or phology-syntax interface (preliminary version)
PHON
A sign of typeword meeting the descriptio EAD [LID ] is
MORSYN

well-formed only if the PFM grammar licenses phonoldgys a realiza-
tion of the featureg for the lexemdsl.

2 Thepassive

The passive in Persian is a typical complex predicate aactidn, whose prop-
erties are parallel to those of copula-predicative complantonstructions. The
auxiliary Sodanis clearly the head: all inflectional information, e.g. niéga (9),
is realized on the auxiliary. The participle-auxiliary seqce is syntactically flexi-
ble: adverbs may intervene (10), the auxiliary may be sclagntver the participle
(11), and long-distance fronting of the participle is pbksi(12).

(9)

(10)

(11)

(12)

In tablo foruxte ne-mi-Sav-ad.

this paintingsold  NEG-UNBD-becomes1-3.sG
‘This painting is not sold.’

In tablo foruxtehatman 3od.

this paintingsold  certainlybecomes2

‘This painting was certainly sold.
In tdblo Sod robudeva foruxte.

this paintingbecomes2 stolen andsold
‘It is this painting which was stolen and sold.’

Foruxtefekr  mi-kon-am [agarin tablo __
sold  thoughtunBD-dos1-1sG if  thispainting
be-Sav-ad, mi-tavan-im ba pul-as yek

SBJV-becomesl-3sG UNBD-cansl-1pL with moneyPAF.3sG a
masinbe-xar-im].

car SBJV-buysil-1pL

‘| think that if this painting is sold, we can buy a car with tir®ney.’

To account for this we rely on an argument composition aigiysthe spirit
of (Hinrichs and Nakazawa, 1994) and subsequent work. fgeli we propose
the lexical entry in (13) for the auxiliary lexen&dan giving rise to analyses
such as that in Figure 1. Under our analysis there is no pagsitticiple, and
subject demotion is effected directly in the auxiliary’srgn This is appropriate
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H
P P V[ perf-parf _V[prs,Ssg ]
LID foruxtan LID Sodan-aux
/\ /\ LEX  + suBl (@)
intablo  be Maryam [suBsy  (NP) V[ perf-parf
comps (TNP[2IPP) LEX i
COMPS suss  (NP) 2]
comps ([,[2))
foruxte ) miSavad N

Figure 1: Analysis of a passive sentence

because (i) perfect participles are always active excephénperiphrastic pas-
sive constructions—patrticipial clauses with transitiveatl verbs take direct ob-
jects (14), and (ii) for semantic reasons there is no hopesioiguthe same lexical
entry for the auxiliarySodanand the full verlSodan(contrary to what happens in
languages where the passive auxiliary coincides with tipelled. Moreover, we

assume a flat structure, wich allows for an easy account dfébeeordering of the
participle, auxiliary and valents. The specificatiotc[—] on the participle inhibits

the formation of a verbal complex—see below for a contrgséinalysis of perfect
periphrases.

HEAD [LID éodan—au%

CONT
[FORM part
PERFECT +

(13) POL -

ARG-ST < CONT >@
ARG-ST  (NP,m)&[L]
LEX +
vVC -

(14) Maryamtablo=ra

xarid-e

va beOmiddad.

Maryampainting=pD0 buys2-PRPandto Omid give.s2
‘Having bought the painting, Maryam gave it to Omid.’

Notice that under our analysis voice is not an inflectionégary in Persian:
the active-passive opposition is dealt with entirely witeyntax.
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3 Two setsof formsbased on budan

There are five different subparadigms basedbadan illustrated here in (15).
These contrast in two independent ways.

(15) Complex presenkaride=i

Complex bounded pastaride bud-i
Complex unbounded pastiixaride=i
Complex subjunctivexaride &5-i

Compex perfectxaride bude=i

o 2 0 T o

3.1 Morphologized vs. truly periphrastic forms

In the complex present and the complex unbounded past, tfiecp@articiple
combines with the present clitic form of the auxiliary, wiis homophonous with
the exponent of subject agreement except &6 @here is also a nonclitic form of
presenbudan but it may not be used in this construction). In the complexrizied
past and complex subjunctive, the perfect participle coedbrespectively with the
bounded past and subjunctive forms of the auxiliary. Fntle complex perfect
cumulates two forms of the auxiliary: the particifgledeand the present form clitic
(here=i).

There is strong evidence that the forms historically basethe clitic auxiliary
have undergone morphologization in contemporary Perskirst, the sequence
cannot be interrupted in any way; in particular, adverbsexauded (16), as is
participle fronting (17). Second, the distribution of thebounded aspect marker
mi- is otherwise unexplainable: it is the full constructiont tiee participle, that
is unbounded. Finally, colloquial Persian allows a form ofvel reduction in the
3sGthat is peculiar to these forms (18a): comparable contrnstivhere the clitic
auxiliary combines with an adjective do not give rise to thms pattern (18b).

(16) *Raftehatman=ast.
left  certainly=besl.3sG
‘(S)he has certainly left.

(17) *Ne-mi-rafte  salhaMaryambemadrase=ast.
NEG-UNBD-goneyearsMaryamto school=bes1.3sG
‘For years, Maryam didn’t go to school’

(18) a. mortke=ast — morde:
died=besl1.3sG
‘(S)he has died.

3The only piece of evidence pointing in the other directiothis possibility for the auxiliary to
have wide scope over a coordination of participles. Howdweexistence of sublexical coordination
in numerous languages calls into question whether thistioagargument against a morphological
analysis. We leave this issue for future research.
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b. morde=ast — mordast
corpse=hesl.3sG
‘It is a corpse.’

Compare now the situation of forms that are based on a nmratikiliary. The
participle-auxiliary combination is more constrainedrhgis in the passive; in
particular, neither adverbs (19) nor pronominal affixeg (h occur between the
two verb forms, and negation must be realized on the palei¢ii). In addition,
scrambling is excluded (22). However, the combination islexical, since the
participle can be extracted (23).

(19) *Maryamdide hatman bud-aS
Maryamseencertainlybe s2-PAF.3SG

(20) a. Maryandide budas.
Maryamseenbe S2-PAF.3SG
‘Maryam had seen him.’
b. * Maryamdide-a$ bud.
MaryamseenpPAF.3sG bes2

(21) MaryamOmid-ra na-dide bud.
MaryamOmid-DDO NEG-seenbe S2
‘Maryam hadn’t seen Omid.’

(22) *MaryamOmid-ra bud dide.
MaryamOmid-DDO bes2 seen

(23) Foruxtefekr  ne-mi-kon-am [ - bas-ad in
sold thoughtNEG-UNBD-doSl1-1SG  besBJW3sG this
tablo=ra ].
painting=pbo

‘| don’t think that s/he has sold this painting.’

3.2 Morphosyntacticimport

The use of a form based doudanmay realize two distinct morphosyntactic fea-
tures. The complex bounded past (24) and complex subjen(2i%) express re-
spectively the past perfect and the subjunctive perfece ddmplex unbounded
past however does not express perfectivity at all. Rathbad an evidential value
(Windfuhr, 1982; Lazard, 1985; Jahani, 2000). Whereas ithpls bounded past
is used when the speaker has direct evidence for what sheeigiag, the complex
bounded past is used in contexts where the evidence is alihgat, as in (26).

(24) Qabl az inke Omidbe-res-ad, Maryambirun rafte bud.
beforefrom that Omid sBJv-arrives1-3sG Maryamout gonebes2
‘Maryam had left (before Omid arrived).’
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(25) Fekr mi-kon-am Maryammarizbudebas-ad.
thoughtunBD-do.s1-1sG Maryamsick beenbesBJw+3sG
‘| think Maryam has been sick.’

(26) (Bana bar gofte-y®mid) Maryamdarsal-e 1950in xane-ra
According toez  Omid Maryamin year£z 1950this housepDO
mi-saxte=ast.

UNBD-built=bes1.3sG
‘According to Omid, Maryam was building this house in 1950.

The complex present is ambiguous between a perfect and dengtal value:
it can be interpreted either as a present perfect (27a) obasreded past with in-
direct evidentiality (27b). Finally, the complex perfegpeesses both perfectivity
and indirect evidentiality: it is the indirect evidentiajuvalent of the complex
bounded past (28). Note that this corresponds transpuierttie fact the the com-
plex perfect includes two realizations of the copula.

(27) a. Maryantazereside=ast.
Maryamnewarrived=bes1.3sG
‘Maryam has just arrived.

b. (Bana bar gofte-y®mid) Maryamin xane-ra darsal-e 1950
According toEz  Omid) Maryamthis housebpDO in year£z 1950
xaride=ast.
bought=bes1.3sG
‘According to Omid, Maryam bought this house in 1950.’

(28) (Az garar)gabl az inke Omidbe-res-ad, Maryambirun
apparentlybeforefrom that Omid sBJv-arrive S1-3sG, Maryamout
rafte bude=ast.
gonebeen=bes1.3sG
‘Apparently, Maryam had left before Omid arrived.’

As can be seen in Table 3.2, if the present perfect is ignonedphosyntactic
properties align nicely with morphologized vs. syntactienbinations: the mor-
phologized forms are used for indirect evidentiality, aged by rules (29); while
the truly periphrastic forms are used to express the perféxt fact that the present
perfect is unexpectedly synthetic calls for an paradigenatialysis: this seems to
be a standard case of syncretism, where the exponents usedliie a certain
feature set (here indirect bounded past) are reused in saneéated part of the
paradigm. Specifically one should assume a rule of refelvabehe lines of (30).
The rule states that any present perfect form of a lex&meill be identical to
the indirect bounded past form &f with the same specifications for all features
except tense, aspect and evidentiality (here, the releegnaining features are
person, number and polarit§).

“This is a portmanteau rule of referral covering blocks | teths bypassing completely synthetic
exponence.c \ 7 is the description that is identical to except where the features mentioned in
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PAST
PRESENT| DIR. EV. | IND. EV. SBJV
BD . bounded| complex _
past present | simple
simple unbd | cpl. unbd.| shjv
UNBD
present past past
complex | complex | complex | complex
PRF .
present | bnd. past| perfect shjv

Table 2: Morphosyntactic features expressed by Persigrasatiigms

[PHON X L PHON X®e
29) a. , 0 J|EVID indir|— block 1v
(29) |LID Y_ 7 } lLID Y ( )
[PHON X ] EVID - indir PHON X®ast
b. ,0:PER 3 block v
LID Y 7 LID Y ( )
- - NB sg
[PHON X TNS prst
(30) LID Y ’0'[PRF +
TNS pst
PHON X ASP  bnd
PHON f , , -V
reter luo Y o\ PRF — (blocksi-v)
EVID ind
LID Y

4 Analyzing the perfect periphrases

We construct the analysis of perfect periphrases in twasstéjirst we present a
syntactic analysis of perfect forms based on argument ceitigo, and show what
is unsatisfactory with such an approach. Next we presentyaofvarriving at the
same syntactic analysis by inflectional means. Finally weudis alternatives and
potential problems.

7 differ from those ino. The functionrefer takes as arguments an indexed phonological form,
a morphosyntactic specification and a rule block sequenu#,oatputs the result of applying to
this indexed phonological form and this morphosyntactiecgfcation the restriction of the PFM
grammar to these rule blocks. The motivation for deriving gresent perfect from the indirect
bounded past rather than the other way around is the econbparadigms: this allows us to state
the rules of exponence realizing suffixessand -astin a natural way, as applying to all and only
evidential forms. Notice that the orientation of the rulereferral might not correspond to the
directionality of the diachronic morphologization proses
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4.1 A failed analysisbased on argument composition

As a first step, we present an analysis that is a variationefitialysis presented
above for the passive. (31) is a candidate entry for the ptésan of the auxiliary
bud This states that the auxiliary is a past perfect form whikes a perfect
participle complement and inherits the participle’s argats. Because the past
participle is marked as/[c +], the auxiliary and participle form a verbal complex,
as indicated in figure 2 and thus can not be seperated by elertiext are not
allowed to occur inside a verbal complex. Rigid word ordex tonsequence of the
LP rule in (32). In addition, since the participle is an arguninof the auxiliary, this
analysis will allow for the extraction of the participle Wih any HPSG approach
to extraction.

[PHON  bud
) budan-aux 1
[ths  pst |
PRF +
HEAD -
MORSYN PER 3
AGR
sg|
POL +
(31) - -
verb
FORM part
HEAD
PRF  +
ARG-ST < POL  + >@
LEX +
VC +
ARG-ST (L)@[L]
[ verb
FORM part
(32) |HEAD ) <[]
PRF  +
VvC +

While this analysis is appropriate as far as syntax is cowekrits integration
with the analysis of synthetic conjugation is problematdrst, the perfect auxil-
iary must be stipulated to be defective for all nonperfeanf® and to have perfect
forms that are homonymous to the nonperfect forms of thenarglicopula; thus
the purported perfect auxiliary is inflectionally deeplyhabtmal. Second, we need
to derive the fact that there is no present form of the perdectliary (remem-
ber that the present perfect is a morphologized form). Theeetwo ways this
could be done. We could further stipulate that the perfextiliaty is defective for
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S
SuBJ ()
COMPS ()

P ENP v
susl ()
Maryam in tablo comps (B])
H—o
V [prf,bnd,pst,3sp

suBy (@)

comps (2B

foruxte bud

LEX +
vC +

V[ perf-parﬂ]

Figure 2: The syntactic structure of perfect periphrases

the present, despite the fact that the ordinary copula ivekeifrom has perfectly
good present forms (in fact, two sets of such forms: clitid aonclitic ones). Or
we could assume that some form of competition between mégh@nd syntax
is taking place (Poser, 1992)—but the postulation of suchpaiditions is notori-
ously difficult to state precisely, and quite alien to theigleproperties of HPSG.
Finally, we need to find a way of stating that the passive @arnyilcan not take the
perfect auxiliary as its complement: while (33a) is wellred, (33b) is not.

(33) a. In tablo foruxteSode bud.
this paintingsold  becomebepPsST.3SG
‘This painting had been sold.’
b. *In tablo foruxtebudeSod.
this paintingsold be becomersT.3sG

While these problems can definitely be circumvented by $giagi an appro-
priately complex inflectional paradigm for the perfect diaxy, it is striking that
many conterintuitive stipulations are needed just becauseot possible to state
that the periphrastic perfect is part of the inflectionalgpligm of the main verb.
The next subsection attempts to modify the framework in a thayallows for the
formulation of such an analysis.

4.2 An alternative solution: exponence as valence

As the last subsection stressed, what we need is a way topieefaict forms as
part of the inflectional paradigm (Ackerman and Stump, 20@)le allowing for
the fact that they correspond to a combination of two word® of which may
be extracted. The solution we explore here can be statedmafly as follows: a
perfect form of a lexem& is a word whose phonology is borrowed from that of a
form of the lexemdudan but which subcategorizes for a perfect participle of this
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same lexemé& . For instance, the 3 positive complex bounded past xdridan
meets the description in (34), which is exactly like (31)epdcfor the fact that it is

an instance of the lexemaridan

[PHON  bud
LID xaridan
tns ps
HEAD PRF +
MORSYN
AGR
POL +
(34) verb
FORM part
HEAD
PRF +
ARG-ST < POL + >@
LEX +
VC +
ARG-ST (M)&[L]

The challenge now is to derive (34) in a principled way, wihilgegrating it
within an inflectional system where perfect forms may beizedleither synthet-
ically or periphrastically. The approach we propose is dase an extension of
the power of realization rules in the spirit of (Spencer, 200n classical PFM,
realization rules relate phonology-lexemic index pairplionology-lexemic index
pairs. We propose that valence lists be added to the pictesdization rules now
relate triplets of a phonological representation, a lexeimiex, and an argument
structure specification. The meta-constraint in (8) is tedlas in (35), so that
argument structure is examined at the morphology-synt@xface>

(35) Morphology-syntax interface (preliminary version)

PHON
. q he d ARG-ST
A sign of typeword meeting the descriptio
g yp g p LD
HEAD
MORSYN

is well-formed only if the PFM grammar licenses phonoldgynd argu-
mentg2] as a realization of the featurgsfor the lexemes).

The rule licensing (34) is given in (36). To realize a featstreictureo verify-
ing [PRF +], one should refer the phonology to that of the correspantiounded

5The formulation of this constraint presupposes that the BlB&mmar says nothing about in-
dividual lexical entries, and that most of the usual HPS®mef the lexicon is recast as part of the
morphological component.
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positive nonperfect form dbudan and add to the argument list a requirement for
a form of Y realizing the same feature set except for the fact that ipiarticiple.

[PHON X
(36) |LiD Y ,a:{PRF +}—>

VAL A
PHON X PRF —

PHON refer| |LID budan|, o\|Asp bnd|, I-V
VAL A POL +

LID Y
LEX  + 1
vC +

VAL Z@< LID Y >
HEAD

MORSYN 0\[FORM part]

The proposed analysis makes the following correct premisti First, negation
is handled correctly: the phonology of the head word is cairstd to be that of
a positive form ofbudan whereas the participle shares its polarity value with that
of the head word. Thus the head will never carry a negatiofixpiaut its nega-
tive polarity value will be realized as a prefix on the papieiit selects. Second,
the complex perfect is predicted to exist without stipwiatibecause evidentiality
is morphologized and available for all past forms, rule (8@) generate an indi-
rect past perfect with the phonology of an indirect boundast fiorm ofbudan
Figure 3 illustrates the relevant analysis. Third, the wsialcorrectly predicts that
(33a), and not (33b), is grammatical. This is because th&ymaauxiliary, as a lex-
eme, can be put in the perfect; whereas there is no sense ¢h whe can put the
perfect auxiliary in the passive, because there is no suef &3 a perfect auxiliary
lexeme. The analysis of (33a) is shown in Figure 4.

Finally we account straightforwardly for the nonexisterafea periphrastic
present perfect. Since (36) is an inflectional realizatiale,rit interacts with the
rule of referral in (30) under the logic of rule specificityhus the existence of
(30) overrides the application of (36). In this sense theenuranalysis of the pe-
riphrastic perfect is syntactically reductionist: perigsis is reduced to valence;
no phrasal constructions or lexical entries are needed. 34fenze a notion of
rule competition, but this competition is segregated toitiflectional component,
where it is arguably needed for independent reasons. Thumpetition be-
tween morphology and syntax (e.g. Poser, 1992; Bresnari,) 2¢&ds to be or-
cherstrated.

4.3 Discussion

The analysis of the Persian perfect outlined above attetoptspture the tradi-
tional intuition of periphrastic inflection. While thereeamany ways one might
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S
suBd )
COMPS ()

T
YA AN suss (@)

Maryam in tablo comps (B))
H —
V[ perf-parf] V [bnd-past,indir,prf,3sp
LID foruxtan LID foruxtan
LEX + susy ()
vC  + comps ([21,B])
I I
foruxte bude-ast

Figure 3: Analysis of a sentence in the complex pefect: ‘Riggody, Maryam had
sold this painting.’

S
SuBJ ()
COMPS ()
o
P V[ perf-parf Vv’
AN LID foruxtan suBl ()
in tablo S| LEX + compPs (B])
suB) (O H\
ESMPS > V[ perf-parf V [bnd-past,3sp
| LID Sodan-au LID Sodan-au
foruxte _lsues @ suBl ()
comps (B comps  ([,3])
LEX +
vC +
ééde bud

Figure 4: Perfect-passive interaction: analysis for (33a)
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attempt to reach this goal in the context of HPSG (see inqudati Ackerman and
Webelhuth, 1998), the specific design goal here has beervigedsn analysis that
meets as much as possible both the analytical habits of HpSt@xsand of real-
izational morphology. Thus as far as clausal syntax is ameck our analysis is
undistinguishable from an argument composition analygsid, we have attempted
to account for all relevant syntactic features of the camtsiton. On the other hand,
the lexical analysis is as close as possible to standanzagahal morphology; in
particular it relies heavily on the architecture of ruledis and rule competition
to generate the correct lexical representations.

While we fully assume this research strategy, alternativesreadily conceiv-
able that meet different design goals but produce very amaihalyses. For in-
stance, turning the analysis into a standard HPSG analyifsjtem-and-process
morphology encoded via lexical rules, is easy: one justsieerecast rules such as
(30) and (36) as lexical rules, and modify the morphosyitat#scriptions (using
quite a bit of negation and disjunction and/or fine-tuning type system) so as to
make them mutually exclusive. The resulting system is morservative from an
HPSG perspective, although one may doubt that it is morejoersus.

A different issue raised by the current analysis is its extg@on with the analy-
sis of coordination. Coordination of participles is po$sib the perfect in Persian,
just as it is in the passive (37). This can not be treated awplsiinstance of con-
stituent coordination under our analysis: because we ass$oat the auxiliary is
really an inflected form of the main verb, there is no singletee of whichbud
is the realization in (37). While this is definitely a probleinis a familiar one,
reminiscent of issues pertaining to coordinations of wdikWe see two potential
solutions. First, we could assume an ellipsis-based agady$37) along the lines
of analyses proposed by (Yatabe, 2001; Crysmann, 2003;eBeand Sag, 2004).
Second, we could assume a richer ontologyipfvalues where a neutralized value
common to both participles is assigned to the coordinatagehin (37), extending
work in the tradition of (Daniels, 2002; Levy and Pollard 020 Sag, 2003). This
neutralized value could then serve as an appropriate iputife (36)° Whether
these strategies prove fruitful will have to wait for futwesearch, and in particular
for a detailed empirical study of coordination in Persian.

(37) Maryamtablo-ra pasandidera xaride bud.
MaryampaintingbDo liked andboughtbepsT
'Maryam had liked and bought the painting.’

5 Thefuture

For the periphrastic future, a number of different analgfitions are available. As
in the case of the periphrastic perfect, the verb sequenceatde interrupted, and

SNotice that the postulation of neutralizetb values is needed anyway to allow for constituent
coordination under the assumptions of (Sag, 2007). Thusse raised by our analysis is an issue
that needs to be addressed anyway.

41



occurs in a rigid order.

(38) a. MaryanOmid=ra xah-ad did.
MaryamOmid=DD0O wantsl-3.SG sees2
‘Maryam will see Omid.
b. *Maryamxah-ad Omid=ra did.
Maryam wantsl-3.SG Omid=DDO sees2
c. *MaryamOmid-ra did xah-ad.
Maryam Omid-DDO sees2 wantsl-3.SG

The periphrastic future does not enter into paradigmalétions with syncretic
inflection. Thus it could be accounted for entirely withim&x. On the other
hand, syntactic rules do not manipulate portions of theppegistic construction—
notably, the nonauxiliary part of the future can not be feoht Thus nothing pre-
cludes either a purely morphological analysis.

There is however one argument favouring a purely morpho#bginalysis, al-
though it is not a very strong one. The future auxiliary lotike a present tense
form of xastan‘want’, except that it does not carry the unbounded auyilizor-
mally found in the present. If we were to treat the future ¢atdion as phrasal, we
would thus need to set up the grammar so that the morphologybsupplemen-
tary forms, the distribution of which we would then need tostoain drastically
within syntax’ We thus opt for a purely morphological analy3iVe propose to
use the rule in (39), which is a double portmanteau rule adrraf. To find the

"The nonfinite form appears to be a bare past stem. Words hamoph to a bare past stem
are used in two other contexts: in the bounded past witls@ Subject, where the exponent of
agreement is null; and in the impersonal complement of somdainerbs such dsayastanmust,
be necessary’ (1).

(1) a. Maryamhatman)pay-ad be madrasde-rav-ad.
Maryamcertainly musts1-3sGto school IRR-go.S1-3sG
‘Maryam definitely has to go to school.’

b. (Hatman)pay-ad bemadraseaft.
certainly mustsl-3sGto school go.s2
‘It is definitely necessary to go to school.

80ne could argue from the fact that object clitics can be zedlither on the auxiliary (i) or on
the nonfinite form (ii) that they should be treated as twoiniéstsyntactic atoms; but since we treat
object clitics as affixes anyway, the question is moot. Inease, the analysis in (39) can readily be
extended to account for (i), but an account of (ii) will needely on more extensive revisions.

(i) Maryamxah-ad did-as
Maryamwantsl-3.SGsees2-PAF.3.SG
‘Maryam will see her/him.’

(i) Maryam xah-ad-as did
Maryamwantsl-3.SG-PAF.3.5Gsees2
‘Maryam will see her/him.’
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phonology of a future form, one needs to concatenate thaibaffplock 1V on the
form xah with a bare past stem of the lexeme being realized.

‘PHON X
(39) (LD Y ,U:[TNS fut]—>
ARG-ST Z
'PHON xah
PHON refer| |LID Y |,o,V |
ARG-ST Z
'PHON X
refer| [LID Y ,0\[TNS pst},l
ARG-ST Z
LID Y
ARG-ST Z

6 Theprogressive

All unbounded forms may give rise to a progressive integtie, but that inter-
pretation can also be forced by using the periphrastic oactsin illustrated in (4).
Unlike the ones we discussed so far, this construction tefudm the grammat-
icalization of a finite complement clause construction, atidelevant evidence
points to the fact that an embedded clausal structure ipatent The nonaux-
iliary verb is unmistakably a finite form; it occurs on thehigf the auxiliary, as
finite complement clauses occur on the right of their headc®oplementizer can
be used, but complementizers are optional for finite cometem(40). Comple-
ments normally occur between the two verbs; they can sceaiolthe left of the
auxiliary, but this is also possible with clausal completsgdl). Finally, object
clitic pronouns must be realized on the nonauxiliary verta @annot climb to the
auxiliary (42).

(40) a. Maryandar-ad (*ke) ketdbmi-xan-ad
Maryamhavesl-3sG comP book UNBD-readsl-3sG
‘Maryam is reading a book.’

b. Maryammi-xah-ad (ke) ba Omidhar ruz besinema
MaryamuUNBD-wants1-3sG comp with Omid everydayto theatre
be-rav-ad

SBJV-g0.S1-3sG
‘Maryam wants to go to theatre with Omid everyday.

SPersian raising and control constructions normally relyaofinite unsaturated complement
clause. Infinitival complements are available only in a Vierynal register.
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(41) a. Maryamin ketab=ra dar-ad mi-xan-ad
Maryamthis book=DDO havesl-3sG UNBD-readsl-3sG
‘Maryam is reading this book.’

b. Maryamba Omidmi-xah-ad (ke) har ruz besinema
Maryamwith Omid uUNBD-wantsl-3sG COMP everydayto theatre
be-rav-ad

SBJV-g0.S1-3sG
‘Maryam wants to go to theatre with Omid everyday.’
(42) a. Maryandar-ad mi-xan-ad=a$
Maryamhavesl-3.SG UNBD-readsl-3sG-=3sG
‘Maryam is reading it.’
b. * Maryamdar-ad=a$ mi-xan-ad
Maryamhavesl-3sG=3sG UNBD-reads1-3sG

This data can be accounted for by assuming a slightly idiosyic lexemic
entry for the auxiliarydaStan This entry assumes thatog is a subtype of the
AsPECTVvalueunbd(unbounded). As a result of its lexeme-level specificatibis,
auxiliary is defective for all subparadigms except the pn¢sthe unbounded past
and the complex unbounded past, in accordance with the fabtssubject of the
complement is constrained to be me+prg the type of pro-dropped subjects, and
coindexed with the auxiliary’s subject. The analysis igstrated in Figure 5.

LID dastan-aux
HEAD
MORSYN [ASP prog}
CONT
[MORSYN
(43) MARKING none

CONT >

SUBJ ne-pro
IND

| COMPS ()

ARG-ST <[IND }
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Abstract

Previous HPSG accounts of extraction blur the distinctietwieen valents
and adjuncts by allowing verbs to lexically control the nimats that com-

bine with their phrasal projections. However, assuming #gjuncts are

valents runs into various difficulties. This paper argued the distinction

between complements and adjuncts can be maintained, ancetttain se-

mantic phenomena that challenge traceless theories afotixtn can be seen
as an instance of a more general process. Finally, this pége@discusses a
uniform mechanism for case assignment to valents and advedminals.

1 Introduction

Pollard and Sag (1994) and others have noted that certain verbatedgan be
extracted, as in (1). Although extractable, these phrases behave jikectsdin
many other aspects (they are not semantic arguments of the verb that thiéy mod
are optional, can be iterated, are canonically VP-final, pasddtsmtest, and have

a freer distribution than true arguments).

(1) a. [Yesterday], it seems that [Kim arrived home very eailly
b. [(On) that day], | think that [Kim went home very latg.

c. [How often] do you think that [Fred was late this wegR
d. It was [with a stick] that [we killed the snakg.

The distinction between adjuncts and complements also appears to be blurred
cross-linguistically, in extraction pathway marking phenomena (see Clentextts e
(1983); McCloskey (1979); Hukari and Levine (1998)er alia), in case assign-
ment to adverbial nominals (see Maling (1989, 19@83r alia), and in adverbial
scope (van Noord and Bouma, 1994). Thus, it can be argued thastitdeme
verbal adjuncts are selected or controlled by the verbal head. Thés pasious
puzzles, and runs counter the standard distinction between argumeaidjamcts.

2 discusses previous accounts of these phenomeng3grdposes a new analy-

sis that allows for a simpler view of the adverbial argument-adjunct puzzle.

2 Previousaccounts

There are two main approaches to adjunct extraction that have beensptop
within HPSG. One is lexical (the lexical entry of the verb hosts adverbips ga
in SLASH), and another is phrasal (adverbial gaps are introduced syntadgtically
Both run into problems in the presence of conjunction, as discussed below.

t] thank the audience of the HPSGO09 conference and reviewers foctmiments and criticism.
A very special dept is owed to Doug Arnold. | am also grateful to Olivien&mi, Philip Hofmeister,
EunHee Lee, Stefan Mler, and lvan Sag. | am the sole responsible for any errors or omgssio
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2.1 Lexical gap addition

Pollard and Sag (1994, 387) propose the lexical rule in (2), which aaelsdjunct
to thesLAsH feature of verbs that subcategorize for clauses.

|

But as Hukari and Levine (1996) note, this account is problematic eousfronts.

Not only adverbs can be extracted when verbs take VP complementsebeitiie

a number of languages for which valent and modifier extraction triggexstlgx

the same morphophonological processes. This is the case of Kikuyustigan
suppression (Clements et al., 1983) and Irish complementizers (McC|d$Kes),
among many others. Since extraction pathway marking for valents and (some)
modifiers triggers the same phenomena in these languages, van Noordwmnd B
(1994) and Bouma et al. (2001) propose that such modifiers are itefacally
selected by the verbal head, as dependents. Thus, adjunct extczatibae handled

in the same way as valent extraction. The account in Boetnad is given in (3).

CONT| KEY

(2) comps(..[2S...)

MOD [2]

COMPS{(... S...)
INDEX [3]

SLASH{}

—V SLASH{XP

CONT| SOA-ARG [3]

(3) ARGUMENT STRUCTURE EXTENSION

[HEAD
ARG-ST[2]

verb=- | SYNSEM ) HEAD [1]
DEPS[Z] @ list| | MOD

CONT|KEY

However, giving up adjunction is problematic, as Levine (2003) notest,Fir
further assumptions are needed in order to account for cases thiat etbarwise
be taken care as standard VP adjunction, as in (4).

(4) Nobody can [[drink four beers and eat two hotdogs] [underdifteeconds]].

If the PP is a complement, then something else must be assumed in order to capture
this sentence. For example, one would have to assume that the PP is eedrapos
ATB or Right-Node Raised. But, as Levine and Hukari (2006) arguesey-
potheses are at odds with the semantic interpretation that the PP obtains, which
ranges over the total time interval denoted by the two conjuncts. In corttiast,
reading is trivially obtained if the PP simply adjoins to the conjoined VP.

It should be clear that plurality-forming conjunction operates beyond Bk
can formevent pluralitiegBach, 1986; Lasersohn, 1995; Link, 1998). For exam-
ple, the sentence in (5a), adapted from Oehrle (1987), can desceilfr@tjuency
of two joint event-types rather than independent frequencies of cawme.
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(5) a. Often, [[I go to the beach]and [you go to the city] ], +e,.

b. Sue [[[got dressed] and [dried her haig] ], +.,, [in €xactly twenty sec-
onds]].

c. You can’'t simultaneously [[drink] and [drivel,]c,+e,-

Levine (2003) also points out that the cumulative reading can occuneven
the adjunct is extracted, as in (6). Hehe,how many seconds flaredicates the
total of three events denoted by the embedded coordinate VP, not agahato

(6) In how many seconds flat do you think that [Robin found a chairgdean
and took off her logging boots]?

This utterance is a query about the total time occupied by the occurreticesef
(possibly overlapping) events. Such a reading suggests that thetedti@an-
stituent is not a complement of anything in the sentence. If it were, then jilnecad
should be predicating over each of the conjuncts separately, not ther M§hco-
ordination node. To address this problem, Sag (2005) proposes thatttheted
phrasein how many seconds fl& a complement that can semantically outscope
the verb structure that it modifies. In a coordinate structure, the PP t=drAtB

is naturally required to simultaneously outscope each of the verbs headiogrth
juncts, thus obtaining wide scope over the entire coordination.

However, there is no evidence that the modifireiX secondss semantically
scope-bearing. Compare the unambiguous examples in (7) with the examples in
(8). Only the latter contain scope-bearing modifiers and trigger an ambigitity w
respect to the wide or narrow scope interpretation of the indefinite NP.

(7) a. Someone died in the arena yesterday / under twelve seconds flat.
b. Kim sang a song yesterday / in twelve seconds flat.

(8) a. Someone probably / usually died in the arena.
b. Kim probably / usually / often sang a song.

Scope cannot in general solve the cumulation problem, b§® inwill argue that
the challenging phenomenon in (6) is the consequence of other semawtitsasp

2.2 Syntactic gap addition

Assuming that adjuncts are modifiers, Levine (2003) proposes thatgatrpaths
are terminated by traces. Thus, a modifier can instantiate the trace in (9Jjand a
to VP as usual. When it does, it creates an unbounded dependerisypiiablated
and linked to a filler, like any other unbounded dependency. Cumulatdkmgs
arise as a consequence of adjuncts being able to adjoin to VPs, cooainate
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(9) |PHON()
Loc[1]

SYNSEM
SLASH{}

In order to deal with adverbial case assignment and extraction pathwdynma
Levine and Hukari (2006) introduce a new featams, which allows the lexical
entry of a verb to list adjuncts realized in arbitrarily high positions. This list is
lexically underspecified, and becomes instantiated at the phrasal lewssi, mid-
ifiers adjoin to a VP projected by that verb. The verb can thus lexicallysacce
any gaps that may reside in an adjunct located in a higher position in the syntac
tree (see also Sato and Tam (2008)). With regard to scope ambiguities ih Dutc
that have been argued to follow from an adjuncts-as-complements anhbsise
(2003) proposes that these can be captured with direct access ttetlatgarts
of semantic representatidn.

There are however some concerns with the adjunct extraction accaweviime
(2003). First, nothing prevents the adverb trace in (9) from being aztjdim each
of the VP conjuncts, instead of the coordinate mother VP. Given the sthadar
sumption thasLASH values are structure-shared between daughters and mother in
coordination, then one would obtain an impossible interpretation where eaeh c
junct event is the same. This is shown schematically in Figure 1; notice that both
VPs become structure-sharediiip The problem is related to the one discussed in
Levine and Hukari (2006, 159), where structure-sharing slastet-enodifying
adjuncts originating in each conjunct yield a description that no sign caffysatis

VP
SLASH {2}

T

VP VP
SLASH {2} SLASH {2}

N

IVP:e  [ZAdv  conj VP
[MOD [il:¢] SLASH {[2}
L T
[IVP: e [2Adv
[MOD [iLe]
|

t

Figure 1: ATB adverbial extraction and impossible descriptions

This can be achieved in a number of different ways, for exampleg¥ corresponds to the
predicationg(vy, ..., v, ) sSemantically heading a phrase, then other heads can access thetpiedica
argument slots. Thus, an adverb lig#encan either predicate the verb heading the phrase that it
adjoins to, or the scopal argument of that verb. See also Crysm@fa)(and Sato and Tam (2008).
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This is not the same as a distributive interpretation of the adverb. For example
yesterdays distributive in the sense that when applying to a sum of events such as
e1+eq, itdoes not yield a collective predicatigasterdage; +es), but rather, a dis-
tributive one:Ve(e < e;+ey — yesterdage)). In the latter, the adverb predicates
over each mereological pastof the event sune;+e2. A modifier like for how
long on the other hand, can apply collectively to the entire sum. Which adverbs
are distributive, which are collective, and which are ambiguous is a mattexiof
cal specification, similar to how verbs lilsenile meet andhire can interpret their
pluralic NP arguments in different ways. This is what seems to be happiertimg
ambiguous example from Levine and Hukari (2006,186), shown beldtivodgh
the PP attaches to the higher VP coordination, it can either apply distributorely
each event in the sum +es, or apply collectively to the entire sum.

(10) Robin [stands on his head and falls off his chair}, in order to attract
people’s attention.

A second concern pertains to the assumption that extraction is terminateddsy tra
| will side with Sag and Fodor (1994) and Sag (2000) in assuming thatotixina
can be modelled without resorting to traces. The question is, of coursecdmo
this be achieved parcimoniously. One possible alternative is explorediileM
(1999, 108-109,447) and Chaves (2007,Ch.7), who show that it sshp@$o for-
mulate unary-branching traceless extraction rules. Consider (1Ed lbasChaves
(2007), which allows an adjunct to become a member of the hsad'sH.

(11) ADJUNCTEXTRACTION RULE:

[Loc@

SYNSEM
SLASHU{XP[MOD }}

;

Assuming a Ginzburg and Sag (2000) framework, tlENERALIZED HEAD FEA-

TURE PRINCIPLE would ensure that valence and head features are percolated in
the tree structure. The value ®fASH is percolated as dictated by the rule in (11),
overriding the default percolation of theeERERALIZED HEAD FEATURE PRINCI-

PLE. Since (11) is independent from coordination, and adverbs are ligxedect

VPs, gap insertion can also arise in non-coordinate VPs. In other lgagusl-
verbs may select S nodes or even to V nodes instead.

This analysis can also be augmented with Almas feature, so that whenever
the rule in (11) applies, the gap adjunct is identified with a member of the head’s
ADJs list. This way, a verb can access adjuncts higher up in the tree, for gap
threading purposes. The account is illustrated in Figure 2. The VP thuigh

adj-extr-phr=- | HD-DTR

Loc ]
SLASH[2]

DTRS< SYNSEM[3]
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modified by an adverbial phrase locatedsinpasH. Thus,yesterdaymodifies the
event plurality that the VP conjunction yields.

S
[SLASH {} ]

/\
[LAP S
Yest‘erday {SLASH m ]
/\
NP VP
I‘ {SLASH ) ]
V/\S
| [SLASH {m ]

think /\
NP VP

i {SLASH {AP[MOD ]}

\
2VP

[SLASH {} ]

came too early and left too late

Figure 2: A modifier adjoining int&LASH

The ATB adjunct extraction in (12) can also be easily addressed. |astale
et al. (2006), existentially quantification of events is often omitted for simplifica-
tion purposes, but if one makes such quantification explicit — as ieft(e, kim)
— then the adjunct extraction rule cannot apply to each VP conjunct becha
resulting semantic structure is ill-formed. Consider the parse in (12).

(12) [Under how many seconds flat] did Kim [pacland escape ]?

Each adjunct is located in th@.AsH value of each VP conjunct, and predi-
cates over the respective event. The modifiers must be one and the stme at
coordination level, because the coordination rule imposes identity nfvalues
(as for example, in Beavers and Sag (2004)). Thus, the adverbadehiller has
to predicate the very same event across conjuncts, and has to be simustgneo
located under the scope of each existential quantifier. This yields anrifieftr
MRS structure because the underspecified representation canodbees tree
structure, as depicted in Figure 3. Arrows denote underspecified ieraahbor-
dination constraints. Her&] is the shared subject index &im, andle’] = [e1] =
[e2l. This solution follows from the coordination rule, and is valid for extraction
accounts with or without traces.
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Je(@ = E0 4 F A Je(.) A JeE)(..)
A4 AN
/s N\

pack(E, &) - 7 escape([€2], [£)

seconds-of-duratigfs, [¢'])

Figure 3: ATB adjunct extraction yielding an illegal MRS representation

2.3 Taking stock

All of the extraction accounts discussed so far — the adjuncts as complesmahts
sis and the phrasal adjunction analyses — allow verbs to seleict $du adjuncts,
blurring the distinction between adjuncts and valents. In one case this idedene
ically, and in the other, via a special valence featupas, so that gap threading
phenomena can be dealt with.

However, there is in my view no semantic evidence that such adjuncts are com-
plements. In fact, the semantic evidence observed in coordination indicates th
adjuncts semantically combine with phrase structures. On the other handathe f
ture ADJS seems to lack independent motivation because it is only relevant for a
particular class of post-verbal adjuncts, and not, for example, adnbmathfiers.

In what follows | propose a simpler and more general analysis that mairtains
strong distinction between adjuncts and valents, and dispenses the neadds,
new constructions, andbJs. As in Pollard and Sag (1994), adjunct gaps start
out lexically so that heads can only detect extracted adjunctsinngitu ones,
and cumulative phenomena are handled semantically in ways reminiscerg of Sa
(2005). By viewing the cumulative readings of extracted elements as angéesta
of a more general phenomenon, we will also be able to deal with other ttades
arise beyond adjunct extraction.

3 A coordination-based proposal

Let us assume that there are no traces, and that adjuncts are not batesther
modifiers in the usual sense. It could be that the cumulation of extracted-adv
bials is an instance of a more general phenomenon where the pluralitytionma
operation triggered by conjunction ‘bleeds over’ to certain unrealizpdmigents.
Consider the data in (13), from Postal (1998, 136,160) and Kehl€2(2[R5).
Here, an extracted NP can denote a plurality composed of two individwadh, e
being linked to each verb in each conjunct. These data are relevaniseesach
conjunct contains a different gap, and the two gaps are not fuseth&rges a sin-

gle entity. Rather, they might be cumulated into a complex entity (a conjoined NP)
and permitted to percolate independently.
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(13) a. [How many frogs]and [how many toads[did respectively Greg capture
_iand Lucille train_;?

b. [[Which pilot]; and [which sailor]] will Joan invite_; and Greta enter-
tain_ ; (respectively)?

c. [[What book} and [what magazing] did John buy ; and Bill read_;
respectively?

This is somewhat unexpected, because coordination is known to not affeve it
conjuncts to host different gaps, as shown in (14).

(14) *[A violin this well crafted], even [the most difficult sonatapvill be easy
to write_ ; and to play it on ;.

One can argue that in (13) there is only one gap at the coordination ledel, a
that this gap is linked to a pluralic filler. Each member of the plurality is predicated
by a different VP conjunct. In (14) however, there are two fillers ang thach
VP conjunct would have to contain a different gap. The latter is correatdr
out if one assumes thalLASH values of conjuncts and mother node are structure-
shared. Thus, it seems that as conjunction forms a plurality from the inafitles
conjoined heads, the extracted dependents can be pluralized in a sinfiianfas
The cumulation of gaps is illustrated in Figuré 4.

S[SLASH {[INDEX z + y]}]

S[SLASH {[INDEX z|}] S[SLASH {[INDEX y|}]

Figure 4: Conjunct nominal gap sharing with cumulation

If this analysis is on the right track, then one would expect to find the same ph
nomenon in constructions withowtspectively However, the detection of such
data is not easy because the gaps in such examples are preferentigtiyetet:r
non-cumulatively. In (15) | provide such data. These sentencesecandypreted
as conveying that the plural NP filler corresponds to the unian¥Xwhere X and

Y are the entities extracted from different conjuncts.

(15) a. Setting aside illegal poaching for a moment, how many skasksdo
you estimate [[ x died naturally] and [y were killed recreationally]]?

b. The [ships., that [[a U-boat destroyed,] and [a kamikaze blew up
_Mwere {

not insured
the Laconia and the Callaghan’

2Chaves (2009) proposes a direct accoumespectivelyeadings that does not resort to any form
of ‘conjunction reduction’, syntactically or semantically. Further resle# forthcoming.
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c. The houses,y [[the fire reduced to ashx] and [the flood leveled down
_v]] were near each other.

Now, the adjunct cumulation cases in Levine (2003) might be due to the same
kind of phenomenon. This is illustrated in Figure 5. Each conjunct hasexelift
adverbial gap, the index of each adverb matches the event that it mpdifies
conjunction allows the indices of the adverbial gaps to be cumulated.

S[SLASH{ }]
Adv S[sLAsH {}]
NP VP{SLASH {[I[INDEX e1 + e2]}]
VP[SLASH {[INDEX €1]}] VP[SLASH {[INDEX e3]}]
—_
sat down

and took off her logging boots

Figure 5: Conjunct adverbial gap sharing with cumulation

Put more in more general terms, in a coordinate structure avidisplaced struc-
tures with indicesy, ..., ay,, these can either be combined into one and the same
entity a; = ... = «, or combined cumulatively into a complex entity, for exam-
ple, a Linkean sumas + ... + ay,. In other words, the plurality-formation bleeds
over to certain dependents. Because this mechanism is observed lasjonct
extraction, it begs for a general account.

In this view where shared gaps in coordination can be cumulated, adjunction
can operate as usual, and the only adjuncts that verbs need to haws# coatare
the ones irsLASH, because of extraction pathway marking phenomena.

3.1 Other possible cases of cumulation in conjunction

Perhaps the cumulation phenomena observed above also arises in ottseofkin
dependents. For example, Vergnaud (1974), Abbott (1976), ddoKg1977) and
others have noted a phenomenon where the same structure is cumulatively co
nected to different clauses. For example, in (16a) the pluralvbly different
opponentglenotes a set of individuals some of which were defeated by John and
some of which beat Mary. Similarly, in (16b) we do not know how much Fpeshs

nor how much Mia lost, although we know the total amount that Fred spent and
Mia lost. In other words, these sentences are not equivalent to theitezparts in
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which the ‘right node raised’ NP is situ after the first vert.

(16) a. John DEFEATED and Mary LOST TO very different opponents
b. Fred SPENT and Mia LOST a total of $10.000.

This process is sometimes not possible or highly marked. For example jveflex
expressions cannot be pluralized in this fashion:

(17) *John LOVES and Mary HATES themselves / each other.

This process is unigue to plurality-forming conjunction. As Beavers argl Sa
(2004,66) note, disjunction does not allow cumulative readings:

(18) a. *John DEFEATED or Mary LOST TO; [very different opponents] ;.
b. *Either Fred SPENT or Mia LOST ; [a total of $10.000}]; ;.

Yatabe (2003) argues that there are two kinds of RNR. One is prosnditas

no semantic effect, and another which is linearization-based and has atEema
effect. This distinction may be responsible for the contrast shown in (i9§20).
Prosodic RNR can be long-distance and can apply in hon-coordinatext®as

in (19a) and (20a); see Chaves and Sag (2007) for a recent sitsc)jsvhereas
linearization RNR cannot be long-distance as shown in (19b) and (20k)js
restricted to conjunction.

(19) a. One man said that he LIKED and another even boasted that he ADORED
_; [the woman in the commercial]

b. ?*One man said that he LIKED;, and another even boasted that he
ADORED_; [different women}, ;.

(20) a. One man said that he HATED just because some other had boasted
that he ADORED ; [the woman in the commercial]

b. ?*One man said that he HATED just because some other had boasted
that he ADORED ; [different women], ;.

Finally, it could be that the same cumulation phenomenon also occurs in extra-
position phenomena, in the form of split antecedent relative clausesideonhe
data in (21), based in Ross and Perlmutter (1970). The relative clausm&ns
tically linked to both subject NPs. It is unlikely that these are instances of RNR
of the extraposed clause (e.g. B&I€] & [S RelC]) because no conjunct-final
prosodic contrast is needed for examples like (21a), and becausawesl can be
linked to the pluralized noun, as shown in (21b) (confront with (16)).

SPostal (1998) argues that cases likee?pilot claimed that the first nurse and the sailor proved
that the second nurse were spa@so exhibit some form of summation/cumulation of the ‘right-node
raised’ verbal structure. However, judgments are gradient arydsigmificantly, which lead Beavers
and Sag (2004) to argue that these are quasi-sentences that msufidrformance effects. My
account could in principle be extended to these data, along the lines gdrimelratabe (2002).
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(21) a. A man entered the room and a woman left who were similar.

b. A man came into the store and a woman left right after him who used be
in love with each other.

¢.*A man entered the room or a woman left who were similar.

These cases can be accounted as follows. The nominal head thakeaplosed
relative clause is modifying is cumulated at the coordination level. One way to
achieve this result is illustrated in Figure 6. Alternatively, one could also tteste
analysis in a more elegant way in terms of anchors (Kiss, 2005; Crysr2@4).

S[EXTRA (RelCMOD z + y])]

S[EXTRA (RelCiMOD z])] S[EXTRA (RelCJMOD y])]

Figure 6: Conjunct relativized head sharing with cumulation

The remainder of the paper will flesh out an account of extraction thatipatible
with gap cumulation, as well as with the cumulation of other delayed/displaced
dependents such as RNR phrases and extraposed relative clauses.

3.2 HPSG formalization

The semantics of conjunction is a complex topic which | cannot addres$utigre
and so | will make the minimal assumptions needed for the purpose of thispaper
| start by allowing individual and event indices to be either Linkean surhsr+
atomic elements. The type hierarchy and signature are provided in (22).

(22) index

T

evt ref
in

event ]
evt-sum ind-sum
ARG evt ARG ref
ARG, evt ARG, ref

Next, | define a non-deterministic relatios” called Integrationthat maps a
pair of lists onto one list. It allows for two different cases: in (23a) thesargnts
of the relation are simply structure-shared, and in (23b) we obtain the ctiomula
of two signs, by forming a new sign that denotes a plurality.

4For a more comprehensive semantic account of conjunction see€{2807, Ch.5).
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(23) a. Direct Integration (structure-sharing equality)
( ~ ) = lz’st

b. Cumulative Integration (summation):
YN|LOC

S [0
SYN|LOC [0 sYN|LoC [O]]\ ).
[~ = ARG [1]
SEM| INDEX [ SEM| INDEX [2] SEM| INDEX
ARG [2]

If we adopt the extraction account Ginzburg and Sag (2000), thenewd anly
extend the conjunction with gap Integration. Since adjunct gaps resisleaisH

we can dispensgbDJs and obtain the cumulation phenomena straight away. The
rule is given below, in (24). For reasons of uniformity to be discussémbehe
set-valuedsLASHIs replaced by a list-valuedAp feature, and | will use the feature
geometry of Sag (2001). | also omit the full specificatiorkafy due to lack of
space, but | am assuming basically the same as Bouma et al. (2001).

(24) CONJUNCTIONCONSTRUCTION

SYN | GAP [Bl=[4]

MOTHER

SEM [INDEX

conj-cx=

, | SEM | INDEX

SYN | GAP
DTRS
CRD-MRK CONj

SYN | GAP
SEM | INDEX [1] >

| assume that the coordination construction is more general than the conjunc
tion construction: the former requirescaAL identity and has nothing to say about
semantics, whereas the latter requires a right-marked conjuncamdgtland yields
a pluralic index from the indices of the conjuncts. Based on Beavers agd S
(2004), | assume coordination is binary branching and resorts to adeziip-
MRK that identifies the coordination type (i®nj, disj,etc.).

We can, however, revise Ginzburg and Sag (2000) so that adjuretsoar
complements. First, the SLASHMALGAMATION CONSTRAINTand the RGU-
MENT STRUCTUREEXTENSION (see§2.1 above and Ginzburg and Sag 2000,169)
are blended into a unique condition, in (25). Further constraints shoutipin
the exact class of extractable adjuncts. Then it will follow thidtas to beverbif
the list of adjunct gaps is non-empty, ruling out adnominal adjunct extractio
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(25) GAP AMALGAMATION AND EXTENSION CONDITION

LOC| HEAD

. SYN|L|HEAD [A]
SYN | GAP |, (.. .cm)clkplist {MODQ L .D

SEM|KEY

word =
BIND [0]

SEM | KEY

ARG-ST<{SYN | AP } [SYN | caP D
The relation J,, allows the amalgamation of gaps}, (LIORIO) = o2l This
operation takes as input a list, it splits the list nondeterministically into three sub-
lists (two of which are structure-shared @ and yields the append of the two
remaining distinct lists. This allows some, all, or none of the gaps to be unified.
Non-scope bearing verb-modifying adjuncts possess an event irldek v8
structure-shared with the event index of the verb they intersectively ioe@math.
This is illustrated in (26a). Conjunction then is able to combine two such adjunct
gaps into one gap with a summed event index. The cumulation of an ATB extracte
PP adjunct is shown in Figure 7. | assume that the MRS representatiombsf ve
includes an existentially quantified index, as discussé@ i.
This cumulation process occurs cross-categorially. With nominal gapdwe o
tain a sum of individual indices and with non-scope bearing verbal modiéips
we obtain an event sum. As for extractable scope-bearing adverbsftigte! as-
sume along with Sag (2005) that the adverb lexically outscopes the verbifiespd
as illustrated in (26b). Thus, in ATB extraction each verb heading eatjuroct
must be outscoped by the adjunct gap. See Bonami and Godard (200W)dr is-
sues pertaining to scope surface order and scope ambiguities, as @glsazann
(2004) for a more elaborate MRS account of intersective modification im&e

(26) a.[PHON (in) 1 b. [PHON (often)
HEAD prep HEAD adv
SYN |LOC
INDEX [€] MOD<VP[LBL ]>
moD { VP
SYN [LoC LBL - i
INDEX none
SUBJ()
comPs(NP[INDEX [@]) ceLs/ |RELNOften
- - ARG [I2]
INDEX [€] SEM
LBL aeq
. l
SEM RELN N Hcons({ | HARG 2]
RELS\ | Arcy LARG
ARG2 B )

We can also extend the conjunction rule as in (27), so that split anteaediztite
clauses and cumulation in linearization-RNR are captured. | follow in genera
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[GAP ()]
BAdv S
[GAP (5)]
in how many seconds
Aux NP VP
| [GAP (B))]
did you /\
\ [GAP (
say /\
VP er] E+ﬂ
[GAP ([B[INDEX [e1[Hez]))]
Robm /\
VPl Te1] VP €2
[GAP (2)] (GAP (@)]
IV:[e] NP Conj Vp@
GAP< 1> /\
INDEX
BV:[ez]

MOD
INDEXE

Figure 7: An example of VP conjunction with adverbial gap cumulation

terms Yatabe (2002) and Beavers and Sag (2004). Thus, the rightierostgs (if
any) inbowm, and themoD elements in extraposed structures can be cumulated.

27) CONJUNCTIONRULE (extended):

GAP [Bl~[4]

EXTRA (([MOD [E
MOTHER
SEM[INDEX +}

conj-cx=

EXTRA (([MOD [B]))
DTRS
< SEM[INDEX }

DOM [AIP[B]

[GAP

z@m]

DOM neflist®@@|neflist 57 ( ~ )

GAP
N EXTRA (([MOD [8]]))

" | sEm {INDEX }

DOM [C){([and))) PDIBE]
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4 Casemarking of adverbial NPs

Adverbial NPs have been argued to receive case by essentially thensache-
nism that assigns case to valents in a variety of languages. Brkzepski (1999)
and others have argued that there is no satisfactory way to accouhisfamless
adjuncts are taken to be complements. In this section | suggest an altethative
maintains the standard divide between arguments and modifiers.

Maling (1993) argues that case assignment in Finnish is structural, aricetha
quency adverbs pattern with arguments with regard to case. In a mord sk
extensive study, Kiparsky (2001) argues that there is no direct wdgtErmine
the case marking of verbal dependents, and proposes to an Optimalityy &weo
count where abstract and morphosyntactic case must be matched in arl afgtyma
Kiparsky (2001) uses features lik€IGHEST)R(OLE) + andL(OWEST)R(OLE) +
to capture the various possible levels in the thematic hierarchy, in each léne, T
in the morphological level case morphemes bear such features, at thetsyievel
these features are assigned to the expressions according to the pdbaicihey
occupy, and finally, their abstract case reflects hierarchically orgdnieta-roles
at Semantic Form. Case assignment is an optimal match between all three levels.
In practice, abstract case features function as constraints on mgrpactic case.
A theta-role’s abstract case must optimally match the morphosyntactic case. Th
account is centered around the idea that declarative sentences eoipiat’ po-
sition, which typically contains the grammatical subject (if there is one), daicer
other elements in restricted conditions. The pivot is the highest direcirengfu
that can be expressed. One of the most interesting aspects of pivots tiseina
effect is observed in arbitrary distances. If the matrix clause has 8 firem a sin-
gular noun object of an infinitive complement is genitive whether the infinitae
a subject or not. The genitive object marking extends obligatorily downugiro
a chain of such complements, and thus Kiparsky (2001,28) concludesdsat
marking constraints hold within the domain of finite clauses’.

One might import this account to HPSG by resorting to an ancillary function
that computes the same conditions as the OT account. The phrasal rulifg thee
possible values faTRUCTURAL case while the value afExICAL case is specified
by morphology. The question is, then, whether or not the mechanism gighas
structural case to complements can operate in the same way for adjuncts.

(28) ABSTRACT  [..]
CASE | LEXICAL [...]
STRUCTURAL [...]

Possibly, a general principle like the one sketched in (29) would hawsato
all of the relevant information. Il we have information about subjects (and more
generally, external arguments WaARG), and about what kind of phrase is being

SAlternatively, one could encode the three dimensions in (28) as a multifahee hierarchy
with at least three partitions (although the two are not equivalent, as dextirs Miller (2001)).
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considered (VP, S, finite, nonfinite, etc.),00M we have access to the pivot when
is a clause, and in particular, nothing seems to preclude this principle from co
puting the case of an adverbial nominal by essentially the same means thad¢he ¢
of a complement is computed. The actual ordep@wm plays only a minor role,
since as Kiparsky (2001,15) notes, positional case is mostly redundgtrirsh
because morphological case suffices, with the exception of obliquegsmss and
experiencers as direct arguments.

(29)

SYN [LOC }
phrase =

DOM

A ASSIGN-CASER([,2])

The general rule in (29) can access the necessary ingredients taitisbsthe
mappings between abstract, lexical, and structural case without givitugaliy,
and without having to assume that adjuncts are selected for. Finnish otcskow
more then one object in VPs, and so tiem value should be straightforward, with
at most one subject, at most one object, one head, and any numberradtadju

In the case of Korean there appears to be significant speaker variasiah
ready noted in Maling (1989, ft.3). More recently, Jae Eun Jung (pporte that
26 non-linguist native speakers residing in Seoul, with ages betweend2@%
do not agree with the judgments in Maling (1989) and Maling et al. (2001). In
this study, 50% of the informants preferred accusative case ini{passive sen-
tences from Maling (1989,369) rather than nominative case. Similar reseites w
obtained for the passives in Maling (1989,371). This part of the gramnmaflisx,
which makes it very difficult to draw any conclusions about how exactbe da
assigned to frequency and duration adverbials. In deed, the exaditioas that
regulate case assignment to nominal adverbials are not yet undersmddech-
sler and Lee (1996,636) write, they ‘do not yet understand the factmditioning
the nominative/accusative split on durative adverbials’.

Still, the literature has converged on the following basic observations, mostly
drawn from Maling (1989) and Maling et al. (2001). If the frequendyexbial
nominal bears case, then in active transitive verbs both the object antbtliéier
are accusative, in stative verbs both are nominative, argi-frassives both are
nominative (but durative adverbials are accusative). In the casg-phssives and
hi-passives these are held to be ambiguous between active and peaasd/dsus
the case marking follows as in the previous cases. There are some spseshs
well, for example, in unergative verbs the adverbs can only bear atieisand in
nonagentive unaccusative verbs frequency adverbials bear nomiaad durative
bear accusative. In weather verbs and intransitive motion verbs batimative
and accusative are possible for frequency adverbs, which MalB®&pjlattributes
to structural ambiguity (in one case the adverb modifies the subject, and ithére o
case in modifies the verbal structure, with scopal semantic contrast) s\&eahd
Lee (1996,640) propose that ‘accusative is assigned to any caseddependent
with an external co-argument, and that nominative is assigned to anyeaseg
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dependent lacking an external co-argument’ (an external argumgrdiirierms is
defined as the lexically distinguished argument that passivization sgpgjes

The proper account of adverbial case assignment may hinge on sehpaatie
matic factors rather than on syntactic ones, but in what follows | will show ho
Wechsler and Lee’s account can be formulated without giving up the dlistn
between adjuncts and valents. | start by assuming that Korean adveRszdd-
join to V — since their canonical position is immediately before the verb — and that
scrambling is due tomoM linearization as in Kathol (2000). Given their position,
these adjuncts have local access to all the relevant information for tiseincark-
ing, namely, thesFORM andARG-ST values. This is the same information that is
needed at the word level to determine the case markings on vélents.

We can capture assignment conditions in a relafissign-Casg that encodes
the account in Wechsler and Lee (1996) without giving up the distinctibmemn
valents and adjuncts. The rule in (30a) applies to all words and computes the
case assignment of valents (if there are any able to bear case). The (80b)
computes the case assignment of adverbial nominals from the verbaha¢ &by
combine with. Both (30a) and (30b) resort to one and the same assigretfatiotr.

(30) a.word=

SYN

LOC |HEAD .
[ .H A Assign-Casg ([11,2])

ARG-ST[2]
b. adv-noun-Ixm=

HEAD[HOU@

SYN[3]| LOC [HEAD mverb| | | | Assign-Casg ({,216(E])
MOD

ARG-ST[2]

For example, case assignment in active transitive verbs can be caypueesingle
condition (notice the accusative ‘case spreading’ from complements todsiju

= i)

MOD non MOD none

(31)
Assign-Casg [VFORM ﬁpas%, <NP[CASEn0j, NP[CASE@aCC

5 Conclusion

One view of adjunct extraction and cumulation assumes that gaps are dhserte
phrasally (either by traces or by a construction) and that verbs catjahcts via
a special featurabJs. Another view assumes that gaps are lexically inserted, and
that shared displaced dependents can be cumulated. In this papee Itlzagthe

5Some elements should be lexically unspecified and obtain structural dasan Sells (2007).
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latter is done by coordination, and that cumulation is also observed in the-extra
tion of nominal arguments. With minor modifications to Ginzburg and Sag (2000),
my analysis dispenses traces, extra constructions, special assum|pibonshee
scope of adjuncts, and thepJs feature. Extraction pathway marking and case
assignment to adverbial NPs can be done without blurring the distinctiorebatw
complements and adjuncts, since verbs cannot aatsgs adjuncts.
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Abstract

In this paper, I discuss the case and agreement system of Nias, a language
that has been described as a marked-absolutive system by various authors
(Donohue and Brown, 1999; Corbett, 2006; Cysouw, 2005; Handschuh, 2008;
Wichmann, 2005). I shall argue in particular that the ergativity of this language
is highly superficial in nature, showing that hypothesised marked-absolutive
arguments fail to display typical subject properties. Extending the linking
theory of ergativity by Manning (1994) and Manning and Sag (1999), which
assumes an inverse linking pattern for transitive, I shall suggest that Nias
transitives are best analysed as a Nominative-Accusative system, attributing
the “ergative” split in Nias to an “inverse” linking of intransitives instead.
Under this perspective, case, agreement, and word order will receive a natural
explanation.

1 Case and Agreement in Nias

1.1 Case marking

Nias! distinguishes mainly two morphological cases in the nominal system: a
morphologically zero-marked case, called the Ergative by some authors (Brown,
1997; Donohue and Brown, 1999), and a morphologically marked case, sometimes
referred to as the Absolutive.”> Case marking of lexical NPs in Nias is effected
by initial segmental alternation (Brown, 2005). With pronominals, marked case is
further differentiated into Absolutive and Genitive, the latter being used in possessive
constructions and with most prepositions.

As depicted in table 1, Nias case marking on consonant initial lexical NPs is
signalled by mutation, involving either voicing or trilling. For vowel-initial NPs,
marked case is expressed by prefixation of /g/ or /n/, the choice being morphologi-
cally (not phonologically) conditioned (Brown, 2005).

Case assignment in Nias (Brown, 1997; Donohue and Brown, 1999) has re-
peatedly been assumed to belong to the ergative type. The main evidence for this

TThe Nias data cited in this paper and the presentation of the basic empirical facts are based on
Léa Brown’s field work on the language, published in a series of papers (Brown, 1997; Donohue and
Brown, 1999; Brown, 2005), as well as documented in her University of Sydney dissertation (Brown,
2001).

The analysis proposed here has been presented at the 4th Conference on Austronesian Languages
and Linguistics, SOAS, London and the 16th Conference on HPSG. I would like to thank to the
audiences at these tow venues for their stimulating questions and comments, in particular to Peter Sells,
Peter Austin, Bill Palmer, Sebastian Nordhoff, Ileana Paul, Doug Arnold, Olivier Bonami and Ivan
Sag. I am particularly indepted to Nikolaus Himmelmann for providing me with detailed comments,
suggestions and criticism, and to my colleague Mats Exter for discussing the ideas proposed here
already at an early stage. All remaining errors are of course mine.

INias is an Austronesian language spoken by over 600,000 speakers on the Barrier islands of Nias
and Batu, off the Western coast of Sumatra.

2In more recent work, Brown (2001, 2005) has dropped the terms “absolutive” and “ergative” in
favour of the descriptively neutral terms “mutated” and “unmutated”.
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unmutated | mutated
f \%

t d

k g

S z [d3]
c [tf] z [d3]
b

d

mb [B]
ndr [d']

Table 1: Nias mutation

typological categorisation comes from the fact that case marking of the S(ole) argu-
ment in intransitives patterns with that of the O(bject) argument in transitives. The
A(gent) of transitives, however, features case marking which is clearly distinct from
the S(ole) argument of intransitives, yielding a partitioning characteristic of other
ergative languages.

(1) manavuli sui [n-ama-da Tohonavanaetu] ba  Maenamolo
return  again MUT-father-1.PL.IN.GEN Tohonavanaetu LOC Maenamdolo
‘Ama Tohonavanaetu came back again to Maenamols.” (Donohue and Brown, 1999)

2) I-a [mbavi] [ama Gumi]
3.sg.RLS-eat MUT.pig father Gumi
‘Father Gumi eats pig.’ (Donohue and Brown, 1999)

As illustrated by the data above, mutated case is used to mark both O and S,
arguments, whereas A arguments display zero case marking, a pattern that can be
summarised as in table 2.

CASE | 0 | MUT
Intr S
Tr A P

Table 2: Nias case patterns

As pointed out by Donohue and Brown (1999), the case marking pattern ob-
served in Nias is not an effect of surface adjacency, or even a pure surface phonolog-
ical issue: as illustrated by the example below, assignment of mutated case applies
even in the case of intervening obliques.

(3) I-be kho-nia  g-ana’a.
3SG.RLS-give OBL-him MUT-gold
‘He gave him (the) gold.’ (Donohue and Brown, 1999)

The peculiar case assignment of Nias raises some typologically important is-
sues:as stated by Donohue and Brown (1999), Nias constitutes an apparent exception
to Greenberg’s Universal 38:
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“where there is a case system, the only case which ever has only zero
allomorphs is the one which includes among its meanings that of the
subject of the intransitive verb” (Greenberg, 1963)

Although Marked-S systems are indeed typologically rare, they are not unheard
of: according to Dixon (1994), Marked Nominative systems can be found in the
Yuman languages of Southern California, as well as with several languages of
the Afroasitic family, mainly Cushitic and Omotic in Eastern Africa, as well as
Berber Sasse (1984); Hayward (1990). In addition to these, marked nominative
systems have also been reported for several languages of the unrelated Nilotic family
(Andersen, 1988; Dimmendaal, 1985; Kiessling, 2007) found in close vicinity to
Cushitic and Omotic, making this property qualify as an areal feature.

Marked-absolutive systems, by contrast, appear to be extremely rare: as far as
I am aware, apart from Nias, only two languages from the Otomanguean family,
namely Tlapanec (Wichmann, 2005) and Chinantec (Foris, 2000) have been argued
to be of this type. However, in Tlapanec, evidence for Marked Absolutive is solely
located in the system of cross-referencing pronominal affixes in this head-marking
language. Thus, it appears that Nias is the only language with dependent marking
for which an analysis in terms of Marked Absolutive has been advanced.

An important fact about Nias that should cast some initial doubt about Nias
being a marked absolutive language is that morphological unmarkedness aligns
pretty well with functional unmarkedness in this language: as discussed at length
by Brown (1997), morphologically unmarked “ergative” case is also functionally
unmarked. In particular, it is the form used in citation, for core arguments in relatives
clauses and infinitivals, and for elliptical answers (see the examples below), .

(4) Intransitive

a. Q: hanata zi moi?
who MUT.REL go
‘Who went?’

b. A: Ama Doli. / M6i Nama Doli.
AmaDoli go MUT.Ama Doli

‘Ama Doli. / Ama Doli went.’ (Brown, 1997)
(5) a. Q: haija ni-tags?

what PASS-steal

‘What did they steal?

b. A: Kefe- nia. / La-tago gefe-nia.
what PASS-steal 3.PRLS-steal MUT.money-POSS.3.S
‘His money. / They stole his money. (Brown, 1997y

Furthermore, topicalised preverbal constituents invariably surface with un-
marked case.
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(6) Si’o ht’6 ma=i-taru-"6 ba dano.
stick DIST PERF=3.S.RLS-plant-TR LOC MUT.ground

‘That stick he planted in the ground.’ (Brown, 2001)

1.2 Agreement

Nias, just like many Austronesian languages, recognises a major division in the
Tense-Mood-Aspect system between Realis and Irrealis mood, a split which is also
manifest in the agreement system.

Realis In the realis, verb agreement appears to follow, again, a superficial ergative
divide: while A argument control verb agreement, both O and S arguments fail to
do so.

(7) a. I-tolo zi’ila ama-gu
3SG.RLS-help MUT.village.advisor father-1SG.POSS

‘My father helped the village advisors.’ (Brown, 2003)
b. La-tolo n-ama-gu si-ila

3PL.RLS-help MUT-father-1SG.POSS village.advisor

‘The village advisors helped my father.’ (Brown, 2003)

(8) Mofand n-ama-gu
leave  MUT-father-1SG.POSS

‘My father left.’ (Brown, 2003)

As illustrated by the data above, A-arguments, which are unmarked for case,
do control agreement on the verb, whereas S and O arguments, both featuring
marked case, do not. As a result, transitives feature agreement morphology, whereas
intransitives do not.

Irrealis Agreement in the irrealis, by contrast, does not align with the case system.
While case assignment is entirely parallel to that found in the Realis, agreement on
the verb is controlled by the highest role (A or S), irrespective of case marking.

(9) a. Gu-m-oro=e mana?
1.S.I-DYN-sleep=PTCL at.this.time
‘I’'m going to bed now, ok?’ (Brown, 2001)

b. Ya-te-bato deu
3.S.I-RES-stop MUT.rain

“The rain will stop.’ (Brown, 2001)

(10) Ndra-m-a’ege-6 ndrao
3.PI-I-laugh-TR MUT.1.S

‘They will laugh at me.’ (Brown, 2001)

72



1.3 Marked absolutive?

Summarising the empirical data, the characterisation of Nias as an ergative language
is mainly supported by the alignment patterns: indeed, as far as case marking or
agreement in the Realis are concerned, the language treats S and O arguments simi-
larly, to the exclusion of A arguments. However, upon further scrutiny, it becomes
apparent that morphologically (and functionally) marked “absolutive” arguments
fail to show any properties of prototypical subjects. By contrast, supposedly “erga-
tive”, i.e. objective, arguments display all the prototypical properties of subjects,
including exclusive control of agreement in the Realis, as well as appearing in the
morphologically and functionally unmarked case. In essence, under the perspective
of Nias as a Marked-Absolutive language, we are confronted with a typologically
doubly marked system: not only that marked-absolutive systems, in general, are
typologicaly rare, but also systems, in which the highest ranked case fails to control
agreement: although Corbett (2006) tacitly adopts the marked-absolutive analysis
of Nias, he still recognises “ergative”’-controlled agreement as non-canonical.

Finally, pro-drop in Nias targets A arguments. Pronominal A arguments are
realised by means of a cross-referencing prefix on the verb, the agreement prefix,
whereas pronominal S and O arguments are expressed by means of an independent
pronoun. Under the hypothesis that Nias is marked-absolutive, this would be quite
a surprising fact, since it forces one to concede that pro-drop in this language makes
exclusive reference to objects, again, a typologically rather marked property.

To conclude, Nias looks ergative, if we only consider the alignment of properties,
but once we consider the properties themselves, an ergative analysis becomes less
and less plausible: in essence, unmutated, supposedly “ergative” A arguments
exhibit prototypical subject properties, as far as agreement and case are concerned,
whereas mutated O or S arguments systematically lack both. Furthermore, unmarked
case is shared between A arguments and topics, another property prototypical
associated with subjects.

2 Linking

In his dissertation, Manning (1994) argues that syntactically ergative languages dis-
play a systematic split between subject properties: while surface-oriented processes,
like case marking and agreement indeed follow an S/O pivot, other processes, like
binding and control are actor-oriented. Building on a distinction between argument
structure and valency (grammatical function), he suggests that these split proper-
ties can be accounted for, once we recognise two different notions of subjecthood:
a-subjects, as thematically least oblique arguments, and surface grammatical sub-
jects. The difference between syntactically accusative and syntactically ergative
language is attributed to different linking patterns between these two representa-
tions. Accusative languages feature a direct linking between these two levels of
representation, identifying the a-subject with subject grammatical function. Erga-
tive languages, however, display an “inverse” linking for transitives, mapping the
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a-subject to direct object function, and the thematic object to subject function. This
theory not only accounts for split subject properties in ergative languages, but also
provides a convenient basis for case assignment in terms of grammatical function.

Within HPSG, Pollard and Sag (1994, ch. 9) have suggested to split the SUB-
CAT list into (at least) two valence lists, SUBJ and COMPS, following proposals
by Borsley (1987). The SUBCAT list, being considered at the time a mere con-
catenation of valence lists was retained as the locus of Binding Theory. Manning
and Sag (1999) argued that Manning’s theory of ergativity can be straightforwardly
integrated into HPSG by parametrising the mapping between argument structure
(ARG-ST) and the valence lists SUBJ and COMPS.

In essence, the linking patterns suggested by Manning and Sag (1999) can be
schematically represented as follows.

(11) Intransitive linking

Obliqueness: ARG-ST: (S)

n—mwm

Grammatical Function: SUBJ (S) COMPS: ()

(12) a. Nominative-Accusative linking

Obliqueness: ARG-ST: (A 0)

Grammatical Function: SUBJ (A) COMPS: (O)
b. Ergative-Absolutive linking

Obliqueness: ARG-ST: (A , 0)

Grammatical Function: SUBJ (O) COMPS: (A)

Just like in Manning’s original proposal, the inverse linking characteristic of
ergative languages will derive both the S/O alignment in the case system, as well as
the split in subject properties.

2.1 Canonical agreement in Ergative languages

Manning’s theory of ergativity in terms of “inverse” linking between argument struc-
ture and valence lists makes some interesting predictions for subject-verb agreement
in ergative languages: since the notions of thematic (a-subject) and grammatical
subjects (s-subject) do not coincide, we expect that agreement processes may either
align with thematic rank, or with grammatical function and, therefore, case. Indeed,
both these systems are actually attested.

The Daghestanian language Archi (Kibrik, 1994) represents an example of the
latter type:
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(13) Buwa d-aryasi  d-i
mother.IL.A II-lie.down IL.be

‘Mother is lying down.’ (Kibrik, 1994)
(14) Buwa-mu b-ez dita<b>u yValli a<b>u

mother.II-E III-1.S.D early <III>> bread.ITI.A made <III>

‘Mother made bread for me early.’ (Kibrik, 1994)

This pattern is readily explained, if subject-verb agreement in this language is
controlled by the surface subject, i.e. the SUBJ valency.
Intransitive Transitive
ARG-ST: (S) ARG-ST: (A , 0)

SUBX (S) COMPS. ()  SUBX (O) COMPS. (A)

An example of the other type is contributed by Udi, another language of the
Caucasus (Harris, 1984):

(15) zu a-r-e-zu k’wa
1.S.ABS hither-come-AOR-1.S home
‘I came home.” (Harris, 1997)

(16) zu a-za-k’-sa Sel lazitt’u pak.
1.S.ERG see;-1.S-see,-PRES good pretty garden.ABS
‘I see a good, pretty garden.” (Harris, 1984)

As illustrated by the data above, the case system in Udi exhibits the typical
ergative split. Subject-verb agreement, however, does not align with the case system,
being uniformly controlled by the thematically highest role, i.e., the initial element
on ARG-ST.

3 Nias as a nominative-accusative language

3.1 Outline of the analysis

In section 1, we have seen that A arguments of transitive verbs display all the typical
properties of subjects: they receive morphologically and functionally unmarked
case, they control agreement in the Realis, they undergo pro-drop, and they surface
in peripheral position.

If this perspective of A arguments as surface subjects is correct, this means that
Nias transitive verbs display a direct linking characteristic of nominative-accusative
languages, and not an inverse linking.

(17) Nias direct transitive linking
Obliqueness: ARG-ST: (A , 0)

Grammatical Function: SUBJ (A) COMPS: (O)
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Assuming that this analysis is essentially on the right track, we are confronted
with the following two remaining issues:

1. How to account for superficial ergativity?

2. How to account for lack of subject properties in intransitives?

As we shall see shortly, the answer to these questions rests on the analysis
of intransitives: in particular, I shall propose that Manning’s theory needs to be
extended, recognising a second canonical linking pattern for intransitives, which
assigns the S to object, rather than subject function.

Intransitive linking revisited Supporting evidence for such an extension comes
from Split-S systems, i.e. languages that systematically differentiate unergtive and
unaccusative verbs. One such language is related, near-by Acehnese.

According to Durie (1987), the distinction between actor and non-actor argu-
ments is grammaticalised in the Acehnese agreement system: while actor arguments
of transitive and intransitive verbs trigger obligatory agreement on the verb, realised
as a proclitic, non-actor arguments, including S arguments of unaccusative verbs
and O arguments of transitives, only trigger optional agreement marking, realised
by an enclitic.

(18) a. (gopnyan) geu= jak
3.5) 3.5= go

‘(s)he goes’ (Durie, 1987)
b. (gopnyan) rhét (=geuh)
(3.S)  fall (=3.9)
‘(s)he falls’ (Durie, 1987)
(19) (gopnyan) ka 16n= ngieng (=geuh)
(3.S)  CPL1.S=see (=3.5)
‘I saw him/her’ (Durie, 1987)

In order to provide an account for Split-S systems and to capture the striking
parallelism between non-actor S arguments with O arguments on the one side and
between actor S arguments with A arguments of transitives on the other, we need to
complement the intransitive linking pattern recognised in Manning and Sag (1999)
with the following pattern, which maps the S argument of intransitives onto the
COMPS valency list instead:

(20) “Inverse” intransitive linking
Obligueness: ARG-ST: (S)

Grammatical Function: SUBJ () COMPS: (S)
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Besides grammaticalised mapping of S arguments to complement function, as
witnessed by Acehnese, subject-less intransitives can also be observed in languages
that otherwise canonically map S arguments of unaccusatives to SUBJ function (e.g.
German).

(21) a. weil mich friert
because me.ACC freezes.3.SG

‘because I am freezing’

b. weil ich friere
because ILNOM freeze.1.SG

‘because I am freezing’

As witnessed by the example above, the sole argument of a German verb like
frieren can be realised either as an accusative direct object complement, or as a
nominative subject. If the S argument is realised as a nominative subject, as in the b.
sentence above, the verb obligatorily agrees with it, if it is realised as a complement,
i.e., if the verb is subject-less, default third singular agreement is chosen.

This fourth linking type, independently motivated by Acehnese unaccusatives,
will form the basis of our reanalysis of the Nias case and agreement system, ulti-
mately enabling us to reconcile the superficial ergative split with the observed lack
of subject properties of intransitive S arguments.

(22) Nias linking patterns
Intransitive Transitive

ARG-ST: (S) ARG-ST: (A , o)

SUBJ () COMPS: (S) SUBJ (A) COMPS: (O)

Thus, in contrast to most systems, which generalise the unergative pattern to all
intransitives, Nias chooses the other option licensed by Universal Grammar, namely
generalising the unaccusative linking pattern.

Once we adopt this position, a straightforward account of the properties of
the Nias case and agreement system falls readily into place: treating S arguments
of intransitives as surface complements accounts both for their lack of subject
properties (marked case, no agreement in the Realis, no pro-drop) and for the
superficially ergative pattern, as these arguments are mapped onto exactly the
same grammatical functions as O arguments of transitives. Adopting an “inverse”
intransitive linking instead of an ergative-type inverse transitive linking, our analysis
of Nias can do full justice to the subject properties of A arguments as essentially a
Nominative-Accusative system.

Case and Agreement in the Irrealis The approach outlined so far can be straigh-
forwardly applied to account for case and agreement marking in the Nias Irrealis

as well. As we have seen in section 1 above, case marking patterns in the Irrealis
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are exactly parallel to those in the Realis. Since structural case assignment in a
Manning-style linking theory applies on valence lists, we can conclude that the
Realis/Irrealis alternation leaves the linking patterns unaffected.

With respect to agreement, however, we find considerable differences: while in
the Realis, only A arguments (= surface subjects) control agreement and undergo
pro-drop, both A and S arguments (= a-subjects), function as agreement controllers
in the Irrealis. Likewise both can undergo pro-drop. Under the account presented
here, the difference between Realis and Irrealis agreement patterns is captured by
reference to the two different notions of subject. Recall further, that both types
of agreement, that is agreement with s-subjects and agreement with a-subjects are
cross-linguistically valid options.

Experiencer verbs (double mutation) The behaviour of experiencer-stimulus
verbs (‘like’, ‘be afraid of” etc.) also fits in quite neatly with this new perspective on
Nias linking: in contrast to transitives, these verbs assign mutated case to both the
experiencer and the stimulus, a fact that is easily derived, if we assume that these
verbs pattern with intransitives (cf. Brown, 2001), as far as linking is concerned. As
expected, agreement in the Realis is null.

(23) A-ta’u mba’e n-ono matua
ST-fear MUT.monkey MUT.child male

‘The monkey is afraid of the boy.’ (Brown, 2005)

In the Irrealis, however, agreement morphology corresponds to the experiencer
argument.

(24) Ndra-omasi v-a-maigi ono s=aflena tumbu.
3.PI-like  MUT-IPF-see child REL=just.now born
‘They like to see the new born child.’ (Brown, 2001)

Again, this is in line with our theory of case and agreement in Nias which states
that Irrealis agreement should be independent of surface grammatical function,
and therefore independent of case, whereas Realis agreement should always be
controlled by an unmutated surface subject.

Word order The different status in terms of valency lists for mutated and unmu-
tated arguments is further supported by word order facts. Umutated arguments in
Nias surface in right-peripheral position, whereas mutated arguments appear closer
to the verb.

According to HPSG’s standard theory of subcategorisation (Pollard and Sag,
1994; Borsley, 1987), we actually expect SUBJ valencies to be realised outside
head-complement structures, giving rise to a contoured phrase structure. Since
unmutated A arguments are the only elements assigned to the SUBJ list under the
current analysis, their peripheral realisation is actually predicted.
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COMPS valencies, however, are saturated simultaneously by virtue of the Head-
Complement Schema, giving rise to a flat phrase structure. Thus, if mutated S
arguments are indeed complements they should, in principle, be able to surface in an
internal position, intervening between the verb and other, more oblique complements.
Again, this expectation is confirmed by A-subjects of experinecer verbs (Brown,
2001), which appear in internal position.

SUBJ ()
COMPS () s[suB 0
COMPS ()
vp |SUBI () [1|~p
COMPS () |
ama gumi
s Jsusr "o [ [2]ne
NP COMPS | |
v SUBJ (o () mba’e nono matua
COMPS  (2)) |
‘ mbavi A-ta’u
I-a

Figure 1: Peripheral vs. internal realisation

The perspective of Nias unmutated A arguments as nominative subjects, instead
of ergative objects, also aligns quite well with typological observations regarding
word order in Western Austronesian: As stated by Himmelmann (2005), VXS basic
word order, together with evidence for a VP constituent is a common typological
pattern in these languages.

3.2 Case assignment and agreement

In the previous section, we have seen how a change of perspective from Nias as an
ergative language, to an accusative language with “inverse” linking of intransitives
can account for the subject properties of unmutated A arguments (case, agreement,
word order), the lack of such properties observed with unmutated S and O arguments.
At the same time this shift in perspective models the superficial “ergativity” of the
language, namely the similarity of O and S arguments, on the basis of their being
non-subject complements.

In this section, we will develop the details of case assignment and agreement in
Nias, systematically building on the linking suggested in the previous section.

3.2.1 Linking

The basis of our formal analysis of Nias case and agreement are the two linking
patterns used to assign core arguments to grammatical functions. Oblique, non-core
arguments are indiscriminately assigned to the COMPS list. Following Manning
and Sag (1999), I shall assume that linking patterns are constraints on lexeme
classes.? For our purposes, we shall capture the difference between core and oblique

3 As a result, morphosyntactic rules will be able to derive non-canonical linkings.
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arguments by reference to their case values.

Transistive verbs are characterised by having two core arguments on their ARG-
ST list, whereas intransitive verbs only have one core argument. Both transitives
and intransitives may specify additional oblique arguments.

(25) Direct transitive linking

lexeme

ARG-ST < NP[core], & NP[core] | list(XP[oblique ])>

susl ()

—» | SYNSEM |LOC | CAT | VAL
comps (1| )

(26) “Inverse” intransitive linking

lexeme

ARG-ST <m NP[core] | list(XP[oblique])>

SUBJ ()

s | SYNSEM|LOC |CAT| VAL
|LOC|CAT| COMPS < | >

3.2.2 Case assignment

Default case Brown (2001, 2005) has shown convincingly that unmutated case is
both morphologically and functionally unmarked: apart from being used in citations,
it is the case found in elliptical answers, on predicate nominals, and on non-initial
conjuncts in coordinate structures Finally, Nias recognises at least two structural
domains where case distinctions for core arguments are neutralised. Topicalised
(pre-verbal) core arguments invariably surface in unmutated case, regardless of
grammatical function. Similarly, core arguments of dependent predicates invariably
appear in the unmutated case, including O and S arguments (see section 3.3 below).
Systematic case alternation of the type described above is restricted to the canonical,
postverbal position of finite verbs.

Given the heterogeneity of environments in which unmutated case can surface
and its unmarked status, I shall adopt Brown’s position and assume that unmutated
case represents the default case marking in Nias.

In order to capture this intuition formally, we need to distinguish between
morphosyntactic case and its morphological reflex (mutation).* The correspondence
between the two will be captured by the following two implicational constraints,
reminiscent of Feature Cooccurrence Restrictions (Gazdar et al., 1985):

27) |case nom}—> [MUT }

4Unless these two notions are represented as values of distinct features, purely morphological
specifications will always be able to override the default constraint, without any syntactic licensing.
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(28) [CASE acc}% {MUT +}

Nominal inflectional rules merely register whether or not the noun is mutated.
Nominative syntactic case is then specified as the default case in Nias:

(29) {SYNSEM|L|CAT|HD noun]—>[SYNSEM|L|CAT|HD|CASE /nom}

As depicted by the constraint above, default unmutated case is captured as a
defeasible property of nominal signs: this is the case in which nominal expressions
will surface, unless dictated otherwise by case assignment constraints.

Canonical case assignment Having established by way of linking constraints
how core arguments are associated with grammatical functions, we can now restrict
the assignment of structural case exclusively in terms of valence features.

word

(30)
SYNSEM |L|CAT | VAL

SUBJ < [L | CAT|HD | CASE core} >]

— | SYNSEM |L|CAT | VAL

SUBJ <[L | CAT|HD | CASE nom} >]

As depicted above, SUBJ valencies are indiscriminately assigned unmutated
case, while core arguments on COMPS receive mutated case, as shown below.

word

a1 DEP -
SYNSEM|L |CAT
VAL |COMPS (.1 [L|CAT\HD|CASE core]...>

— | SYNSEM|L |CAT| VAL [COMPS <...m{L|CAT|HD\CASE acc}...)}

Case assignment constraints apply to lexical signs of type word, i.e., maximal lexical
signs. As a consequence, the case constraints will take into account the effects of
valency-changing lexical rules.

Agreement As we have seen above, agreement patterns in Nias are sensitive to the
major divide between Realis and Irrealis mood. Since Realis agreement is controlled
by surface subjects, in line with unmutated case, we can straightforwardly constrain
the verb’s agreement feature to be reentrant with the INDEX feature of the SUBJ
valency.

(32) Realis agreement (S-Subject)
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HEAD {VFORM realis]
SYNSEM|LOC |CAT
VAL\SUBJ<[LOC|CONT\HOOK|INDEX)

— |SYNSEM |LOC | CAT [HEAD | AGR @H

Irrealis agreement, which is controlled by the thematically highest core argument
is determined by the INDEX of the first member on ARG-ST, the A-subject.

(33) Irrealis agreement (A-subject)

HEAD [VFORM irrealis]
SYNSEM |LOC |CAT
ARG-ST {[LOC| CONT INDEX 4. ..)

— |SYNSEM |LOC | CAT [HEAD | AGR @H

As can be easily verified, the set of constraints proposed thus far derive the basic
case and agreement properties of Nias. What may not be so evident is that the
current theory already covers case assignment to topicalised constituents, which
appear in preverbal, rather than the canonical post-verbal position. Assuming a
standard HPSG approach to Nias topicalisation in terms of lexical extraction rules,
the relevant valency will have already been removed from either SUBJ or COMPS
at the point where word-level case assignment rules apply. Thus, in the absence
of local case assignment constraints, topicalised core arguments are free to receive
default case.

3.3 Complex predicates

So far, we have only considered the case and agreement properties of basic finite
verbs in the Realis and Irrealis. In this last section we will extend our approach to
complex predicates used for the expression of progessives and purposives.

Imperfective constructions Besides the major system of Realis vs. Irrealis mark-
ing, verbs in Nias can also be inflected for Imperfective. As documented by Brown
(2005), the language employs two distinct markers for this category, an infix -um-
and the prefix malN-, the latter being used for transitives. Agreement in the Imper-
fective is always zero. Another peculiarity that sets the Imperfective apart from
other verb forms is that both core arguments of transitive verbs appear with mutated
case.

(34) Man-uri zawi ya
IPF-keep.alive MUT.cattle MUT.3SG
‘He keeps cattle.’ (Brown, 2005)
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In the context of our approach, we can readily account for zero agreement and
double mutation by means of a valence-changing lexical rule along the following
lines:

PH [d

(35) SUBJ <>
SYNSEM |LOC| CAT | VAL
COMPS < | >
[PH  (maN) @ [0
HEAD [VFORM imperf]
H
SYNSEM |LOC | CAT SUBJ <>
VAL
COMPS < | >

The result of rule application will be a derived subject-less representation akin
to that of experiencer verbs.

Progressive Alongside their independent use, imperfective verb forms also feature
in two complex constructions, the progressive and the purposive (Brown, 2005). The
progressive is formed by means of the verb lau ‘do’ typically taking an imperfective
complement.

(36) I-lau t<um>ataro ba n-ora n-omo ama-gu

3.S.RLS-do IPF-sit LOC MUT-step MUT-house father-POSS.1.S

‘My father is siting on the door step.’ (Brown, 2001)
(37) I-lau ma-makha balale ina-gu

3.S.RLS-do IPF-weave basket mother-POSS.1.S

‘My mother is weaving a basket.’ (Brown, 2001)

In contrast to the Imperfective, the progressive “auxiliary” agrees with the
raised A or S argument of the imperfective complement. Besides controlling
agreement on the auxiliary, the raised argument exhibits further prototypical s-
subject properties, namely unmutated case and (right-)peripheral surface position.
Non-raised arguments receive default unmutated case, which is characteristic of
dependent contexts (Brown, 2001, 2005).

I therefore propose the following lexical entry for the progressive raising verb
lau:
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[PH  (lau)
[HD verb

SUBJ < [LL|CONT|HOOK | INDEX El]>

DEP +
(38) |SYNSEM|L|CAT .
VAL CAT  |HD|VFORM imprf
COMPS < L COMPS <> >

CONT [HOOK|XARG (i

ARG-ST ([.1)

As shown above, lau raises the unsaturated valency of its complement’s highest
argument onto its own SUBJ list. The restriction that raising can only target the
highest argument of the verb is captured by reference to the XARG hook feature
(Copestake et al., 2001), which points to the index variable of the verb’s least oblique
argument in the semantic representation (MRS; Copestake et al., 2005).

A brief note on the assignment of default case: as captured by the lexical entry
of lau above (and, for that matter, that of purposive moi below), the feature structure
of the dependent imperfective complement is restricted to be [DEP +]. Since
our constraints on mutated case assignment given in the preceding subsection is
conditioned on [DEP -], core arguments on the dependent verb’s COMPS list will
actually be exempt from structural case assignment, receiving default nominative
case instead.

“Purposive clauses” The second complex predicate involving imperfective verbs
as complements are so-called purposive clauses (see again Brown, 2001, 2005 for
an overview of the construction).

(39) Moindrao ma-mili eu  s=o-guna ba-omo
go 1.S.MUT IPF-choose wood REL=HAVE-use LOC-house
‘I’'m going to choose the wood for the house.’ (Brown, 2001)

(40) Gu-méi  manai boli-nia
1.S.IRR-go IPF.get price-POSS.3.S

‘T’ll go and get the money for it.’ (Brown, 2001)

While non-raised complements of the dependent imperfective verb appear again
with unmutated (default) case, the raised A or S argument is assigned mutated
case. In addition to case, the raised argument in this construction displays all the
other properties characteristic of surface objects, which clearly set it apart from the
raised argument in the progressive: as illustrated by the examples above, the raised
argument controls agreement in the Irrealis, but not in the Realis, suggesting that
the argument is raised to COMPS, not SUBJ. Obligatory internal realisation further
conforms the non-subject status of the raised argument.
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As captured by the following lexical entry for moi, 1 suggest that this verb
raises a distinguished argument of its imperfective complement onto its COMPS
and ARG-ST list.

PH (méi)
[HD  verb i
[SUBI () |
[1][1.| CONT |HOOK | INDEX (1],
(41) [SYNSEM|L|CAT | DEP +
COMPS < car  |HD|VFORM imprf >
L COMPS (m)
CONT [HOOK|XARG (]
ARG-ST ([D{Z))

To summarise our discussion of complex predicates, progressives exhibit the
same clustering of S-subject properties characteristic of simple predicates, namely
peripheral realisation (VOS word order), agreement in the Realis, and unmarked
case. Likewise, raising to COMPS in the purposive construction replicates the
clustering of non-subject properties already observed with experiencer verbs, namely
internal realisation, lack of agreement in the Realis, and marked, mutated case.

g|SUBT 0
COMPS () |SUBT 0
/\ COMPS ()

CoMPS  (2))
\

La-lau

SUBJ ()} [2]vp

fa-boko Moi

Figure 2: Peripheral vs. internal realisation of raised arguments

4 Conclusion

In this paper I have proposed an analysis of the Nias case and agreement system ac-
cording to which transitives display a direct Nominative-Accusative linking pattern,
whereas the sole argument of intransitives is mapped to direct object function (mem-
ber of COMPS). Thus, unlike true ergative systems, which display an inverse linking
of transitive core arguments, the alignment of S and O arguments in Nias is derived
from an “inverse” intransitive linking. In contrast to most previous approaches,
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which highlight the typological rarity of “marked absolutive” systems (Donohue and
Brown, 1999; Corbett, 2006; Cysouw, 2005; Wichmann, 2005; Handschuh, 2008),
the current analysis not only accounts for the superficially “ergative” alignment
pattern, but also locates prototypical subject properties (agreement, unmarked case,
external surface position) with the notion of grammatical subject. Under the alterna-
tive view, namely that of a Marked-Absolutive system, the apparent lack of subject
properties of supposedly “absolutive” arguments remains a complete miracle.

On the basis of the Nias data, I have argued that the theory of argument structure-
valence correspondence developed by Manning (1994); Manning and Sag (1999)
should be extended with an alternative “inverse” linking patterns for intransitive
verbs which assigns the sole core argument of intransitive verbs to COMPS valence
list, rather than SUBJ. This move not only paves the way for a straightforward
analysis of Nias case and agreement in terms of grammatical function, but was also
shown to be independently motivated by Split-S systems like Acehnese, as well as
lexical subject-less verbs in German.
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Abstract

Although the original framework of HPSG is mostly compatible with independent
theoretical claims or analyses in lexeme base morphology (Anderson 1992,
Aronoff & Fudeman 2004, Beard 1995, Booij 2005, Carstairs-McCarthy 1992,
Fradin 2003, Haspelmath 2002, Matthews 1991, Plag 2003, for example), so far,
most morphological research in morphology has been done on inflexional
phenomena (Orgun & Inkelas 2002, Bonami & Boyé 2006), and few on
derivational morphology has been addressed by only a few (Koenig 1999,
Riehemann 1998). Yet, we believe it is worth investigating how the formal and
theoretical apparatus of HPSG deals with capturing multilevel constraints that
apply in the lexeme formation of French Verb-Noun nominal compounds in
French (, such as as GRILLE-PAIN, (lit. grill-bread, ‘toaster’), PERCE-OREILLE, (lit.
pierce-ear, ‘earwig’), TOURNEVIS, (lit. turn-screw, ‘screwdriver’), or LECHE-
VITRINE, (lit. lick-window, ‘window-shopping’), can be captured by the formal
and theoretical apparatus of HPSG. Contrary to the view what has often expressed
in the pastbeen said, we argue that VN lexemes formation comes under is subject
to morphological constraints rather than to but not under syntactic mechanisms.
Our analysis integrates VN lexemes into a multiple-dimensional typed- hierarchy
of lexemes and provides an account for of semantic generalizations involved in
different types of lexeme formation (compounding, derivation, and conversion).

Morphological compounding is a mechanism of lexeme formation that has
been studied less within HPSG compared to derivational and inflexional
phenomena. In this paper, we propose a morphological treatment of French
Verb-Noun compounds (as in 1), which have been frequently considered as
lexicalized syntactic phrases in the literature. We present an HPSG analysis'
that integrates compounding in a general lexeme typed-hierarchy, and
captures some generalities about the semantics needed in most deverbal
lexeme formations, in particular, in VN lexemes, derived lexemes, and
convert lexemes.

(1) a. GRILLE-PAIN (lit. grill-bread, ‘toaster’)
b. PERCE-OREILLE (lit. pierce-ear, ‘earwig’)
¢. TOURNEVIS (lit. turn-screw, ‘screwdriver’)
d. LECHE-VITRINE (lit. lick-window ‘window-shopping’)

1 Why VN compounds are not syntactic formations

In the literature, French VN compounds are commonly considered as
syntactic formations (Di-Sciullo & Williams 1987, Barbaud 1994, Lieber
1992, Zwanenburg 1992, among others). However, following Corbin (1992),
Fradin (2005) and Villoing (2009), we argue that VN compounds do not

1 We would like to thank the members of the ‘Lectures in HPSG’ seminar at Paris-Diderot
University, specially Anne Abeillé, Olivier Bonami, Dani¢le Godard, Bernard Fradin and
Francoise Kerleroux for their remarks and substantive suggestions; we would also like to
thank the members of the HPSG’09 conference for their interesting questions.

2 By convention, lexemes are in small capitals.
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show the properties expected of lexicalized syntactic phrases, a fact which
argues in favor of the idea that they are formed morphologically rather than
syntactically.

First, compounding as the morphological formation of lexemes does
not typically involve functional words. Determiners, prepositions, and
pronouns (including clitic forms, which are inflexional forms, see Miller &
Sag 1997) never realize in a compound. Remarkably, the type of nouns
selected by the VN compounding rule always appears with a determiner in
the corresponding sentence (cf. 2), while determiners never realize with the N
in VN nominals, cf. (3).

(2) Cet objet grille le pain./*Cet objet grille pain.
lit. this object grill the bread. / this object grill bread

3) GRILLE-PAINy (lit. grill-bread, ‘toaster’)
Cet objet est un grille-pain / *Cet objet est un grille-le-pain.
lit. this object is a grill-bread. / *This object is a grill the bread

In contrast, syntactic lexicalization of verb phrases, including those involving
the same categories (V and N) as VN compounds (cf. 5), do characteristically
preserve functional words of the original syntactic phrase, including
prepositions (4a), pronouns (4b,c), and determiners (5):

4) a. BOIT-SANS-SOIFy (lit. drinks-without-thirst, ‘drunkard’)
b. RENDEZ-VOUSy (lit. go-you, ‘appointment’)
c.SOT-L’Y-LAISSE (lit. silly-it-there-leaves, ‘chicken oyster’)

(&) a. TROMPE L’OEILy (lit. deceives-the-eye, ‘trompe 1’oeil’)
b. TROMPE-LA-MORTy (lit. deceives-the-death, ‘daredevil’)
c. CREVE-LA-FAIMy  (lit.dies-the-hunger, beggar, destitute person’)
d. PUE-LA-SUEUR y (lit. stinks the perspiration, ‘poor laborer’)

In addition, if VN compounds were lexicalized phrases, inherent reflexive
pronouns that are obligatorily realized in the syntax would be expected to
appear. However, this is not the case, as demonstrated in (6):

(6) a. Il se casse la téte. (lit. he ., breaks the head)
b. C’est un casse-téte. (lit. it’s a break-head)
c. *C’est un se casse-téte (lit. it’s a 4, - break-head)

Second, lexicalized phrases preserve in their structure the original
SVO word order of the source sentence, as in (7). In light of this property, it
is interesting to observe that many Verb-Noun compounds cannot appear as
such in a sentence, specifically because the N realized on the right of the verb
does not satisfy the syntactic constraints on the realization of the semantic
arguments of the verb. The N of the VN lexemes in (8), for example, is
understood as an agent and would be realized in a sentence as a subject on
the left of the verb.
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(7) a. JE NE SAIS QUOIy (lit. I don’t know what, ‘something’)

b. JE SAIS TOUTy (lit. T know all, ‘smart-aleck’ ‘know all’)

(8) a. HURLE-LOUPy (lit. howl-wolf, toponym)
b. GOBE-MOUTONy (lit. swallow sheep, kind of poisonous plant)
c. PISSE-CHIENy (lit. pee-dog, ‘type of plant’)

In lexeme compounds, the semantic relations between the verb and noun is
not absolutely uniform, nor as predictable as it would be in a syntactic
structure. While the N in a VN compound most frequently denotes the patient
of the verb (cf. 9a), it can also denote other roles, such as the agent (cf. 8),
spatial localization (cf.9b), or temporal localization (cf. 9¢):

9 a. OUVRE-BOITEy (lit. open-tin, ‘tin opener’)
b. TRAINE-BUISSONy  (lit. hang around on-bush, ‘animal’)
c.REVEILLE-MATINy  (it. wake up-morning, ‘alarm clock’)

In fact, this relative plasticity of argument interpretation is a characteristic of
lexeme compounding, and contrasts with the limited range of interpretation
exhibited by the argument structure of a given verb in a sentence. As another
illustration of this phenomenon, we observe that the resulting interpretation
of a VN compound may also vary, even for a given verb-noun semantic
relation. For example, among the patient relations in (10), VN (10a) denotes
a patient, VN (10b) denotes an event, and VN (10c) an agent (and others may
denote an instrument, or a localization).

(10)  a. GOBE-MOUTONy (lit. swallow-sheep, ‘poisonous plant’)
b. LECHE-VITRINEy (lit. lick-window, ‘window shopping’)
C. GRATTE-PAPIERy (lit. scratch-paper, ‘pen pusher’)

As VN compounds do not exhibit syntactic constraints that are preserved in
lexicalized phrases, we conclude that these compounds are morphological
constructs in French (Corbin 1992, Villoing 2003, Fradin 2005).

2 The lexeme properties of VN compounds

2.1 General properties

Verb-Noun compounds are nominals. As morphological constructs, they are
formed of two lexemes: a verbal base-lexeme and a nominal base-lexeme.
The semantics of the whole compound (S3, in Table 1) involves the
semantics of the base-lexemes AND the semantics of the morphological rule.
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LEXEME 1 LEXEME 2 LEXEME 3

Fl:x F2:y < F3: xy
Cat1:V Cat2: N Cat3: N
S1 S2 S3

Table (1): The morphological French VN lexeme compound formation pattern,
where F = phonology; Cat = syntactic category; S = semantics

We observe that the VN rule has two possible semantic outputs: event-
denoting nominals as in (11) or object-denoting nominals as in (12); the latter
may denote humans as in (12a), instruments as in (12b), or spatial
localizations as in (12c).

(11) (faire du) LECHE-VITRINEy (lit. (to do  some) lick-window,
‘window shopping’)

(12)  a. GRATTE-PAPIERy (lit. scratch-paper, ‘pen pusher’)
b. GRILLE-PAINy (lit. grill-bread, ‘toaster’)
¢. COUPE-GORGEy (lit. cut-throat, ‘dangerous back alley’)

2.2 VN compounds: a property of Romance languages

VN compounding is characteristic of Romance languages (see examples in
Italian (13) and Spanish (14)). This process is much less productive in
Germanic languages, which typically employs another compounding process,
the so-called “synthetic compounding”, combining two nouns, the second of
which is deverbal ([NV-er]y; cf. examples in English (15) and Dutch (16)).

(13)  a.SPREMI-LIMONL_  (lit. press-lemon, ‘lemon squeezer’)
b. ROMPI,COLLO, (lit. break-neck, ‘daredevil”)

(14)  a.LANZA COHETES_  (lit. throw-rocket, ‘rocket launcher’)
b. COME, CURAS (lit. eat-priest, ‘anticlerical’)

(15)  a.TRUCK,-DRIVER
b. DISH-WASHER
. WHALE,-HUNTING

(16) a.BRANDy-BLUSSERy (lit. fire-extinguisher, ‘extinguisher’)
b. GIF\-MENGERy (lit. poison-mixer, ‘poisoner’)
c. GRAPPEN\-MAKERy (lit. jokes-maker, ‘comedian’)

2.3 VN compounds as word forms
As word forms, VN compounds have all the expected syntactic functions of
nominals. They can function as be objects , such as in (16a), or subjects, such
as in (16b).
(16)  a.Paul a acheté un grille-pain. (Obj: Spec+N)

lit. Paul bought a grill-bread (‘toaster’)
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b. Le grille-pain est cassé. (Subj: Spec+N)
lit. The grill-bread (‘toaster’) is broken.

The same properties are observed for event-denoting VNS, as in (17a-c):

(17)  a. Le leche-vitrine est mon loisir préféré (Subj: Spec+N)
lit. the window-shopping is my favorite hobby
b. Marie adore le leche-vitrine (Obj: Spec+N)
lit. Mary loves window-shopping
c. Lola fait du leche-vitrine (Obj : Spec indef +N)
lit. Lola goes window-shopping

The semantics of the compounding rule allow object-denoting VNs to be
predicative (18a, b) or attributive (18c):

(18)  a.Paul a acheté du papier tue-mouche.
lit. Paul bought some kill-fly paper (‘flypaper’)
b. Ce couloir a trois portes coupe-feu.
lit. This corridor has three cut-fire doors (‘firebreak door’)
c. Pierre est rabat-joie.
lit. Peter is reduce-joy (‘spoilsport’).

In this case, the modified N (papier in (18a), portes in (18b)) or the subject
(Pierre in (18c)) is the Proto-agent of the verbal base-lexeme (in the sense of
Dowty 1991). In the predicative use, the paper is seen as the killer of flies
(18a) and the door as the one that cuts fire (18b). In the attributive use,
Pierre, a human, is seen as the one who causes the reduction of joy (18c).

Event-denoting VNs can also have attributive or predicative uses, since
French allows the construction of VNs denoting a property from an event, cf.
(19) and (20). But, this is neither direct nor systematic, and requires some
semantic accommodation.

(19)  a.On part pour une journée leche-vitrine. (web)
lit. We are going for a day window-shopping

(20) Il est tres baise-main.
lit. He is very kiss-hand

2.4 The phonological properties of VN compounds

Many discussions have focused on the nature of the verb in VN compounds,
especially on the question whether it is a stem or a word-form (see Villoing
1999 for an overview). Since VN verb forms are not marked for inflection,
we consider them stems. As for their phonological properties, we follow
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Bonami & Boyé's (2003) account of verbal inflection in French. In their
perspective (following, among others, Aronoff 1994 for Latin conjugation),
verbal lexemes are associated in the lexicon with a vector of different
possible phonological representations. These phonological representations
are distinct stems, which Bonami & Boyé (2003) call the “stem space”.

Lexeme Stem 1 Stem 2 Stem 3
(PRST. SG) (PRST.3.PL) (PRST. 1/2 PL
IMPARF.)
BOIRE /bwa/ /bwav/ /byv/
‘to drink’

Table (2): The phonological verb stem of the verb BOIRE

Each lexical or inflectional morphological rule selects for a specific stem as
input. From the possible stems of the verb, the VN compounding rule always
selects for stem 1. The verb lexeme SOUTENIR, for example, has at least two
stems /sutan/ and /sut3€/; the rule selects for the first, which is also used
to form the present singular.

Verb lexeme Stem 1 VN compound
(PRST SG)
COUPER ‘to cut’ /kup/ COUPE-PAPIERy |lit. cut-paper, ‘paper
knife’
LECHER ‘to lick’ /le [/ LECHE- lit.lick-window,
VITRINEy ‘window-shopping’
ESSUYER ‘to lesyil ESSUIE-GLACEY | lit.wipe-window,
wipe’ ‘windshield wiper’
OUVRIR ‘to open’ /uvr/ OUVRE-BOITEy |lit.  open-tin,  ‘tin
opener’
SOUTENIR ‘to /sutje/ SOUTIEN- lit.support-bosom,
support’ GORGEy ‘bra’
TORDRE ‘to /tor/ TORD-BOYAUy | lit.wring-gut, ‘rotgut’
wring’

Table (3): The phonological verb stem of VN compounds
The first stem is the default phonological stem for all verbs involved in the

VN compounding rule, while the default stem for derivational rules is
commonly stem 3, used for the present plural or for the perfect tense.
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Verb Stem 1 VN Stem 3 Deverbal nouns
lexeme |(PRST SG)| compound (PERFECT)

ESSUYER /esyi/ |ESSUIE- /esyij/ |ESSUYAGE  ‘drying

‘to wipe’ GLACEy up’
ESSUYEUR ‘dryer’

SOUTENIR | /sutj€/ |SOUTIEN- /sutan/ |SOUTENABLE

‘to GORGEy ‘bearable’

support’ SOUTENANCE
‘academic defense’

TORDRE /tor/ | TORD-BOYAUy| /tord/ |TORDABLE

‘to wring’ ‘°wringable’
TORDEUR ‘wringer’

Table (4): The phonological verb stem of VN compounds and deverbal nouns

The noun can, in most cases, be analyzed as a stem, but may sometimes look
like a word form marked for plural:

(21)  a. ESSUIE-MAINSy (lit. dry-hands, ‘hand towel’)
b. PRESSE-FRUITSy (lit. press-fruits, ‘squeeze’)
c. PROTEGE-YEUXy (lit. protect-eyes, ‘eye mask’)

We believe that this is not syntactic marking, but an inherent inflection (such
as described by Booij, 1996). Inherent inflection is required by the semantics
and not by the syntax. The choice of singular or plural marking by the rule
does not really change the semantics of the whole VN.

2.5 The semantic properties of VN

2.5.1 The semantics of the verbal base-lexeme

The verbal base-lexeme of a VN is dynamic (following Vendler 1967 and
Dowty 1979). Stative verbs are, therefore, bad candidates for VN
compounding:

(22)  a. ?? Paul est un véritable sait-latin.
lit. Paul is a true know-Latin
b. 7?7 Le Béluga, les aime-caviar russes en sont fous.
approx. The Beluga, Russian love-caviars are crazy about it

Most verb bases are transitive and present an agent/patient relation.
Therefore, unaccusative verbs (23) and unergative verbs (24) are typically

bad candidates as well:

(23)  a. ?? °ARRIVE-TRAINy (lit. arrive-train)
b. 7? °TOMBE-PLUIEy (lit. fall-rain)
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(24)  a.?? °ABOIE-CHIENy (lit. bark-dog)
b. 7?7 °JONGLE-CLOWNy (lit. juggle-clown)

Nevertheless, some VN compounds are built on unaccusative or unergative
verb bases; in this case, the interpretation is causative, through an agent
participant variable added by the rule (see 37-40 below).

2.5.2 The semantics of the nominal base-lexeme

In most cases, the semantic role of the noun-base is the Proto-patient’
argument of the verbal base-lexeme, as in (25). So, the noun base denotes
what is affected by the process described by the verb. In rare cases, it may be
understood as another argument: agent, spatial or temporal localization. All
the possibilities are summed up in Table (5).

(25)  a.LECHE-VITRINEy (lit. lick-window, ‘window-shopping’)

b. OUVRE-BOITEy (lit. open-tin, ‘tin opener’)

c. GRATTE-PAPIERy  (lit. scratch-paper, ‘pen pusher’)

d. COUPE-GORGEy (lit. cut-throat, ‘dangerous back alley’)

€. TROTTE-BEBEy (lit. toddle-along-baby, ‘baby walker’)
Patient’ Agent Location Temporal
LECHE- GOBE-MOUTON TRAINE-BUISSON REVEILLE-
VITRINE HURLE-LOUP MATIN

OUVRE-BOITE PISSE-VACHE

GRATTE-
PAPIER

TROTTE-BEBE

COUPE-GORGE

Table (5): The semantic role of the N in a VN compound

2.5.3 Semantic properties of the whole VN

As we said above, VN compounding has two possible types of semantic
output: event-denoting nominals and object-denoting nominals. Event-
denoting nominals, as in (26), denote a subset of events:

(26)  a.LECHE-VITRINEy (lit. lick-window, ‘window-shopping’)
b. REMUE-MENAGEy  (lit. move-household, ‘commotion’)

3 The Proto-patient, as well as the Proto-agent, are defined according to the criteria given by
Dowty (1991) and Davis & Koenig (2000)
4 Boldface indicates the most common interpretation.
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Object-denoting nominals are obtained from two different types of semantic
rules.

* The first rule operates the abstraction of a participant variable of the verbal
base-lexeme. In this case, VN compounds are mostly interpreted as the Proto-
agent, as in (27):

(27)  a. OUVRE-BOITEy
b. REVEILLE-MATINy
C. GRATTE-PAPIERy
d. GARDE-COTEy

(lit. open-tin, ‘tin opener’)

(lit.wake up-morning, ‘alarm clock”)
(lit. scratch-paper, ‘pen pusher’)

(lit. watch-coast, ‘coastguard’)

But, in a few other cases, it may also be a patient (cf. 28) or a spatial
localization (cf. 29) , as noted above. Table (6) sums up the various
denotation types available for object-denoting VNs that correspond to the
abstraction of a variable.

(28)  a. GOBE-MOUTON y
b. BROUTE-BIQUET y
(29)  a.COUPE-GORGE y

(lit. swallow-sheep, ‘kind of poisonous plant’)
(lit. graze-kid (young goat), ‘honeysuckle’)
(lit. cut-throat ‘dangerous back alley’)

b. HURLE-LOUP y

(lit. howl-wolf, ‘toponym’)

(proto)Agent

(proto)Patient

Location

GRATTE-PAPIER

GOBE-MOUTON

HURLE-LOUP

TRAINE-SAVATE

BROUTE-BIQUET

COUPE-GORGE

OUVRE-BOITE

GARDE-MEUBLE.

REVEILLE-MATIN

Table (6): The semantic role of VN compounds (select a participant)

* The second semantic rule involved in object-denoting VNs adds an agent
participant variable to the verbal base-lexeme relation, via a causative
relation in the case of a non-agentive verb base-lexeme (inaccusative), as in
(30), or an instrumental relation in the case of unergative verbal bases, as in

31):

(30)  a.COULE-SANGy

b. SAUTE-BOUCHONy

(31)  a.PISSE-CHIENy
b. TROTTE-BEBEy

(lit. flow-blood, ‘type of plant’)

(lit. jump-cork, ‘champagne’)

(lit. pee-dog, ‘type of plant’)
(lit.toddle-along-baby, ‘baby walker”)
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3 Analysis

3.1. A type hierarchy for morphologically complex lexemes

In Bonami & Boyer's (2006) sign type hierarchy that we choose to use’,
lexemic properties of a lex-sign (i.e., words and lexemes) are expressed via
the attribute MORPHOLOGICAL-DAUGHTERS. This allows us to express that a
word is a syntactic sign with a lexemic identity. This hierarchy also allows
the distinction between words and lexeme signs, stipulating that PHONOLOGY
is an attribute of syntactic signs (i.e. phrases and words), whereas the
phonological identity of lexeme signs is expressed via the STEMS feature (see
table (7) below).
sign
/\

syn-sign lex-sign

/\/I

phrase word lexeme

Fig(1). Bonami & Boyé's (2006) sign type hierarchy

TYPE CONSTRAINT ISA
Syn-sign [PHON phon] sign
lex-sign [M-DTRS list(lexeme)] sign
phrase [ DTRS list(syn-sign)] Syn-sign
word [M-DTRS <lexeme>] syn-sign & lex-sign
lexeme [STEMS stem-space] lex-sign

Table (7): Constraints on the sign type hierarchy

The lexicon of languages builds lexemes by different means; this includes a
widespread distinction (in French, as in other European languages) between
simple lexemes (simplex) and morphologically complex ones. We propose to
account for this variety of organization by using a further dimension of
classification, called FORMATION, in addition to the PART-OF-SPEECH and
VALENCE dimensions, see Fig. (2).

Lexemes with a complex morphology (morph-complex-lex) are classified
into compound, derived and converted lexemes®. This analysis is based on
several recent works in morphology; in particular, we integrate the results of
Tribout (forthcoming) on converted lexemes, Fradin & Kerleroux (2002) and

5 Our analysis could also be mapped onto the SBCG framework (Sag, 2007), considering vn-
lex as a type of construct.

6 We believe that inflected signs are syntactic-signs, hence, INFLECTION should be a dimension
of word type hierarchy.
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Kerleroux (2004) on derived lexemes with the suffix -eur, Namer & Villoing
(2008) on lexemes with the suffix -oir(e), Ferret, Soares & Villoing (2009)
on lexemes with the suffix -age, Plénat (2005) on lexemes with the suffix
-ette, and Roché (2003) on lexemes with suffix -on.

Lexeme

PART-OF-SPEECH

.. v-lex n-lex a-lex

VALENCE

trans-lex

FORMATION

intrans-lex  simple-lex morph-complex

compnd-lex deriv-lex convert-lex

vn-lex ... oir-lex eur-lex ... n2v-lex v2n-lex

Fig (2). A multi-dimensional lexeme type hierarchy

3.2. Semantic rules available for deverbal lexeme formation

What emerges from these analyses is the fact that semantic rules involved in
the formation of deverbal lexemes have much in common, whether these are
compound, derived or converted lexemes. First, these always involve the
semantic argument structure of the verb base. To account for this factor, we
propose to use a type hierarchy for semantic roles a la Davis and Koenig
(2000), as follow:

role-rel

agent-rel patient-rel

T —

agent-only-rel agent-patient-rel patient-only-rel

Fig (3). The role-relation (partial) type hierarchy

Second, two general semantic patterns are evident: deverbal lexemes may
denote an event (or a set of events) or a referential index. The latter may be
abstracted from the semantic argument structure of the verb base or be an
additional argument. These general semantic patterns are captured in the
complex-nominal-relation type hierarchy we propose:

complex-nominal-rel

nevent-id-rel selectagent-rel selectpatient-rel causal-rel instrument-rel

Fig (4). The complex-nom-rel (partial) type hierarchy

Constraints on complex-nominal-relation, given in (32), are rather general,
since each specific lexeme imposes its own particular semantics. Nominal-
event-id-relation is an identity relation that takes an austinian as an
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argument’ whose SITUATION index, corresponding to the index of the verb
base, is identified with the INSTANCE value of the relation. This relation
applies to event nominalizations in general: in addition to VN lexemes (like
LECHE-VITRINE ‘window shopping’ or SAUTE-MOUTON ‘leapfrog’), it also
applies to converted lexemes (NAGE ‘swimming’, CHUTE ‘downfall’), and to
derived lexemes with the suffix -efte (BRONZETTE ‘sunbathing’), with the
suffix -age (BALAYAGE ‘sweeping’) or with the suffix -on (PLONGEON
‘dive’).

(32)  nevent-id-rel => INST [1]
ARG austinian[SIT [1]]

selectagent-rel => INST [1]
ARG |NUCL [AGT [1]]

selectpatient-rel => INST [1]
ARG |NUCL [PAT [1]]

causal-rel => INST [1]
ARG austinian

instrument-rel => INST [1]
ARG |NUCL [AGT [2]]

Selectagent-rel, selectpatient-rel, and selectloc-rel are relations in which a
particular semantic argument is abstracted from a verb base relation. It may
denote an agent, as in the VN lexemes GRATTE-PAPIER (‘pen pusher’),
GARDE-BARRIERE (‘gate keeper’), and in derived lexemes with the suffix -eur
(MARCHEUR ‘walker’, CHANTEUR ‘singer’), with the suffix -on (GROGNON
‘grumbling’, BROUILLON ‘draft’), or in converted lexemes (JUGE ‘judge’,
GARDE ‘guard’). It may denote a patient, as in the VN lexeme GOBE-MOUTON
(‘kind of poisonous plant’), in derived lexemes with the suffix -oir (TIROIR
‘drawer’), with the suffix -ette (SUCETTE ‘lollypop’), with the suffix -on
(NOURRISSON ‘infant’, SUCON ‘hickey’), or in converted lexemes (AFFICHE
‘poster’, PARCOURS ‘route’). The abstracted semantic argument may also
denote the localization of an event (or a set of events), as in the VN lexeme
GARDE-MEUBLE (‘storage’), in derived lexemes with the suffix -oir (LAVOIR
‘wash house’, FUMOIR ‘smocking room’), in lexemes with the suffix -ette
(BUVETTE ‘taproom’, CACHETTE ‘hiding place’), or in converted lexemes
(INSTITUT ‘institute’, ARRIVEE ‘arrival’).

The causal-relation and instrumental-relation are mostly used in cases where
an ‘external’ agent is added to the argument structure of a verb base. The

7 We borrow the austinian type from Ginzburg and Sag (2000).
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causal-relation adds a cause argument, mostly to a patient-only type of verb
base, like the VN lexeme COULE-SANG (‘plant’, lit. leek—blood). The
instrumental-relation adds an argument understood as an instrument or a
mean to a verb base that has an agent-rel type of relation, like the VN lexeme
TROTTE-BEBE (‘baby walker’), or in derived lexemes with the suffix -oire
(PASSOIRE ‘strainer’, MACHOIRE °‘jaw’), with the suffix -eur (CHARGEUR
‘cartridge’, INTERRUPTEUR ‘switch’), with the suffix -etfe (ALLUMETTE
‘matchstick’), or with the suffix -on (GUIDON ‘handlebar’, TORCHON
‘dishcloth’).

3.3. A type hierarchy for VN compounds

As expected, the first partition of the vn-lexeme type hierarchy we propose is
between event-denoting nouns (nevent-vn-lex) and object denoting nouns
(nobj-vn-lex). There are three subtypes of nobj-vn-lexeme: agent-vn-lex,
patient-vn-lex and localization-vn-lex. Many VN lexemes are of the general
agent-vn-lex type (that selects the agent argument of a transitive verb base),
and some other agent-vn-lex are built by adding a cause or an instrument
argument to the argument structure of the verb base.

vn-lex
nevent-vn-lex nobj-vn-lex
agt-vn-lex loc-vn-lex pat-vn-lex
addagt-vn-lex aloc-vn-lex ploc-vn-lex
cse-vn-lex instr-vn-lex

Fig (5). The vn-lexeme type hierarchy
The following table lists these subtypes with examples of VN lexemes:

nevent-vn- agt-vn-lex pat-vn- aloc-vn-lex | ploc-vn-lex cse-vn-lex instr-vn-lex

lex lex

LECHE-VITRINE GRATTE-PAPIER GOBE- HURLE-LOUP GARDE-MEUBLE COULE-SANG TROTTE-BEBE
GRILLE-PAIN MOUTON

Table (9). Illustration of the different types of VN lexemes

Before looking at the detailed constraints on vn-lex, we must discuss the fact
that the inheritance principled hierarchy allows us to adequately express the
repartition between common and particular properties among the different
VN lexemes we analyzed. And yet, the descriptive generalities hierarchically

102



ordered (as in fig. 5) fail to match the intuitive or desired picture according to
which the most productive VN types should be ranked higher than the less
productive ones. Indeed, considering the productivity of these lexemes,
agent-vn-lex should be the highest super type, or be the default type.
However, that would lead to problems of descriptive congruency in the
representation of other types (nvent-vn-lex, loc-vn-lex and pat-vn-lex) as
subtypes. A possible solution, to be explored in later work, would be to
include a PRODUCTIVITY feature with a variable of weight as value, that
would integrate results obtained from a robust corpus study of VN lexeme
productivity, based on Baayen’s (1992 and 2008) methods.

Constraints associated with the different vn-lexeme subtypes integrate the
general semantic rules proposed earlier. The constraints in (33) stipulate that
a lexeme vn-lexeme is a noun with a complex-nominal-relation and two
morphological daughters: a verbal base-lexeme and a nominal base-lexeme.
The verbal base has a dynamic-rel semantic relation and, by default, it has a
patient-relation, which means it minimally has a patient argument, and may
possibly have an agent-patient relation. In addition, the value of its semantic
argument PATIENT is, by default, the same as the INDEX of the nominal base-
lexeme. Stem phonology is preceded by concatenation, in the standard way.

(33)  vn-lexeme =>

STEMS [sLOTI [3] @D [4]]
SYNSEM CAT [HEAD noun ]
IND [1]
CONT

RESTR {

cplx-nom-rel
INST [1] ] }

M-DTRS < v-lex [ STEMS [SLOTI [3]]
patient-rel ,
PAT [2] ]

SS| CONT |:NULC dynamic-rel /

SS | CONT [IND  [2]]

n-lex|: STEMS [SLOTI [4] ] } >

In (34), constraints on nominal-event-vn-lexeme (nevent-vn-lex) stipulate that
the value of the austinian ARGUMENT of its relation is the same as the
CONTENT value of the verb base.
In (35), nominal-object-vn-lex (nobj-vn-lex) has, by default®, an austinian
ARGUMENT in its set of RESTRICTION, whose value is the same as the
CONTENT value of the verb base.

8 This default is overridden by cse-vn-lex and instr-vn-lex, which needs to introduce an
additional agent argument here, via a causal-relation or an instrumental-relation respectively,
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(34) nevent-vn-lexeme =>

CONT nevent-id-rel
RESTR {|INST [1] }
ARG  [S]austinian[SIT [1]]

M-DTRS < v-lex [ CONT [5] ] 1>

(35) nobj-vn-lexeme => CONT | RESTR { [ARG/[5]austinian ] }

M-DTRS < v-lex [CONT [5]] >
In (36), constraints on agent-vn-lex state it has a selectagent-relation in its set
of restrictions.

(36)  agent-vn-lexeme => [CONT |RESTR { selectagent-rel} |

The addagent-vn-lex type, in (37), is created for descriptive purposes more
than for strictly formal needs, since it does not add any specification at its
own level, but gives rise to two subtypes, cse-vn-lex (cf. 38) and instr-vn-lex
(cf. 39). The property both these types have in common is the selection of the
agent argument of an intermediary semantic relation, causal-rel and
instrumental-rel respectively, that takes the CONTENT of the verb base as its
second ARGUMENT.

(37)  addagent-vn-lexeme => agt-vn-lex

(38)  cse-agt-vn-lex =>
selectagent-rel

CONT |RESTR { |INST [1] causal-rel }
ARG |NUCL | AGT [1] pat-only-rel
ARG [5]| PAT [2] ]

M-DTRS < [CcONT [5] ] ,[IND [2] ] >

(39)  instr-agt-vn-lexeme =>
selectagent-rel

CONT |RESTR { |INST [1] instrumental-rel }
ARG |NUCL | AGT [1] | agent-rel
ARG [5]AGT [2]

M-DTRS < [cONT [5] ] ,[IND [2] ] >
VN lexemes that express spatial localization (loc-vn-lex, in 40) have either an

intransitive verb base (aloc-vn-lex, in 41) or a transitive one (ploc-vn-lex, in
42):

and doing so, embeds the austinian argument that corresponds to the content of the verb base.
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(40) loc-vn-lexeme => selectloc-rel
CONT |RESTR { | INST [1] }
ARG |NUCL [LOC [1]]

(41) aloc-vn-lexeme =>

M-DTRS < |:CONT| RESTR { [ ARG | NUCL

AGT [Z]H}:|,[]>
Loc [1]

(42) ploc-vn-lexeme =>

M-DTRS < | CONT |RESTR { | ARG | NUCL|AGT [3] || }| ,[]>
PAT [2]
Loc [1]

VN lexemes that denote a patient are not productive, and not numerous. But
when they correspond to a type of VN, the constraints needed are as below:
(43)
pat-vn-lexeme => selectpat-rel

CONT |RESTR { |INST [1] }

ARG |NUCL[ AGT [2]
PAT [1]

M-DTRS < [ ],[IND[2]] >

The figures below illustrate different lexical entries: in (44), LECHE-VITRINE
is a type of vevent-vn-lex; in (45), GRATTE-PAPIER is an agent-vn-lex; in (46),
HURLE-LOUP is a toponym, a type of aloc-vn-lex; in (47), COULE-SANG is a
cse-vn-lex; and in (48), TROTTE-BEBE is an instr-vn-lex.

(44)  LECHE-VITRINE —>

STEMS [sLoTl [3] @ [4]]
SYNSEM | CAT | HEAD noun
IND [1]
CONT

leche-vitrine-rel
RESTR { | INST [1] }
ARG [5][sIT[1]]

M-DTRS < v-lex | STEMS [ sLoTl [3]/leche/ ] s

$S | CONT [5] I:NULC léche-rel [AGT index, PAT [2]]:|

SS | coNT [IND  [2]]

n-lex |:STEMS [sLOTI [4]/vitrine/] } >
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(45)  GRATTE-PAPIER —>

STEMS [sLoTl [3] @ [4]]
SYNSEM | CAT | HEAD noun
IND [1]
CONT

gratte-papier-rel
RESTR { | INST [1] }
ARG [5]

M-DTRS < v-lex | STEMS [sLoTl [3]/gratte/]

$S | CONT [5] I:NULC gratte-rel [AGT [1], PAT [2]] :|

n-lex | STEMS [sLoT1 [4]/ papier/] >
SS | coNT [IND  [2]]

(45)  HURLE-LOUP —>

STEMS [sLoTl [3] @ [4]]
SYNSEM | CAT | HEAD noun
IND [1]
CONT

hurle-loup-rel
RESTR { | INST [1] }
ARG [5]

M-DTRS < v-lex | STEMS [sLoTl [3]/ hurle/]

$S | CONT [5] I:NULC hurle-rel [AGT [2],1.0C [1]] :I

n-lex | STEMS [sLoTl [4]/loup/] >
SS | coNT [IND [2]]

(45)  COULE-SANG —>

STEMS [sLoTl [3] @ [4]]
SYNSEM | CAT | HEAD noun
IND [1]
CONT

coule-sang-rel

RESTR { | INST [1] }
ARG | AGT [1]

ARG [5]

M-DTRS < v-lex | STEMS [sLoTl [3]/coule/] R

$s| cONT I:NULC [5]coule-rel [ PAT [2]]:|

n-lex | STEMS [sLoTl [4]/sang/] >
SS | coNT [IND  [2]]
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(46)  TROTTE-BEBE —>

STEMS [sLoTl [3] @ [4]]
SYNSEM | CAT | HEAD noun
IND [1]
CONT

RESTR { | INST [1]
ARG | AGT [1]

trotte-bébé-rel
] }
ARG [5] ]

M-DTRS < v-lex | STEMS [sLoTl [3]/trotte /] .
$S | CONT I:NULC [5] trotte-rel [ AGT [2]]:|

n-lex | STEMS [ SLOT1 [4]/ bébé /] >
SS | coNT [IND  [2]]

4 Conclusion

We have presented here a formalized account of French Verb-Noun
compounds, in line with the morphological analysis proposed in Villoing
(2009). Our analysis integrates vn-lexeme types into the general lexeme
typed-hierarchy, under a FORMATION dimension that allows the expression of
a general classification among lexemes. We expect that the question of
lexeme productivity may be solved by the integration of specific features into
lexeme entries, as the result of a corpus study of VN productivity modeled on
the methods of Baayen (2008). Moreover, we have shown that the fact HPSG
allows semantics to be encoded as an independent resource is an advantage in
capturing the general semantic patterns that are involved in the formation of
several (de)verbal lexemes. In fact, there are other systematic lexical
variations, which do not come under morphology, that also involve some of
the general semantic types of relations we propose here. The very productive
inchoative/causative verb pattern (TO INCREASE intrans/trans), for example,
involves the causal-relation. Consequently, it is worth considering semantics
as a lexical-sign dimension of classification in itself, as a way to encode in
the hierarchy the fact that some semantic relations are lexically productive
rules, available both for words and lexemes.
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Abstract

We address three properties of Turkish morphology and VRdioa-
tion: the identification of tense and aspect values acrosgigots, the op-
tional omission of affixes on non-final conjuncts coordidatéth the word
ve and the obligatory sharing of scopal modals across corgunatoordi-
nation structures with the affiip. For the modals in arp structure, we
propose an analysis that uses syntactic features to trilggepplication of a
construction at the level of the coordinated VP introdudimg scopal pred-
ications. Our analysis is implemented in a small HPSG granand tested
against datasets confirming the functionality and consistef the analysis.

1 Introduction

This paper presents an analysis of the interaction betwedralvmorphology and
VP coordination in Turkish. There are three properties akisln VP coordina-
tion of particular interest: the identification of tensepest and modality values
across the conjuncts, the phenomenon of suspended affixalierein affixes may
be dropped from earlier conjuncts, and a coordination siracghat seems to re-
quire an analysis in terms of phrasal affixes and thus seentwtienge the notion
of lexical integrity. This phrasal affixation is illustraten example (1), where the
meaning of the sentence, witmEli ‘must’ taking wide scope over the coordina-
tion, seems to suggest thatEliis attached to the whole coordinated VP.

(1) Cocuk-larfilm izle-yip pizzaye-meli-ler.
child-pL  moviewatch-CcOORDpizzaeatNEC-3PL
“The children must watch a movie and eat pizza.”

This paper is also an example of grammar engineering fouistig hypoth-
esis testing (Bender, 2008), in the sense that we have bgilammar fragment
for Turkish that encodes our analyses and verified its behawer a group of
testsuites. These testsuites contain 163 examples, ingl@é culled from the
literature and an additional 67 we developed and checked2v& native-speaker
consultants. The grammar was developed on the basis of tft@Q.iGrammar
Matrix customization system (Bender et al., 2002; Bender Elickinger, 2005;
Drellishak and Bender, 200%)and both the grammar and the testsuites are avail-
able for download. Consistent with other Matrix-derived grammars, our gramma

fWe would like to thank Cagatay Demiralp, Engin Ural and Hirséylergan, as well as two
additional consultants for their help with the data andrthatience. Anonymous reviewers and the
audience at the HPSG 2009 conference provided useful cotamehich helped to improve this
paper. Naturally, all remaining errors are our own. We dtsmk the IRTG and PIRE for funding a
two month stay at the University of Washington. This matésidased upon work supported by the
National Science Foundation under Grant No. 0644097. Aiwiaps, findings, and conclusions or
recommendations expressed in this material are those cutirs and do not necessarily reflect
the views of the National Science Foundation.

http://www.delph-in.net/matrix/customize/matrix.cgi

2http://www.delph-in.net/matrix/turkish
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fragment for Turkish produces semantic representatiotiseiriormat of Minimal
Recursion Semantics (MRS, Copestake et al. 2005) and is atdstgp with the
LKB (Copestake, 2002).

This paper tests the following hypotheses:

(i) Obligatory matching of tense and aspect between VP catgucan be mod-
eled through structure sharing of features on the everdiari

(i) The same structure-sharing plus a lexical rule licegshe partially-inflected
forms and additional constraints on the coordination rekes account for
most suspended affixation facts.

(i) When scopal affixes (of necessity and ability) are gldsmong conjuncts, a
constructional account along the lines of Tseng 2003 cariveshe appar-
ent violation of lexical integrity.

(iv) The above hypotheses can be implemented in a mutualigistent fash-
ion, which is furthermore consistent with analyses of wordieo and other
phenomena required to parse the sentences in the testsuite.

§2 provides background information on verbal morphology imkish and the
set of morphological rules we created using the Matrix austation systemg3
describesve coordination, the tense and aspect matching that it rexjuined the
phenomenon of suspended affixation, along with our anabfstsese factsg4 de-
scribes our analysis of another coordination constructiois time marked by an
affix -ip on the verb of each non-final conjunct. This second constnués of par-
ticular interest because it includes apparent phrasalesffiaur analysis of which
is given in§4.3. §5 situates our analyses with respect to related work, imogud
Broadwell’s (2008) LFG analysis of related facts in Turkestid Tseng's (2003)
analysis of apparent phrasal affixes in French.

2 Verbal Morphology in Turkish

2.1 Properties of Turkish Verbs

This section presents an overview of morphemes that maydesad the stem and
presents conditions on completeness and well-formednfese overbs in order

to provide background for the analysis of suspended affiraéind inflectional
marking of coordination irt§3-4. The description is based on, among others,
Kornfilt 1997, Lewis 1967, Sezer 2001 and Kabak 2007.

The distinction between derivational and inflectional ni@mmes is not clear-
cut in Turkish. Traditionally, morphemes that can be fokaivby the infinitive
marker-mEk are considered derivational. According to this definitidiykish
has the following derivational morpheme®DIrt (causative), # (passive), mA
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Table 1: Inflectional Morpheme Slots

1 2 3 4
-DI direct past| -(i)DI direct past| -(i)sE conditional| AGR-k
-sE conditional | -(i)sE conditional | -(i)mls reported past AGR-z
-mls reported past/ -mls  reported past
present perfec
-lyor continuous
-yECEG future
-Ir/-Er aorist
-mEli necessitive
-mEkte continuous

(negation), YA (abilitative) and -{)Abil (abilitative)? In addition to the deriva-
tional morphemes, there are four slots that may host an fidted morpheme.
The inflectional morphemes are presented in Table 1. A firgtb must bear an
inflectional marker from slot 1 and an agreement marker @JotAt least one
inflectional marker must be phonologically overt (KabakQ?2*-°

Turkish has two paradigms of agreement markers:ktparadigm which co-
occurs with definite past and conditionaD( and -sE respectively) and the
paradigm which co-occurs with all other TAMnorphemes. Which paradigm is
used depends on the last TAM morpheme attached to the §2rb.describes the
morphological analysis that we obtained from the Matrixtomszation system and
how we adapted this analysis in order to accommodate thetisglef the different
agreement paradigms.

2.2 \Verbal Morphology with Lexical Rules

The analysis of basic Turkish morphology we propose makesfithe morpho-
tactic infrastructure added to the Matrix customizatiostegn by O’Hara (2008),
which provides implementations for some wide-spread pimema in morphology.
The grammar created with the Matrix customization systeihg myuires minor
changes for the basic morphology to work.

3We adopt the convention of using capital letters to reprepeonemes whose realization de-
pends on vowel or consonant harmony.

4Some linguists assume that secondary tense markers aeel thysan auxiliary suffixi/(y) (see
Lees 1962 and Sezer 2001, among others), though this suffedéabeen analyzed as a phonological
element (Erguvanh-Taylan, 1999). Our analysis is conbativith either view.

SWe noticed in our data that the plural morpheme does not ah@iow the order of the slots
presented above, though we have not found mention of thireiliterature. For present purposes, we
assume that this variability in morpheme ordering is a mopblonological property, and we abstract
away from it in our implementation; our testsuites reguagxamples to follow the canonical order
as presented in Table 2.1.

SHenceforth, the term TAM morphemes refers to all inflectlonarphemes in slots 1-3.
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The morphotactic infrastructure allows the grammar ergirie define mul-
tiple morphological “slots” for each stem type or set of stgypes. It provides
implementations for optional and obligatory morphemed thay add syntactic
and semantic features to the derived form. It also allowk#xules to require
preceding slots or to force following slots, as well as tdofdrother slots from
appearing. These properties are enforced by binary featurehe verb that are
related to specific morphological slots and registered utite featureTRACK.
TRACK is appropriate for lexical rules and lexical items, but retghrases.

These binary features work as follows. If, for instance, @tiomal mor-
pheme2 requires morphemel in order to be licensed, bare wdtizarry a feature
[ MORPHEMEZ — ]. The lexical rule associated with morphemel turns thiseal
into +, which allows the (otherwise prohibited) morpheme2-rolapply.

When filling out the Matrix customization questionnaire, efined nine mor-
phological slots for verbs: five slots for derivational miogmes, three slots for
TAM-markers and a slot for agreement markers. In the curvension of the
grammar, the derivational slots are placeholders, progidinly the form of the
morphemes and not the associated morphosyntactic or sersanstraints. This
is because the Matrix customization system does not clyrsapport the mor-
phosyntax and semantics of causatives or other morpheraesdhd predicates,
nor can it handle negative affixes that are not word-final. s€hiacts could of
course be handled by extending the starter grammar. Howeseause most of
the derivational affixes do not have an impact on our anaglysisdecided to leave
the implementation of these morphemes for future work. Tritg exception is the
derivational morpheme yAbil: its behavior in ip coordination forms one of the
main points of discussion in this paper, and we implementedanaalysis of it as
an extension to the grammar produced by the customizatistersy This analysis
is discussed in detail igé.

The morphotactic infrastructure in the customizationexystioes provide most
necessary features to implement the inflectional morplyologour verb forms.
The library permits the association of features relateénsée, aspect and mood as
well as subject agreement on verbs. The only phenomenoisthat supported by
the current customization system is the interaction ofieedgreement paradigms
with different inflectional morphemes. In this case, we hen@phemes which
fill the same obligatory slot but which interact in differemflys with preceding
morphemes. In order to account for the different agreemaratdigms, we created
two subtypes ofagreement-lexical-ruleand distinguished them with the binary
feature AGR-PARADIGM, which we added taRACK. The morphemes in each
TAM-slot have two subtypes as well: one for the so-calledéetrtensesDI and
-SE, and one for the other morphemes appearing in the same slt@s Rheriting
from the former type turmGR-PARADIGM to k, whereas rules inheriting from the
latter assign it the value The value oAGR-PARADIGM controls which agreement
rule applies.

The analysis described above ensures that the right magndd present on
independent finite verb forms. In what follows, we present structures that
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correspond to VP coordination in English. In these striestuthe morphological
requirements on a non-final conjunct differ from those orepghdent verbs.

3 Coordination with ve

Turkish has several structures that correspond largelyRac®brdination in En-
glish. Namely, the suffixip, the coordination worde, the coordination cliticle,
and simple juxtaposition (Lewis, 1967). In this paper, wasider the structures
with the suffix ip and the wordre, as in examples (2) and (3).

(2) Cocuk-larfilm izle-yip pizzayi-yor-lar-di.
child-pL  moviewatch-COORDpizzaeatCONT-3PL-PAST
“The children were watching a movie and eating pizza.”
3) Cocuk-larfilm izli-yor ve pizzayi-yor-lar-di.
child-,L  moviewatch-CONT andpizzaeat-CONT-3PL-PAST
“The children were watching a movie and eating pizza.”

According to the native Turkish speakers consulted, botthe$e coordination
structures share the property that all conjuncts must Havesame tense, aspect
and mood even though they may be only overtly marked on firguoats. The
difference between these two structures lies in the moggicdl requirements on
the first conjunct. The verb marked witipin example (2) may not bear any other
markers. On the other hand, the progressive matj@ris obligatorily repeated
in the ve structure. In example (3), two of the three suffixes are ondykad on
the final verb. Additional inflection markers may be presenthe preceding con-
junct, as long as they are also found on the following cortjufidis reflects the
phenomenon often referred to as “suspended affixation’hdmest of this section,
we provide a more detailed description of VPs coordinatetth weé and propose
an analysis for suspended affixation. We takeipgeordination ing4.

3.1 Shared TAM Features

As mentioned above, speakers reject expressions whereréReardinated that
do not have the same tense, as in example (4). If tense anct aspeking is the
same, any two VPs can be coordinated usiag

(4) *Cocuk-larfilm izli-yor-du ve pizzayi-yecek.
child-pL  moviewatch-CONT-PAST andpizzaeat+uT
“The children were watching a movie and will eat pizza” (imded)

"The data presented in examples (5) and (6) was provided tg asihtive speaker, and rated as
acceptable by two others. One of the native speakers we lbedishowever, did not accept any of
these examples, stating that the plural agreement markeisgng on the verb. Se§3.2 for more
remarks on the subject.
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(5) Cocuk-larfilm izli-yor-du ve pizzayi-yor-du.
child-pL  moviewatch-CONT-PAST andpizzaeatCONT-PAST
“The children were watching a movie and eating pizza”
(6) Cocuk-larfilm izli-yecek ve pizzayi-yecek.
child-,L  moviewatchfuT andpizzaeat+uT
“The children will watch a movie and eat pizza”

We assume that this required identity of TAM morphemes ismaasgic con-
straint (i.e. coordinated VPs must express events takenxgeph the same time, with
the same mood, aspect, etc.), and implement it via a shafisgneantic features.

Just like our analysis of verbal inflection, the coordinatemalysis here builds
upon the implementation of coordination defined throughMiagrix customization
system (Drellishak and Bender, 2005). Through the custatioiz system, we
derived an implementation of polysyndetic coordinatioithwoordination marker
ve This was later manually extended to also include the cugtiion system’s
implementation of monosyndetic coordination, in orderd¢oaunt for some of the
examples found in Kabak 2007.

Following general practice in MRS (Copestake et al., 200 event variable
of the elementary predication introduced by a verb is alaablished” through
the verb’'sINDEX value. Furthermore, thistDEX value is shared with larger con-
stituents that are projections of that verb, and thus thedioation construction has
access to the information it needs to ensure matching oft ésatures across con-
juncts. The Matrix coordination analysis assumes that edioated structure con-
sists of abottom-coord-phraseombining the coordination marker with the right
element of the coordination and@p-coord-phrasehat adds the left conjunct, as
in (7). In the Matrix definition of basic coordinated verb abes, the TAM features
of the coordinated phrase are identical to those of the dghjunct. Semantically
ill-formed structures (i.e. structures in which left anght conjunct have a differ-
ent TAM interpretation) can easily be excluded by sharirggTAM features of the
left conjunct as well. With this additional constraint, ficetion fails when left and
right conjunct provide conflicting semantics. The tree ipgivides a simplified
example of a VR/e VP coordination.

vp-top-coord

(7)

{INDEX.E}

/\
vp vp-bottom-coord

{INDEX.E} [INDEX.E}

T w

ve
[INDEX.E}
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3.2 Suspended Affixation

In §3.1, we saw that verbs must bear the same tense and aspeetrsnarkrder
to form a coordinated VP. However, if we look at (3), repeaasd8) below, it is
possible to coordinate the forngi-yor andyi-yor-lar-di, despite the fact that only
the last form bears a past tense marker.

(8) Cocuk-larfilm izli-yor ve pizzayi-yor-lar-di.
child-,L  moviewatch-CONT andpizzaeat-CONT-3PL-PAST
“The children were watching a movie and eating pizza.”

We see the sharing of tense and aspect information in (8) Hs Mere, izli-yor
is interpreted as if it also bore the past tense and agreememnkiers visible on the
second form. If the past tense marker is only present on thevirb of the VP
coordination, the sentence becomes unacceptable, asmpkx¢):

(9) *Cocuk-larfilm izli-yor-du ve pizzayi-yor.
child-pL  moviewatch-CONT-PAST andpizzaeatCONT
“The children were watching a movie and eating pizza.”

Since Lewis 1967, this phenomenon has been known as “susperfftkation”.
Suspended affixation also occurs in nominal coordinatioereltase and number
marking are shared. Even though only VP coordination isudised in this work,
the proposed analysis easily extends to NP-coordination.

In verbal structures, suspended affixation does not alldstrary strings to
be omitted. Rather, as argued in Kabak 2007, a form exhipgirspension of af-
fixes is acceptable only if it constitutes a morphologicakdyad.e., a word able
to stand in isolation. According to Kabak, morphologicalrd® end in “termi-
nal morphemes”; agreement morphemes and aspect and npadaliphemes are
“terminal”.2 These terminal aspect and modality morphemes are all ofithd. s
morphemes in Table 2.1 exceffil-and sE

For instance, in example (10), suspended affixation is nssipte. It can only
be interpreted as two coordinated sentences. Interprétimdirst verb with no
agreement marking, i.e. without a nub@ morpheme, is not possible as the verb
must end in a terminal morpheme and so cannot enDlinln contrast, in example
(11), the first verb is interpreted as undergoing suspenffiedtion since-yor is a
terminal morpheme. Therefore both verbs are understooav® the same subject.

(10) Film izle-di-p ve pizzaye-di-m
moviewatchPAST-3sGandpizzaeatPAST1SG
“(S)he watched a movie, and | ate pizza.”
(11) Film izli-yor ve pizzayi-yor-um.
moviewatch-CONT andpizzaeatCONT-1SG
“l am watching a movie and eating pizza.”

8The affix ip, discussed i§4 also functions as a terminal morpheme.
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Speakers have a strong preference for coordinated VPs ovedinated sen-
tences with pro-drop. Example (10) was judged “not nice” and of our speak-
ers even rated it “ungrammatical”. This preference mayarplvhy none of the
speakers consulted could interpidt-yor as a fully inflected form of third person
singular in example (11).

To our knowledge, the work presented by Kabak (2007) previtle most de-
tailed and precise description of suspended affixationlahai In the data we
collected from native speakers, however, another issuegeti¢hat was not evi-
dent in Kabak’s data. Three of our four native speakers aedgjpe example in
(12).

(12) Cocuk-laffilm izli-yor-di-0 ve pizzayi-yor-lar-di
Child-pL moviewatch-CONT-PAST-3 andpizzaeatCONT-3PL-PAST
“The children were watching a movie and eating pizza.”

(12) is an apparent counter-example to Kabaks'’s genetializabout the forms
that can appear with suspended affixation, as it ends ith However, these
speakers appear to treat the marker as unmarked for number, even in non-
coordinated contexts, like (13)Thus Kabak’s generalization can be maintained.

(13) Cocuk-larfilm  izle-r-)
Child-pL moviewatchAOR-3
“The children watch a movie”

One puzzle remains, however, and is illustrated in (14). $peakers we
consulted interpreted this example as having two distinbjexts, but if the @
third-person marker is underspecified for number, a sarbgsureading should
be available.

(14) Cocuk-laffilm izli-yor-lar-di ve pizzayi-yor-di-0
Child-pL moviewatch-CONT-3PL-PAST andpizzaeat-CONT-PAST-3
“The children were watching a movie and he was eating pizza.

Perhaps it is possible to account for this with an appeal agipatics, where the
marking on the first conjunct is taken as contrastive. Alituely, a syntactic ac-
count in terms of including a featureAR luk] registering presence of overt plural
markers could account for this data. The coordination coosbn can then ex-
clude structures where the left-hand daughterA®[ +] and the right-hand daugh-
ter [LAR —]. This analysis works in similar ways as that of multiple prisded
affixation explained ir$3.4, but is relatively inelegant. We leave the resolution of
this issue to future work.

3.3 Analysis of Suspended Affixation

The analysis of coordination presentedsBil does not accommodate suspended
affixation, since only verbs bearing agreement markers amsidered words. In

9The one speaker who rejected (12) also rejected (13).
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order to account for examples such as (11), we introduceiealexile, called the
non-final-conjunct-rule that changes verbs bearing a morpheme from slot 1 into
words, without adding any further inflection. It takes a \&@rorm ending in a
terminal TAM morpheme as its daughter and creates a wordhhat be the left
daughter of a coordinated structure. The rule sketchedsinl{@low.

(15) |SYNSEM.LOCAL.CAT.HEAD.NONFIN-CONJ+

DTR term-morph-infl-lex-rule

The constraint on theTr value ensures that this rule may only take as input
forms ending with a slot 1 morpheme other thBxh and sE, the typeterm-morph-
infl-lex-ruleis a supertype to all lexical rules that introduce such slobtphemes.
When the rule in (15) applies, it creates a word which is usieeified forrTENSE
andAsPECT, making it compatible with values for these features “udifi® from
the right hand conjunct in a coordination structure. Theeptiales that take slot
1 morphemes as input are the ordinary rules for slots 2 and Ber\these rules
apply, the resulting form is not restricted to be a left coifuand it is given specific
values forTENSE and/orASPECT. In this way, we capture Kabak’s generalization
that there are two paths for a lexeme to become a well-fornmgological word,
through thenon-final-conjunct-ruleor through the slot 2 and 3 rules.

As shown in (15), we posit a head featweNFIN-CONJ, which takes val-
ues of typduk.1? Luk is a supertype obooleanandna (not-applicabl¢. Thena
value allows us to distinguish coordinated structures frmm-coordinated struc-
tures, and facilitates the analysis of suspended affixationultiple coordination
(§3.4). The subtypes diooleanare used to distinguish verbs that are marked as
non-final conjuncts JONFIN-cONJ+]) and exclude them from the head daughter
position of subject-head phrases ¢INFIN-CONJ na-or-—]) and the right conjunct
of coordinated structuresNPNFIN-CONJ —]). The value of left conjuncts in these
structures is unrestricted, since suspending affixes igptoral process. (16) il-
lustrates this analysis of binary VP coordination with

vp-top-coord

(16) INDEX.E[Q]
| :

HEAD.NONFIN-CONJN

/mm-coord

vp

INDEX.E [1]
{INDEX.E}

HEAD.NONFIN-CONJ[2] —

/\Vp
ve INDEX.E[1]
HEAD.NONFIN-CONJ[2]

0In using the typduk, we follow the English Resource Grammar (Flickinger, 2000)
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3.4 Suspended Affixation with Multiple Conjuncts

In addition to the data presented in Kabak (2007), we lookestractures with
more than two conjuncts. In this case, suspended affixadonapply as long as
the verb is not preceded by a fully inflected verbal form teatdrt of the same VP
coordination. In fact, speakers prefer expressions whespended affixation has
applied to all but the last verb. The examples below illustizases of well- and
ill-formed structures with multiple conjuncts.

a7 Cocuk-lakitap oku-yor-lar-di, film izli-yor-lar-di ve
child-pL  bookread€ONT-3PL-PAST moviewatch-CONT-3PL-PASTand
pizzayi-yor-lar-di.
pizzaeatCONT-3PL-PAST
“The children were reading a book and watching a movie anidgaizza”

(18)  ? Cocuk-lakitap oku-yor, film izli-yor-lar-di ve pizza
child-pL  bookread€ONT moviewatch-CONT-3-PL-PAST andpizza
yi-yor-lar-di.

eat-CONT-3PL-PAST

“The children were reading a book and watching a movie andgaizza”
(29) Cocuk-lakitap oku-yor, film izli-yor ve pizza

child-pL  bookread€ONT moviewatch-CONT andpizza

yi-yor-lar-di.

eatCONT-3PL-PAST

“The children were reading a book and watching a movie andgaizza”

(20)  * Cocuk-larkitap oku-yor-lar-di, film izli-yor ve pizza
child-pL  bookread€ONT-3PL-PAST moviewatch-CONT andpizza
yi-yor-lar-di.

eatCONT-3PL-PAST
“The children were reading a book and watching a movie andgaizza”

The data above suggest the following generalizatidns:
(i) The final VP of a coordinated structure must be fully infézt

(i) Fully inflected VPs may not precede VPs that exhibit amped affixation
within a coordinated structure.

Coordination structures provided by the Matrix customaasystem are right-
branching. This is problematic for generalization (ii) @0 Consider the right-
branched structure in example (21). The data shows thdixgafon VR are sus-
pended, VP may not be fully inflected, but we cannot pass the valur @fFIN-
coNJfrom VP, to the coordinated VP above it, because outside of multipte-c
dination, that coordinated VP behaves as if iN® NFIN-CONJNa).

Hgpeakers have different intuitions on this data. Some crtept (19) and (17). Others say that
none of the examples is “completely ungrammatical”. Allaess agree, however, that the order of
acceptability is clear: (19) (17) > (18) > (20)
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(21) top-coord (22) top-coord

VFmoord bot-coﬁ\v Py
Ve/}p-coord top-coﬁ\ve
Vl{kt-coord bot-coord VP,
ve/> P VI{\VG

A more natural approach may be to assume that the morpholog.omay
pose restrictions on following conjuncts. Compare thecstme in example (22) to
the one represented in example (21). In (22), the right daugii a well-formed
embedded VP can determine restrictions on the rest of thetgte. This allows us
to impose the restriction that a VP that has suspended affiagonly serve as the
right conjunct if the left conjunct has suspended affixes ak. Whe resulting VP
coordination of two such VPs bears the valt®NFIN-CONJ+] and must occur
as the left daughter of a coordinated VP itself. A fully infext VP, on the other
hand, may always be the right conjunct in a coordinated VEaBse the resulting
coordination is NONFIN-CONJNa], it can never become left conjunct when the
right conjunct exhibits suspended affixation.

The analysis we assume requires two coordination conginsctone for left
conjuncts that exhibit suspended affixation, and one forckefijuncts that do not.
The trees in (23) and (24) represent the two constructions.

vp-top-coord vp-top-coord
(23) INDEX.E (24) INDEX.E
NF-CONJNa NF-CONJ[2]
/\ ///\
Vi vp-bottom-coord y,
vp-bottom-coord P P
INDEX.E INDEX.E INDEX.E
{INDEX.E }
NF-CONJ — NF-CONJ[2] NF-CcONJ[2]
Vv
vp/\ ﬂ
ve INDEX.E ve
{INDEX.E }
NF-CONJ[2] +

Changing VP coordination to a left-branching structurerseratural for Turk-
ish, since it is a language that generally prefers left-tinang structures. It also
provides further insight in typological properties of cdibiation structures. Drel-
lishak and Bender (2005) assume that a cross-linguistitysineof coordination
could make do with right-branching structures only, andygstjthat the only struc-
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tures a right-branching approach would exclude are unattesxamples such as
“conj A B C” (Ibid., p.18). Multipleve-coordination reveals an unforeseen case
where left-branching seems required. This is because afdhble role suspended
affixation and complete inflection play in the well-formedseconditions of the
complete coordination. On the one hand, the presence ofrfiléiction on the
final conjunct is a well-formedness condition that must beoeled on the final
structure, so that the coordinated VP can be combined witéralements in the
sentence. On the other hand, this same property posestiessiinternal to the
coordinated VP, which requires this information to be stamong the (non-final)
conjuncts. In a right-branching structure, the final conjuis the most embed-
ded phrase within the coordination. Relevant informatiamshthus be passed up
through the entire coordination construction in order tpesy on the resulting
coordinated VP. This makes it impossible to share inforomabetween phrases
that are added to the coordination structure later on, ¥ tiqgpeal to the same
feature. When using left-branching coordination, on theeohand, this problem
is avoided: relevant information can be passed up directignfthe VP that was
added to the structure last, allowing the final conjunct twvjate relevant infor-
mation concerning the entire VP. At the same time, resbrgtithat are internal
to VP coordination can be handled by the interaction betwgetop-coordand
vp-bottom-coord

3.5 Summary

This section has presented an analysiz@toordination and suspended affixa-
tion. The analysis accounts for the matching of tense, aggmetmodality features
across the conjuncts e coordination structures as well as the potential for af-
fixes to be “dropped” from left-hand conjuncts. In additiauyr analysis extends
to coordination of more than two conjuncts witband captures the facts about the
distribution of suspended affixation in these construstion

4 The Hp Structure

In this section, we discuss the other coordination strectfiinterest: coordination
marked with the suffixip. As with ve coordination, the semantics associated with
the inflection marked on the final conjunct are shared with atiwgr conjuncts.

In contrast to theve structure, ip is a suffix on the verb in the left conjunct and it
cannot co-occur with any inflectional morphology. This getprovides a descrip-
tion of our analysis of theip structure as a coordination relation. In addition, we
provide a brief discussion of the consequences for thiscggpr of an alternative
analysis of ip as a “converb” marker.
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4.1 Affixal VP-Coordination

In order to implement theip coordination relation, we follow Drellishak and Ben-
der’s (2005) analysis for the Trans-New Guinea language Werein a feature
registers the presence of marking that is relevant for VRdination. This feature
allows the VP to become part of a coordinated structure tir@unary rule. The
Turkish 4p suffix is, similarly, a VP coordination marker attached to@av While
this option is not directly provided by the Matrix custontipa system, the rele-
vant constraints can be added to an analysis provided byusternization system
in a straight-forward way. In Ono, the marked form was thatrigonjunct. In our
case, where the left conjunct is marked, we needed to chaédination into a
left-branching structure, as was done ¥ercoordination.

The suffix ip cannot occur with any other inflectional morphemes but can be
added directly to the stem or to derivational morphemesoAting to our analysis,
it is therefore added to the verb at the first slot for inflewiosuffixes, creating
a word. This lexical rule changes the value of a feateréo +. In all other
cases, this feature will have the valde The coordination structure that creatgs -
coordination only takes left daughters that are VPs and eaHrk +], the resulting
structure is [P —] again, as illustrated in (25). Note that values relatedettse,
aspect and mood are shared among the conjuncts, just asdoordination.

vp-top-coord

(25) lHEAD.IP -

INDEX.E [1]

/\

vp-p vp-bottom-coord
HEAD.IP +

HEAD.IP —
COMPS< >

INDEX.E[1]

INDEX.E[1]
vp

HEAD.IP —

INDEX.E[1]

4.2 Converb Marker

Some linguists consider verbs marked Ip/“converbs” (Tikkanen, 2001), though
in descriptive literature (Lewis, 1967) it is generallyated as a coordination
marker. Empirical studies have, to our knowledge, not yetegkthis matter; the
definition of “converb” is not clear-cut and the importané¢he “modifying” char-

acter of converbs is debated. Johanson (1995) argues énatate both modifying
and non-modifying converbs in Turkish, where non-modifyitonverbs are dis-
tinguished semantically in that they depict “events of ¢qaarative status”Ipid.,
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p.322). The difference between these and coordinatededaetates to the infor-
mation structure of the clause; converbs may express igomthat is in focus.

Another difference between modifying and non-modifyingneerbs in Turk-
ish lies in their interaction with the scope of the main vevidhereas modifying
converbs fall outside of the scope of tense, aspect and nmagiklers of the main
clause, these do have scope over non-modifying converbgptheede them, as
illustrated in (26) from Johanson 1995, p.323.

(26) Herkes c¢ik-ip '‘Ben Turk-um di-yebil-meli
everybodycome.outeoNV | Turk-COR1.SGsayPOSSIBNEC.3SG

“Everybody should be allowed to step forth and [should bevedid to] say that
he is a Turk.”

According to Johanson’s definition, thig -structures discussed in this paper
should be considered non-madifying converbs. This wouldmtéat their inter-
pretation would be that of events with narrative status etgutinat of main verbs.
This is exactly what the coordination analysis above presidThe only differ-
ence between a coordinated structure and a non-modifyingeco structure is the
subordinate character of the latter. However, becausesthist represented in the
final semantic interpretation of the sentence there doese®nh to be a reason to
propose an analysis that is radically different from the thva is proposed above,
except for perhaps changing the names of the phrases usedverbrather than
coordinated One could also extend the analysis to incorporate the ctoiméor-
mation structure, though this is beyond the scope of theeptestudy.

In sum, whether one considers thg structure as a converbial structure or as a
coordinate structure depends on the criteria that are os#idtinguish the two. We
take the final semantic representation, which is compatilifle the coordination
account, as the primary consideration and use it as the foagiar analysis.

4.3 Shared Scopal Morphemes

Whereas the question of wheth@ marks converbs or coordinated structures is,
in our opinion, not of crucial importance, one observatioentioned by Johanson
(1995) is particularly relevant here: Verbs bearingfall under the scope of the
verb they precede. Though we are not aware of accounts thaisdi this matter
in detail, this property is mentioned by several authorswkiBh grammars. Our
data does confirms this observation concerning the wideesabthe suffix mEli.
In addition, we found that the suffixy)Abil has scope over the entire coordinated
structure when it appears only on the right conjunct. Cargida7) and (28):
27) Cocuk-laffilm izle-yip pizzaye-meli-ler.
child-pL  moviewatch-CcOORDpizzaeatNEC-3PL
“The children must watch a movie and eat pizza.”
(28) Cocuk-laffilm izle-yip pizzayi-yebil-ir-ler.
child-pPL  moviewatch-COORD pizzaeatABIL -AOR-3PL
“The children can watch a movie and eat pizza.”
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The analysis ofip structures described above handles part of the shared in-
terpretation between the verbs: information regardinge¢easpect and mood are
stored as features that are part of the verb’s event varialihch is identified
across conjuncts. HowevemeEli and -§)Abil contribute information that is usu-
ally handled in terms of (scopal) elementary predicatiomscessity and ability,
respectively. Thus, it is more surprising to see this infation shared across con-
juncts!? In §4.4, we demonstrate that a constructional analysis cariderde
right semantics forip structures in which these scopal morphemes occur.

4.4 A Constructional Analysis

If we assume that yjAbil and ‘mEli are scopal and treat them as predicate intro-
ducing morphemes, we cannot obtain the correct interfwataf coordinated VPs
by simply sharing the value of TAM features across both eseNbr can we just
allow the semantics of these morphemes to attach “low”,egbtof merely the
second verb, the suffixes too must have scope over the eatirdinated VP. This
seems to suggest that these affixes attach to phrases rethevards, but “phrasal
affixes” would violate the assumption of lexical integrityhich is generally held
in HPSG. Instead, we propose a constructional solutiorérspirit of the analysis
that Tseng (2003) proposes for apparent phrasal affixesimchr

Both -(y)Abil and ‘mEli contribute eHEAD feature, each of which is referenced
by a special construction that takes a VP daughter and aédappropriate se-
mantics. The AVM in (29) below provides a simplified reprdsgion of the unary
ability-phrase-rule

29 [ [ [verb
HEAD
CAT ABIL na
| VAL

[rel

RELS< PRED “ _abil_rel” >
ARG1
geq

HcoNns{ | HARG

LARG
[verb ]
HEAD
CAT ABIL +
ARGS Loc
vaL  [@[susa([])]

CONT|HOOK | LTOP[3]

C-CONT

This non-branching construction licenses a VP node oveidhwith the fea-
ture declaration4BIL +], and its purpose is to insert thabil_rel predication into

120ther derivational morphemes seem not have this propertcoring to Lewis (1967), the
negation morphemanAalso has wide-scope in thgstructure, but none of the speakers we con-
sulted got this reading.
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the semantics. This predicate is specified in ¢heONT (construction content)
feature of the construction, following standard MRS piafor semantically con-
tentful constructions. It further specifies that the loagl handle of the daugh-
ter VP is the argument of the introduced predicgtén order to ensure that this
construction only applies outside (and not within) VPs damated with ip, the
mother is markedABIL na] and the rule licensing the right-hand daughter of an
-ip structure requiresABIL bool]. A similar construction is posited femEli, with

an associated featuRe CESS subject to analogous constraints. We ensure that the
relevant construction fires if the morphology is presentdxyuiring the valusa

for both of these features in theead-subj-phrase The tree below illustrates the
workings of theaBiL feature in anip coordination.

(30)  head-subj-phrase

/}ity-phrase

NP
[HEAD|ABIL na}

\
vp-top-coord

{HEAD\ABIL +}
/\

vp-ip vp-bottom-coord

[HEADIIP +} [HEAD\ABIL }

|
vp-abil

[HEAD\ABlL }

4.5 Summary

This section has presented an analysisipfcoordination. Our analysis handles
the following facts: In ip coordination, non-final conjuncts must be marked with
-ip, which is incompatible with any other inflectional morphgyo Information
expressed by inflectional morphemes on the final conjunchu@ng tense and as-
pect information) is interpreted as shared with all conjgn©ur analysis handles
this sharing through the same identification of TAM featuass$nve coordination.

In addition, when the final conjunct bears the affixggAbil or -mEli, these are
interpreted as taking wide scope over the whole coordindfedNVe assume these
affixes correspond to scopal elementary predications isehgantics and we pro-
pose an analysis where the affixes contribute only syntéesitures, which then
trigger the application of a construction at the level of toerdinated VP intro-
ducing the scopal predications into the semantics.

BThis argument relation is mediated by the “equal modulo tifiars” (qeq handle constraint, to
allow quantifiers to scope in between, while maintainingsbepal relationship where thabil_rel
outscopes the verb’s (or verbs’) predication(s).
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5 Related Work

In this section, we situate our analysis with respect taedlavork. First, ing5.1,
we contrast our analysis to the LFG account of Broadwell 800 hen, in§5.2,
we describe how our account of these Turkish facts is brosidiylar to Tseng'’s
(2003) account of a very different phenomenon in French.

5.1 Suspended affixation in LFG

To our knowledge, the only other formal account of susperafixiation in Turk-
ish is the LFG account of Broadwell (2008). Broadwell apphgestcoat’s (2002)
notion of “relaxed lexical integrity” which allows a sing(enorphological) word to
represent two adjacent c-structure nodes, even if theuctate nodes do not form
a constituent. On this analysis, the affixes that are shagédeen two or more
conjuncts represent independent c-structure nodes mitgichthe entire coordina-
tion. They are associated with special “instantiation&suvhich allow them to be
co-instantiated with the final word of the nearest conjunct.

Broadwell considers an analysis similar to ours as an atsento the “co-
instantiation” approach. On this alternative analysis,dfiixes are part of the final
conjunct, which bears special functional equations prapag its values for the
features expressed in the affixes to the coordinate stesetsia whole. Broadwell
argues against this analysis on the basis that it requieestipulation that the
special annotations appear on the rightmost conjunct. @r‘'¢b-instantiaton”
analysis, the location of the affixes within the coordindtecure can be seen to
follow from the general head-final property of Turkish.

However, we argue that lexical integrity is hot somethinggitee up lightly.
Furthermore, our analysis allows us to capture the simjldyetween required
matching of tense and aspect morphology when it is overt agdired match-
ing of tense and aspect values when the morphology is notmtres a non-final
conjunct. In addition, we note that Broadwell proposes a#atnmetrical) struc-
ture for coordination, whereas we follow a binary-branghémalysis. On a binary
branching analysis, it is less surprising that one conjahotld have special prop-
erties. Finally, Broadwell notes that his syntactic analgannot capture Kabak’s
morphological generalization about which affixes can b@esnded, and appeals
instead to an external morphological filter. We conclude tha account seems
preferable in that it allows us to handle the data in moreildetaile simultane-
ously preserving lexical integrity.

5.2 Phrasal affixes in French

Tseng (2003) posits a very similar solution to ours for wipgttesars to be a very dif-
ferent problem. In particular, he is addressing the appam@ntradiction between
the phonological and syntactic status of the formatigedeandain French. These
elements (one determiner and two prepositions) are funoctdrich we would ex-
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pect to combine respectively with arf B an NP, but phonologically (and, Tseng
argues, morphologically) they combine with the first wordhiat N or NP. Since
this first word need not be the head, the syntactic and setriafdgrmation that the
functors require is not available to them locally.

Tseng’s solution is to more-or-less freely attdehdeanda as prefixes. The
morphophonological information associated with thesepiological rules han-
dles contextual variation in the form of the prefix, while therphosyntactic effect
of the rule is to encode information about the affix inEnGE feature. TheEDGE
feature is propagated up the periphery of the constitueshisafinally interpreted
by a unary rule which builds an NP out of an & a PP out of an NP, according to
the information stored iEDGE

The analysis proposed in this paper of)Abil and mEli in -ip coordination
differs from Tseng (2003) in that it does not refer to the GeaEDGE and the
values of our phrasal affix features are less complex: thegljneegister presence
of particular morphemes. It would be possible to adapt thayesis and make it
more similar to Tseng’s account of phrasal affixes in Fremdgth the additional
advantage that we would only use one feat@®®dE) rather than twoABIL) and
(NECESY. Fundamentally, however, our analysis is exactly pdr&dl§ seng’s, in
positing a pair of rules, one morphological and one syntaati order to handle
apparent phrasal affixes without sacrificing lexical initggiThe fact that the same
analytical device can handle such superficially differdmerpmena speaks to its
generality while also raising interesting questions alibattypology of phrasal
affixes. When are such paired rules required, and why arentbieyiore common?

6 Conclusion

This paper presented three phenomena related to the meypitenx of Turkish VP
coordination. First, our data showed that tense, aspectranthlity marking on
coordinated VPs must be identical. We proposed an analyaisrtiodels this by
sharing the value of event semantics on both VPs.

The second phenomenon we discussed is that of suspendeatiaiffix This
paper introduced new observations related to plural marked coordination with
multiple coordinands§3.2 and§3.4 presented analyses for binary and multiple co-
ordination, respectively. The latter showed that the ig&ins on multiple coordi-
nands require left branching coordination structurestredhe claim in Drellishak
and Bender 2005.

The only other formal analysis of suspended affixation thatane aware of
is described in Broadwell (2008). 6.1, we discussed this alternative account
and argue that our proposal is superior because (i) it camuatdor the morpho-
syntactic properties of the phenomenon as described byk<at (i) it respects
lexical integrity.

Finally, we discussed coordinated structures that makeofiiee suffix ip.
The alternative view thaip is a converb marker was discussed, and it was argued
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that treating these verbs as converbs does not simplify nléy/sis, nor lead to
a more accurate semantic representation of the sentencqréslented data that
shows that markers on the verb that follows the VP marked vijttscope over
both VPs and therefore seem to attach to a phrase rather tlvarda This would
violate HPSG assumptions on lexical integrity. We show, éxmv, that the data
can be analyzed with the help of a construction.

All the analyses presented in this paper have been implementa small
grammar fragment. In addition to presenting the phenomenatlzeir analyses,
we also indicated how the analyses were implemented wifhdfehe Matrix cus-
tomization system. This had two main benefits: First, itva#ld us to test both the
accuracy of our analyses and whether they could be implexdéma mutually con-
sistent fashion. Second, it allowed us to test the croggHstic applicability and
utility of the Grammar Matrix. On the one hand, the GrammatriMaustomiza-
tion system supported the creation of this paper: it allowsedo quite quickly
produce a grammar testing our hypotheses, which confirnseapiplicability and
utility. On the other hand, our implementations pointed ty@ological fact that
had not been foreseen in building the coordination librdrthe Matrix: namely
that morphological properties may require left-branchingrdination structures.
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Abstract

The paper discusses the so-called adverbial use of the wh-pronoun was
(‘what’), which establishes a non-standard interrogative construction type in
German. It argues that the adverbial use of was (‘what’) is based on the lexi-
cal properties of a categorically deficient pronoun was (‘what’), which bears
a causal meaning. In addition, adverbial was (‘what’) differs from canonical
argument was (‘what’) as it is analyzed as a functor which is generated in
clause-initial position.

By means of empirical facts mainly provided by d’ Avis (2001) it is shown
that was (‘what’) behaves ambivalently regarding the wh-property: On the
one hand, was (‘what’) can introduce an interrogative clause, but on the other
hand it cannot license wh-phrases in situ. While formally analyzing the data
against the background of existing accounts on wh-interrogatives couched
in the framework of Head-driven Phrase Structure Grammar, an analysis is
developed that separates two pieces of information to keep track of the wh-
information percolating in an interrogative clause. Whereas the WH-value
models wh-fronting and pied-piping phenomena, the QUE value links syn-
tactic and semantic information and thus keeps track of wh-in-situ phrases.

1 Introduction

Interrogative constructions always have been of great interest to linguists, and
thus, it is not surprising that the analysis of wh-interrogatives also gained a lot
of attention in the framework of Head-driven Phrase Structure Grammar (HPSG).
There exists by now a significant amount of HPSGian work on wh-interrogatives
dealing with relevant syntactic and semantic phenomena such as wh-fronting, wh-
embedding, and wh-scope assignment.

With Ginzburg and Sag (2000), who provided a comprehensive account of a
wide range of interrogative constructions in English, the core problems concern-
ing the analysis of wh-interrogatives in a constraint-based framework seemed to be
tackled. Nevertheless, some central issues are still open and worth to be discussed.
van Eynde (2004), for instance, has shown that Ginzburg and Sags’ treatment of
pied piping as a non-local dependency faces a number of problems. He therefore
proposes to restrict the percolation of the wh-property within a wh-interrogative
phrase by treating pied piping locally. In this article I will contribute another fact
to the discussion that suggests a revision of the bookkeeping mechanism of the
wh-property percolating within a wh-interrogative clause. By analyzing the Ger-
man non-standard adverbial was-construction I will argue that there exist deficient
wh-phrases whose behaviour necessitates in a constraint-based grammar a sepa-
rated representation of information on syntactic wh-fronting on the one hand and
information on the realization of wh-in-situ phrases on the other hand.

I would like to thank two anonymous reviewers and the audience of the HPSG09 conference
for valuable comments. I am also grateful to Marianne Desmets, Daniele Godard, Jacob Maché,
Alexandr Rosen, Ivan Sag, and Manfred Sailer for data contributions and helpful discussions.
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The adverbial was-construction under discussion is empirically well-known
from German grammar writing, and has been grammatically described thoroughly
by d’Avis (2001), who couched his analysis in the framework of Government and
Binding. An example of the considered construction is given in (1), which is taken
from d’Avis (2001).

(1)  Was schligstdu denn schon wieder den Hund?
What beats  you PART PART again the dog

‘Why are you beating the dog again?’

The adverbial was-construction is peculiar mainly because it is introduced by
a wh-phrase was (‘what’) which does not function as a subject or object phrase.
Instead, was (‘what’) is used similar to an adverbial phrase bearing the meaning
of why. Thus, the non-standard wh-construction in (1) has a causal interrogative
meaning although it contains no overt wh-phrase canonically possessing a causal
lexical meaning.

In this article I will argue by means of empirical data basically provided by
d’Avis (2001) that the adverbial use of the wh-phrase was (‘what’) follows from a
categorial deficiency of the pronominal element was (‘what’). In addition, I will
formally analyze the data against the background of existing HPSG accounts on
wh-interrogatives, thereby showing that none of the previous proposals couched in
HPSGian theoretical terms is sufficient to account for the deficiency of adverbial
was (‘what’) and the respective German non-standard wh-interrogative construc-
tion type.

The article is structured as follows. Firstly, I will introduce the empirical
properties of adverbial was (‘what’) and the corresponding non-standard wh-inter-
rogative construction. Secondly, I will briefly present recent HPSG approaches to
wh-interrogatives, and I will show that all of them are not appropriate to deal with
wh-clauses introduced by adverbial was (‘what’). Thirdly, I will provide evidence
that adverbial was (‘what’) behaves like a categorically deficient pronoun (cf. Car-
dinaletti and Starke (1999); Abeillé and Godard (2003)), and I will finally develop
a new analysis covering the presented empirical facts, thereby arguing that an ade-
quate account of non-standard uses of was (‘what’) requires a better differentiation
between syntactic wh-fronting on the one hand and handling wh-in situ on the other
hand.

2 Empirical facts

The non-canonical adverbial was-construction exemplified by (1) is distinguished
by two obvious properties: (i) The wh-pronoun was (‘what’) heads a wh-phrase that
has to be realized in clause-initial position, and (ii) was (‘what’) bears the meaning
of why instead of the meaning of what and is, thus, used like a causal adverb. The
things are even worse: Although was (‘what’) contributes a causal meaning, it does
not behave like a standard interrogative adverb either. Thus, an obvious analysis
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that treats was (‘what’) as a semantically ambiguous pronoun simply having two
different lexical meanings cannot cope with the empirical facts, which I will present
next in more detail.

2.1 Empirical properties of the German adverbial was-construction

As d’Avis (2001) observed, the non-standard was (‘what’) differs from an ordinary
wh-word in several aspects, particularly with respect to coordination, extraction,
and wh-in situ phenomena.

First of all, adverbial was (‘what’) contrasts to any standard wh-phrase as it
cannot be realized in situ. As example (2a) illustrates, adverbial was (‘what’) is re-
stricted to a clause-initial position (the so-called Vorfeld). Contrary to this, warum
(‘why’) can be used in situ without any problems as (2b) demonstrates.

(2) a. * Wann trifft sich Maria was mit ihrem Exmann?
when meet REFL Maria what with her  divorcé
b.  Wann trifft sich Maria warum mit ihrem Exmann?
when meet REFL Maria why  with her  divorcé
"When does Maria meet her divorcé for which reason?’

In addition, adverbial was (‘what’) cannot be realized in reprise questions, al-
though standard wh-phrases such as warum (‘why’) are completely fine in such a
context. This is illustrated by (3b) versus (3c).

(3) a. Hans will sich scheiden lassen, weil seine Frau zu viel
Hans wants REFL divorce let because his  wife too much
arbeitet.
works
Hans wants to divorce because his wife works too much.

b. *Hans will sich WAS scheiden lassen?
Hans wants REFL what divorce let

c. Hans will sich WARUM scheiden lassen?
Hans wants REFL why divorce let
‘Hans wants to divorce WHY?’

The reverse side of the just mentioned properties of adverbial was (‘what’)
seems to be that was (‘what’), contrary to warum (‘why’), cannot license another
wh-phrase in situ. Whereas the multiple wh-question in (4a) is completely out, the
one in (4b) is perfect.

(4) a. * Was spielt sich wer denn so auf?
what act REFL who PART that way up
b.  Warum spielt sich wer denn so auf?

why  act REFL who PART that way up
‘Why does who act that way up?’
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Furthermore, (5) demonstrates that adverbial was (‘what’) cannot be extracted
out of a complement clause although warum (‘why’) allows this extraction (at least
in some dialects of German).

(5) a. * Was glaubst du, dass Otto den Hund t geschlagen hat?
what believe you that Otto the dog t beaten has

b.  Warum glaubst du, dass Otto den Hund t geschlagen hat?
why  believe you that Otto the dog t beaten has
‘Why do you believe that Otto has beaten the dog?’

In addition, the contrast in (6) indicates that adverbial was (‘what’) cannot be
coordinated with another standard wh-phrase. This is a fact that one would not
expect if adverbial was (‘what’) were a canonical wh-interrogative expression.

(6) a. * Wannund was will sich Maria scheiden lassen?
when and what wants REFL Maria divorce let
b.  Wann und warum will Maria sich scheiden lassen?
when and why  wants Maria REFL divorce let
‘When and why wants Maria to divorce?’

Last but not least, adverbial was (‘what’) cannot bear a focus accent. As the
contrast in (7a) versus (7b) exemplifies, this is again in contrast to canonical adver-
bial wh-phrases like warum (‘why’) .

(7) a. *Ich mochte wissen, WAS Maria sich scheiden lassen will und
I want to know what Maria REFL divorce let wants and

nicht wann.
not when
b.  Ich mochte wissen, WARUM Maria sich scheiden lassen will
I want to know why Maria REFL divorce let  wants

und nicht wann.
and not when

‘I want to know why Maria wants to divorce and not when.’

In the light of these facts one could wonder whether the adverbial was-con-
struction is a wh-interrogative construction at all. But evidence for its interrogativ-
ity comes from data like (8) and (9).

(8) indicates that adverbial was-constructions are not limited to root clauses,
but can be combined with question embedding predicates such as wonder and want
to know, which means that the adverbial was-construction can be used as an indi-
rect question.

(8)  Ich mochte wissen, was Maria den Hund wieder schlégt.
I want to know what Maria the dog again beats

‘I want to know why Maria is beating the dog again.’
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In addition, example (9) demonstrates that the German equivalents to expres-
sions like the hell, on earth or the devil, whose occurrence is clearly restricted to
interrogative phrases, can be added to adverbial was.

(9)  Was zum Teufel schldgst du schon wieder den Hund?
why the devil  beats you REFL again the dog

‘Why the devil are you beating the dog again?’

Thus, there seems to be no doubt that adverbial was (‘what’) introduces a wh-
interrogative clause with a question meaning. On the other hand, it is obvious
that this construction at least syntactically does not behave like a standard wh-
interrogative clause. This raises the question of how we can account for this non-
canonical behaviour of the adverbial was-construction and which consequences for
a HPSGian treatment of wh-interrogative clauses in general result from this.

2.2 The adverbial was-construction is not restricted to German

Note that the adverbial was-construction is by no means an idiosyncratic German
construction. For instance Nakao and Obata (2009) discuss accusative wh-adjuncts
with reason meaning in Japanese. Interestingly enough, the data they provide for
Japanese match the German facts. Nani-o in example (10) behaves, in grammatical
terms, exactly like German was (‘what’) as it is an accusative wh-adjunct with
reason meaning.

(10) a. Kare-wa nani-o sawai-dei-ru no?
he-TOP what-ACC make-noise-PROG-PRES Q

‘Why is he making a noise?’

b.  Kare-wa naze sawai-deu-ru no?
he-TOP why make-noise-PROG-PRES Q

‘Why is he making a noise?’

In addition, as M. Desmets and A. Rosen (p.c.) pointed out, the same con-
struction type can be observed in French and Czech. Since the adverbial use of
interrogative what is not confined to German, an adaquate analysis in constraint-
based grammar seems to be required. However, having a closer look at existing
HPSGian approaches to wh-interrogatives, none of them seems to be appropriate
to capture the peculiarities of the adverbial was-construction. Two major reasons
are responsible for this result: Firstly, in all previous accounts it is assumed that
basically any wh-phrase can be realized in-situ, and secondly there is no device
that allows a fronted wh-phrase to have access to the information whether an in-
situ wh-phrase is present or not. Consequently, the grammar overgenerates because
there is no way to exclude the ungrammatical examples in (2a) and (4a). The prob-
lem arises since in all accounts two structural aspects of interrogative clauses, i.e.
(i) the topicalization of a single wh-phrase on the one hand, and (ii) the handling
of wh-phrases in-situ on the other hand, are somehow mixed up by using just one
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single feature value to keep track of the syntactic wh-information. I will briefly
elaborate on this issue in the next section.

3 Relevant HPSG approaches to wh-interrogatives

It is well-known that the nonlocal feature QUE is usually exploited to represent the
wh-property. This idea goes back to Pollard and Sags’ standard HPSGian analysis
of wh-interrogatives. QUE, whose value represents a restricted index of type npro,
is lexically instantiated for all wh-words. Subject to the Non-local Feature Princi-
ple, the value of the QUE feature percolates in a phrase until bound. In this setup,
QUE instantiation and percolation ensures that a wh-interrogative clause contains
exactly one fronted wh-phrase. At the same time, QUE is used to determine the
semantic scope of a wh-phrase by binding the QUE value at an appropriate con-
stituent. Consequently, the information that a clause contains a wh-in-situ phrase
is accessible only indirectly.

In their approach to wh-scope assignment, Pollard and Yoo (1998) also use
the QUE feature to handle wh-fronting, pied piping and the licensing of wh-in-
situ phrases. They, however, suggest that each wh-word introduces a quantifier
that is represented as a value of QUE, which is a synsem feature in their account.
In fact, an interrogative operator associated with a wh-phrase is stored twice: as
value of the QUE feature and as value of the QSTORE feature of the wh-phrase.
This is depicted in figure 1 showing the partial lexical entry for the wh-word who
according to Pollard and Yoo (1998).

[PHON (who) T
i [caT NP 1
quant
DET which
npro
SYNSEM LOCAL | CONT INDEX
RESTIND )
RESTR {{QUANTS ellst:|}
NUCL | INST
| esTorE {21} ]
i LQue {121} 1]

Figure 1: Partial lexical entry for a wh-word according to Pollard and Yoo (1998)

In addition, Pollard and Yoo (1998) implement a Cooper storage mechanism
in order to determine the scope of a wh-quantifier. They formulate a syntactic li-
censing constraint on wh-retrieval that firstly says that the retrieval of quantifiers
introduced by wh-in-situ phrases is only allowed if there is a left peripheral wh-
phrase whose quantifier is simultaneously retrieved, and secondly that any non-
empty QUE value of a filler daughter must be retrieved. This constraint thus syn-
tactically cues the point where interrogative meaning is retrieved.
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Similar to Pollard and Sags’ approach, Pollard and Yoo (1998) cannot account
for the ungrammaticality of (2a) and (4a), where was (‘what’) is realized in situ
as the information of the realization of a wh-in-situ phrase cannot be accessed
by the left-peripheral wh-filler-phrase. The syntactic licensing constraint on wh-
retrieval that they formulate only implements the retrieval of quantifiers introduced
by wh-in-situ phrases in dependence of a simultaneously retrieved left peripheral
wh-phrase. Nothing is said concerning the relation between a retrieved non-empty
QUE value of a filler daughter and a potential wh-in-situ phrase. The information
that a wh-in-situ-phrase might exist could only be derived from the QUANTS-list,
but this list cannot be accessed by the fronted wh-phrase.

In the construction-based account proposed by Ginzburg and Sag (2000) —an
elaborated version of Ginzburg (1992)—the analysis is based on a multi-inheri-
tance hierarchy of sorts with associated sort constraints. Inspired by situation se-
mantics, Ginzburg and Sag (2000) hold the view that questions are basic semantic
entities such as individuals and propositions. Grammar objects of sort question are
distinguished from any other entity in terms of a feature called PARAMS, whose
set value must always be non-empty for wh-questions. Syntactically, Ginzburg
and Sag (2000) basically follow Pollard and Sag (1994) by arguing for a non-local
head-driven treatment of wh-interrogatives. The wh-property is represented by a
set-valued WH feature. Wh-words bear an optional WH specification such that the
WH value of an interrogative word can either be a singleton set containing a pa-
rameter or an empty set as is illustrated in figure 2. This assumption is necessary to

[PHON (who) ]

CAT NP

param
CONT
LOCAL INDEX
SYNSEM
aram
STORE { [p ]}

INDEX
[wir{(&)}

Figure 2: Partial lexical entry for a wh-word according to Ginzburg and Sag (2000)

syntactically handle in-situ wh-words without violating the WH constraint saying
that all non-initial arguments of a lexeme must be specified as [WH { }]. In addi-
tion, the Filler Inclusion Constraint, which requires that the non-head daughter of
a clause of sort wh-interrogative-clause must be WH-specified, ensures that each
interrogative clause is introduced by an expression that is or contains an interrog-
ative wh-word. In this setting, the fact that a clause contains a wh-phrase in situ is
only inferable from a non-singleton PARAMS value of the clause. The non-head
daughter of a wh-interrogative, however, has no access to this information. Again,
the ungrammaticality of (2a) and (4a) cannot be captured. An alternative analysis
whereupon the PARAMS value of adverbial was (‘what’) is generally stipulated
to be lexically empty is not viable either because such an approach results in a
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semantic interpretation for the was-construction which equates the interpretation
of polar questions, which is certainly not eligible. Also, the STORE value cannot
be exploited to restrict adverbial was (‘what’) to an initial position and to pre-
vent any other wh-phrase from occuring in-situ because firstly an empty STORE
at clause-level is a requirement that is valid for all independent clauses including
all clauses of sort wh-interrogative-clause, and is thus no specific requirement for
adverbial was-constructions. Secondly, it is not obvious how the STORE value of
the clause’s head-daughter shall be restricted by the non-head daughter, especially
considering the fact that non-wh-quantifiers might be regularly stored as well.

van Eynde (2004) enhances Ginzburg and Sags’ account by proposing a local
functor-driven treatment of the wh-property. The gist of his proposal is that all cat-
egories are either functors or heads, and functors select their head sisters via a head
feature SELECT. In addition, he redefines objects of sort category as he introduces
a MARKING feature having the values marked or unmarked. The fundamental
architecture of this account is depicted in figure 3.

cat
part-of-speech

HEAD
SELECT canon-ss V none

MARKING marking
SUBJ list (synsem)
COMPS list (synsem)

Figure 3: Redefinition of objects of type category according to van Eynde (2004)

The MARKING value propagates from the functor daughter to the mother in
head-functor phrases, or otherwise from the head daughter. For our purposes van
Eynde’s definition of the WH feature is interesting: He redefines it as a boolean
feature having the values positive or negative and being appropriate for objects of
type marking. He further stipulates that all words are negatively marked for WH
in the lexicon, except for the wh-words, which remain lexically underspecified as
is shown in figure 4.

PHON (who)

WH «

marked
CAT NP |MARKING
SYNSEM | LOCAL

CONT parameter

Figure 4: Partial lexical entry for a wh-word according to van Eynde (2004)

Since van Eynde adapts Ginzburg and Sags’ Filler Inclusion Constraint by re-
quiring that the non-head daughter of a wh-interrogative clause must be a sign with
a positive WH value, underspecified wh-words are compatible with the Filler In-
clusion Constraint. If a wh-phrase occurs in a left-peripheral position its WH value
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is positively specified. If a wh-phrase is used in situ, its WH value is negatively
instantiated. This, however, leads to the result that wh-in-situ phrases are in terms
of their WH specification not distinguishable from any other non-wh-phrase, which
means again, that the examples in (2a) and (4a) cannot be excluded, and the gram-
mar overgenerates.

The problem for all existing approaches to wh-interrogatives seems to be that
they are all based on the assumption that any wh-phrase can in principle be fronted
or realized in-situ. If we look at the adverbial was-construction, this assumption,
however, seems to be wrong. Although adverbial was (‘what’) can mark a clause
as wh-interrogative and functions in this respect as a normal wh-phrase, it is at the
same time deficient in that it can neither be placed in-situ nor license another wh-
phrase within the clause. In addition, it cannot be extracted and not be coordinated
with an ordinary wh-phrase.

To account for these facts, I propose an analysis of the adverbial was-construc-
tion that is based on the following fundamental assumptions:

e There exist two wh-words was (‘what’) in the lexicon: a standard wh-pro-
noun that behaves like a typical argument wh-phrase, and a categorically
deficient pronoun with adverbial function.

e The peculiarities of the adverbial was-construction follow from the defi-
ciency of was (‘what’).

o Adverbial was (‘what’) is distinguished from canonical argument was
(‘what’) as it is not analyzed as a filler-phrase, but acts as a functor in the
sense of van Eynde (2004), and is thus restricted to a left-peripheral position.

e Two separate syntactic features, both representing wh-information, are ex-
ploited: one to treat wh-fronting and to handle pied piping; the other one to
keep track of wh-in-situ phrases.

Before I develop this analysis in more detail, I will show next that adverbial
was (‘what’) indeed behaves like a deficient pronoun, thereby presuming a theory
that divides pronouns in different classes depending on their syntactic weight.

4 Adverbial was (‘what’) as a deficient pronoun

Research on the Germanic pronominal system goes back as far as to Koster (1978).
In the course of this research it has been shown that pronouns are not homogeneous
at all, but differ distributionally, prosodically, morphologically, syntactically and
semantically.

It has been claimed that there exist pronouns with a special syntax in Germanic
languages, which makes it necessary to distinguish them from standard pronouns
which were called ‘strong pronouns’. For instance, the 3rd person neuter pronoun
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es (‘it”) was taken as a typical example of such a non-canonical pronoun that gram-
matically differs from typical strong pronouns in German.

Furthermore, the thorough comparison of Germanic pronouns with the set of
pronouns in Romance languages has led to the assumption that there are univer-
sal pronominal categories. Cardinaletti and Starke (1999) for instance develop an
analysis of the languages’ pronominal systems in terms of a three way distinction
between ‘strong’, ‘weak’ and ‘clitic pronouns’. They literally point out that the
differences between these pronominal categories should be accounted for by a the-
ory of featural deficiency. In addition, Cardinaletti and Starke (1999) claim that
there is a ranking in deficiency between these subclasses: clitic pronouns are more
deficient with respect to weak pronouns, which are in turn more deficient with re-
spect to strong pronouns. Although the pronominal system of Germanic languages
differs from the one of Romance languages in that the morphology of Germanic
pronouns is often opaque, there seems to be evidence that a three-way split is in-
deed justified for Germanic. Haegemann (1999) for instance has demonstrated that
the three classes are instantiated in the object pronominal system of West Flemish.

Although Cardinaletti and Starkes’ proposal has been critized in several aspects
(cf. van Riemsdijk (1999), as far as I know no-one has challenged the principle idea
of a tripartite classification of pronouns so far. An even more fine-grained distinc-
tion between strong and weak categories has been proposed for instance by Abeillé
and Godard (2003). In order to account for French adverbs they introduce a fourth
category called ‘light’. Since the argumentation here focuses on the fact that adver-
bial was (‘what’) is deficient or weak in comparison to canonical wh-words such
as argument was (‘what’), which generally behaves like a strong element, nothing
specific of the proposed analysis here hinges on the question of which of the by
now proposed classifications according to the weight of a syntactic cataegory is the
more adequate one. The crucial claim made here is that adverbial was (‘what’) is
peculiar in that it is not a strong, but a deficient wh-word belonging to the class of
pronouns.

Evidence for this assumption can be derived from the following properties of
adverbial was (‘what’) which correspond to the criteria that Cardinaletti and Starke
(1999) and others generally apply to deficient pronouns.

(i) A deficient pronoun must occur at surface structure in a special derived po-
sition, which means that it cannot be found in a base position. This clearly
applies to adverbial was (‘what’) as the contrast between (3b) and (3c) il-
lustrates. If we compare adverbial was (‘what’) to the wh-expression warum
(‘why’), only warum (‘why’) can be positioned in the so-called German Mit-
telfeld, whereas was (‘what’) is restricted to a clause-initial position.

(i) The contrast between (3b) and (3c) also supports a second general differ-
ence that Cardinaletti and Starke (1999) identified between strong and defi-
cient pronouns as being a matter of distributional asymmetry: Compared to
a strong pronoun, a deficient pronoun has an impoverished distribution. If
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one compares adverbial was (‘what’) with a strong wh-word such as warum
(‘why’) the same distributional result is achieved.

(iii) A deficient pronoun is incompatible with coordination. The contrast (5a)
vs. (5b) clearly demonstrates that this restriction applies to adverbial was
(‘what”).

(iv) Contrary to a strong pronoun, a deficient pronoun is incompatible with mod-
ification. The following contrasts support the assumption that was (‘what’)
behaves similarly.

(11) a. * Was genau schldgst du denn schon wieder den Hund?
what exactly beat  you PART PART again the dog

b.  Warum genau schldagstdu denn schon wieder den Hund?
why  exactly beat  you PART PART again the dog

‘Why exactly are you beating the dog again?’

(v) Deficient elements mostly occur unstressed, which is true for adverbial was
(‘what’) if we take into account that was (‘what’) cannot bear a focus accent.

(vi) There is a semantic asymmetry between deficient and strong pronouns. De-
ficient pronouns are incapable of bearing their own range-restriction. The
causal interpretation of adverbial was (‘what’) seems to be possible just be-
cause was (‘what’) is semantically underspecified. Therefore it is not sur-
prising that there exists another non-canonical use of was (‘what’) which
may occur in exclamative constructions like (12) (cf. d’Avis (2001)).

(12)  Was DER seinen Hund schligt!
what he  his  dog beats

‘How (much) he beats his dog!’

In this case, was (‘what’) specifies a degree instead of a reason as was
(‘what’) bears the meaning of wie sehr (‘how’/*how much’).

Taking these facts into account, it suggests itself to assume that adverbial was
(‘what’) belongs to the class of deficient pronouns. Such an analysis seems to be
superior to a conceivable alternative approach whereupon adverbial was (‘what”)
is analyzed as a deviant wh-complementizer similar to how come in English as one
of the reviewers proposed. Let me briefly motivate my view.

First of all, a pronominal status of adverbial was (‘what’) allows to put it in
a row with interrogative, relative and indefinite was (‘what’) being homophonous
to adverbial was (‘what’) and doubtlessly belonging to the class of pronouns, cf.
Gallmann (1997).

Secondly, adverbial was (‘what’) does not behave like typical complementizers
in German in two respects. One concerns the position of the finite verb. German as
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a verb second language possesses complementizers that—apart from few known
exceptions —either select verbal phrases with the finite verb in final position or
with the finite verb in second position. Adverbial was (‘what’), however, may
occur with both, verb final and verb initial clauses. In the latter case, was (‘what’)
even occupies the so-called Vorfeld-position, which is usually not adequate for
complementizers. Thus, in this respect was (‘what’) has nothing in common with
an ordinary complementizer.

There is a third reason that militates against a complementizer analysis: The
meaning of adverbial was (‘what’) as a potential complementizer would depend on
its syntactic context. This results from a comparison of the data in (12) and (13).

(13)  Was der seinen Hund schlédgt?
what he his  dog beats

‘Why does he beat his dog?’

Was (‘what’) would function as a causal interrogative complementizer in case of
(13), but as a modal exclamative complementizer in case of (12). An analysis that
describes the meaning of a complementizer against the meaning of the constituent
it combines with, however, is implausible if one considers that the meaning of a
complementizer is normally lexically determined.

Last but not least, the fact in (9) is difficult to bring in line with a complemen-
tizer analysis. Modifiers like zum Teufel (‘the devil’) only adjoin to a WH-specified
lexical item. Complementizers, however, are generally not WH-specified.

Taking these arguments into account it seems to be more fruitful to assume that
adverbial was (‘what’) is a clause-initial wh-pronoun and not a complementizer as
how come in English.

In the next section, an analysis of the causal was-construction is developed that
adequately captures the presented facts.

5 An alternative approach

The fundamental ideas of the proposed analysis are (i) that adverbial was (‘what’)
is forced to a clause-initial position and (ii) that two separate mechanisms keep
track of the wh-property in a clausal phrase structure. Firstly, van Eynde’s boolean
WH feature is used to ensure that at least one wh-phrase is fronted in a wh-inter-
rogative clause. And secondly, the QUE feature as defined by Pollard and Yoo
(1998) is exploited to license wh-in-situ phrases. In the following, I want to expli-
cate this approach in more detail.

To simplify matters I first extent the inventory of head values by differentiat-
ing the value p-nouns including all pronouns into strong-p-noun, weak-p-noun and
clitic as is depicted in figure 5. Accordingly, adverbial was (‘what’) bears a HEAD
value weak-p-noun. Assuming that the HEAD value of argument was (‘what’) is
specified as strong-p-noun it is easy to explain why the coordination in example
(6a) is ungrammatical. A categorial mismatch between weak and strong pronouns
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is responsible for the fact that adverbial was (‘what’) cannot be coordinated with a
canonical wh-interrogative pronoun. Moreover, the aforementioned non-canonical
prosodic properties of adverbial was (‘what’), i.e. that adverbial was (‘what’) nei-
ther can be stressed nor focalized follow from the fact that adverbial was (‘what’)
is analyzed as a deficient pronoun of type weak-p-noun.

part-of-speech
adjective noun verb adverb preposition

p-noun

T

strong-p-noun weak-p-noun clitic

c-noun

Figure 5: Partition of type part-of-speech

I further assume that the adverbial was-construction establishes a new interrog-
ative construction type called wh-functor-interrogative-clause which inherits from
both interrogative-clause and head-functor-phrase as is given in figure 6.

hd-fun-phr hd-fill-phr int-cl

wh-fun-int-cl ~ wh-fill-int-cl  in-situ-int-cl  pol-int-cl

Figure 6: New interrogative construction type for adverbial was-construction

Adopting the feature architecture of van Eynde (2004) and in particular his
functor treatment according to which functors are defined as signs which select
their head sister, the WH feature is associated with the MARKING value as de-
picted in figure 7. The percolation of the WH value is constrained by van Eynde’s

cat
MARKING | WH wh

Figure 7: WH defined as a feature of type marking

Generalized Marking Principle saying that the MARKING value is propagated
from the functor daughter if present or from the head daughter otherwise as can
be seen in figure 8.

I further assume that a clause of type wh-fun-int-cl, which is the clause type
used to describe adverbial was-constructions, is characterized by a functor daughter
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hd-fun-ph
SYNSEM | LOC | CAT | MARKING [1l marking

HEAD | SELECT ] )
MARKING ’
HEAD-DTR [3] [sYNSEM [2] synsem]

DTRS ( | SYNSEM | LOC | CAT [
Figure 8: Generalized Marking Principle following van Eynde (2004)

which belongs to the class of weak pronouns and whose WH value is positively
specified. This restriction is formulated by the constraint given in figure 9.

HEAD k-p-
DTRS (| SYNSEM | LOC | CAT wedatp nounﬂ,)

wh-fun-int-cl = MARKING | WH positive

HEAD-DTR

Figure 9: Restrictions concerning the functor daughter of the new interrogative
construction type for adverbial was-construction

Contrary to any other wh-word adverbial was (‘what’) is lexically treated as a
deficient pronoun that bears a positively specified WH value. This follows from
the lexical specification for was (‘what’), which is depicted in figure 10. Differing

word
PHON (was)
HEAD weak-p-noun

SS | LOC | CAT .
MARKING | WH positive

Figure 10: Partial lexical entry for adverbial was (‘what’), part |

from adverbial was (‘what”), canonical wh-words such as argument was (‘what’) or
adverbial warum (‘why’) are stipulated to remain lexically unspecified with respect
to the WH value.

It follows from the assumptions regarding adverbial was (‘what’) that it may
introduce a wh-interrogative clause since (i) it is compatible with the aforemen-
tioned constraint on objects of type wh-fun-int-cl, and (ii) it satisfies van Eynde’s
Filler Inclusion Constraint (under the tacit assumption that this constraint has been
extended to be applicable to clauses of type wh-fun-int-cl). The requirement of the
Filler Inclusion Constraint that any fronted wh-phrase is specified as WH positive
is lexically fulfilled in the case of adverbial was (‘what’). On the other hand, it
is guaranteed that adverbial was (‘what’) cannot be placed in situ because in-situ
phrases must bear a negatively specified WH value, which is only realizable for
wh-words whose WH value is lexically unspecified.

The treatment of adverbial was (‘what’) as a functor in the sense of van Eynde
(2004) allows adverbial was (‘what’) to have access to its sister constituent which
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is the head daughter of a clause of type wh-fun-int-cl. Again, this is captured in the
lexicon. As figure 11 demonstrates, adverbial was (‘what’) selects a syntactically
saturated and negatively WH specified sentential head daughter. Thus, it is impos-
sible that a wh-in-situ phrase is realized at the same time. The functor treatment
also allows to explain the extraction facts since functors resist extraction.

[word T
PHON (was)
_weak-p-noun 17
synsem
HEAD verb
HEAD
SS|LOC| CAT SELECT suBi()
CAT
comps ()
MARKING | WH negative
L | MARKING | WH positive 1

Figure 11: Partial lexical entry for adverbial was (‘what’), part 11

However, one major problem of the previous accounts has not been solved, yet.
If a wh-interrogative clause is introduced by adverbial was (‘what’), so far nothing
prevents any other wh-phrase to occur in situ, which contradicts the data in (4a). To
account for the fact that adverbial was (‘what”)—contrary to argument was—does
not license a wh-in-situ phrase, I suggest to employ the QUE value defined with
Pollard and Yoo (1998) as a synsem feature. I assume that adverbial was (‘what’)
is a functor that differs from any other wh-phrase in the requirement that it selects
a saturated VP whose QUE value is instantiated by the empty set and thus may not
contain a wh-element. Adverbial was (‘what’) itself has a filled QUE set which
contains, depending on the theoretical setting, either a wh-quantifier or a restricted
index in case it is stated that wh-words intrinsically lack a quantificational force.
The partial lexical entry of adverbial was (‘what’) amended with this information
is depicted in figure 12 on the next page.

Figure 13 on next page gives an example analysis: Was (‘what’) is analyzed
as a deficient pronoun of type weak-p-noun lexically marked as WH positive. It
introduces into the QSTORE a quantifier with a causal meaning. This quantifier
is retrieved at the mother, which results in a question meaning of the whole con-
struction. The verbal head daughter is specified as WH negative and has an empty
QUE-value due to the selection properties of the functor daughter realized by was
(‘what”).

6 Conclusion

I hope to have shown that the adverbial use of the wh-expression was (‘what’) es-
tablishes a new interrogative construction type which is based on the lexical prop-

146



['word
PHON (was)

SS |LOC

i i [weak-p-noun 17
_synsem T
HEAD verb
car | | seLect CAT SUBJ <>
LocC comps ()
MARKING | WH negative
L i QUE {} 1
| MARKING | WH positive i
CONT
[DET which
INDEX
QSTORE - QUANTS ()
RESTR reason
¢ |:INST ]
[ue {2} 1]

Figure 12: Partial lexical entry for adverbial was (‘what’), part III

[PHON <was>

CAT
LOC
SS

QST

Que {[2I}

PHON <was, schligst, du, den Hund>

CAT | MARKING | WH positive
LOC | QSTORE{}

Quants ({[2I})

QUE {}

T

b weak-p-noun
SELECT
MARKG | WH positive

ORE { reason}

PHON <schliigst, du, den Hund>

Loc CAT | MARKG | WH negative
ss QSTORE{}
QUE {}

Figure 13: Example analysis for example (1)
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erties of a categorically deficient pronoun was (‘what’) that bears a causal mean-
ing. By means of empirical facts on prosody, coordination, extraction, and wh-in-
situ phenomena, I have argued that was (‘what’) behaves ambivalently regarding
the wh-property: On the one hand, was (‘what’) may introduce a wh-interrogative
clause, but on the other hand it neither can occur in situ nor can it license ordinary
wh-in-situ phrases. This behaviour clearly contrasts to canonical wh-phrases.

To account for the presented facts, I have proposed an analysis that treats adver-
bial was (‘what’) as a functor selecting its head daughter. It follows from this anal-
ysis that adverbial was (‘what’) is forced to a clause-initial position. I have further
argued that a proper analysis of the was-construction type necessitates a separation
of two pieces of wh-information propagating in a wh-interrogative clause. I have
suggested to exploit the marking feature WH for the modeling of wh-fronting and
pied-piping phenomena, and the local feature QUE for the linking of syntactic and
semantic information in such a way that it is possible to keep track of wh-in-situ
phrases.

In this article I focussed on genuine grammatical aspects of the adverbial was-
construction. Therefore, I had nothing to say about the peculiar pragmatic condi-
tions that are related to the adverbial use of was (‘what’). In particular, the con-
struction seems to have some special speaker’s inferences and might be related to
the speaker’s illocutionary force. I leave this issue open for future research.
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Abstract

In this paper we develop an HPSG syntax-semantics of negetivcord
in Romanian. We show that n-words in Romanian can best bietrea neg-
ative quantifiers which may combine by resumption to formypdic nega-
tive quantifiers. Optionality of resumption explains théseence of simple
sentential negation readings alongside double negataxfirgs. We solve
the well-known problem of defining general semantic compmsiules for
translations of natural language expressions in a logicajuiage with poly-
adic quantifiers by integrating our higher-order logic irxloal Resource Se-
mantics, whose constraint-based composition mechanisetdlg support a
systematic syntax-semantics for negative concord witlggubt quantifica-
tion.

1 Introduction

We present an analysis of the syntax and semantics of theot&emanian Neg-
ative Concord (NC) constructions as polyadic quantificatio Lexical Resource
Semantics (LRS, Richter and Sailer (2004)). Following gopsal by de Swart
and Sag (2002) for French, we express the truth conditiosscated with Roma-
nian NC constructions by means of negative polyadic quardifi Going beyond
de Swart and Sag’s largely informal treatment of the logreglresentations for
polyadic quantification in HPSG, we extend the logical repreation language
and modify the interface principles of LRS to accommodatiyaatic quantifiers.
This way we arrive at a theory of Romanian NC using resumgalgadic quan-
tifiers. Resumptive polyadic quantifiers are a notoriousbjam for frameworks
which use the lambda calculus in combination with a funetidheory of types
to define a compositional semantics for natural languagas. p@posal of im-
plementing them with LRS overcomes these fundamental ddjinitations, and
LRS is powerful enough to specify by standard HPSG devices@ge systematic
relationship between a surface-oriented syntax and sé&mapresentations with
polyadic quantifiers.

Sentential negation in Romanian is usually expressed byedhgal prefixnu
(Barbu (2004)). In the absence of other negative elementspntributes seman-
tic negation (1a). If in addition an n-word such misiun is present (1b), only a
negative concord (NC) reading is available, a double negdN) interpretation
is not. The negation marker (NMu is obligatory with n-words. In constructions
with two n-words, both a NC reading and a DN reading are aviailélc)?

fWe would like to thank Janina Radé for proofreading and mamgestions. We also thank
Daniéle Godard, Doug Arnold and the audience of HPSGO09 foruating comments and discus-
sion.

The DN reading in (1c) is dependent on a context in which omalegr formulates a negative
proposition using the n-constituemicio carteand another speaker denies that proposition by means
of the n-constituenticiun studentSee lor@dchioaia (2009, §3.4.2) for details.
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(1) a. Unstudentnu a venit.
a studentNM hascome

‘Some student didn't come.’

b.  Niciun student(nu) a venit.
no studentNM hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn’'t come.’ (DN)

(o} Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

i. ‘No student read any book.’ (NC)
ii. ‘No student read no book. (DN)

NC poses an immediate problem for composing the meaningwéisees from
the meaning of their parts: Several apparently negativstitaants are ultimately
interpreted as single sentential negation. “NPI apprasictieNC solve this puz-
Zle by postulating that n-words like the ones in (1b) and €élre)in fact negative
polarity items (NPIs) without inherent semantic negatibadusaw (1992)). Such
theories, however, cannot account for the DN reading in. ({13) together with
(1b) suggests that (a) n-words are exponents of semantatioegand (b) the neg-
ative markemudoes not contribute negation in the presence of n-words.n&b
its main features, our syntax-semantics interface for RoamaNC acknowledges
the lexically negative semantics of n-words and of the NMJ arcaptures under
what circumstances the inherent negativity of the NM canlizeoved.

The remainder of the paper is structured as follows: Firstliseuss the data
that lead us to conclude that Romanian n-words are indeedtinegquantifiers
(Section 2). Then we move on to the tools that we need to fatawur theory
and extend the logical object language and the principldsR8 in such a way
as to have resumptive polyadic quantifiers at our disposait{@ 3). The core
of our theory of Romanian NC is presented in Section 4, whexdosmulate a
language-specific principle that captures the propertiesinople Romanian NC
constructions. In Section 5 we show that our analysis caxteméed in a straight-
forward way to more complex cases which involve scope ptmsepf negative
quantifiers in embedded subjunctive clauses. In the findiosewe briefly sum-
marize the results and speculate about possible futurdagements.

2 Data

In this section we discuss evidence for the negative sensastRomanian n-words
and for their quantificational behavior. We focus on the prips of n-words in
Romanian and on counterevidence for a treatment of Romanveords as NPIs.
Alternative approaches to NC will not be considered hereetaitd discussion
can be found in lordchioaia (2009).
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NPI approaches to NC rest on two claims: (a) n-words lack timgaand
(b) they are semantically licensed by an anti-additive afger(see below for an
algebraic characterization of anti-additivity). Ladus@l®92) argues that the se-
mantic licenser of NPIs may be covert. This proposal has bedely exploited
in the minimalist tradition (see, for instance, Zeijlste®04)), but is not available
in a surface-oriented syntactic framework such as HPSChadfitthe option of an
empty syntactic operator, the only plausible licenser wfamds in a NC construc-
tion like (1b) is the NM. In Romanian the NM is usually obligat with n-words,
which has been interpreted as a consequence of its fundiarsamantic licenser.
Analyses that adopt this view were formulated for Polish N@izepiorkowski
and Kugt (1999) and Richter and Sailer (1999), and for Romanian imedou
(1999). We do not subscribe to this idea and will show instibadl although the
Romanian NM acts as a licenser for NPIs, it does not behaeedikemantic li-
censer for n-words, and n-words do not need a semantic &ceas they carry
negation themselves.

According to Ladusaw, the semantic licenser of n-words rhasit least anti-
additive. A negative functiorf is anti-additive iff for each pair of set¥ andY’,
f(XUY) = f(X)n f(Y). Inthe absence of n-constituents, the MMreceives
an anti-additive interpretation (2):

(2 a. Studentii nu au citit romanesaupoezii.
students-th&lM havereadnovels or poems

‘The students haven't read novels or poems.’

b. = Studentii nu au citit romanesi studentii nu au
students-thé&NM havereadnovels andstudents-thd&NM have
citit poezii.
readpoems
= ‘The students haven't read novels and the students haezt
poems.’

If the disjunction thatu takes as argument contains n-words, anti-additivity
disappears, and the two n-words are interpreted indep#pderder the scope of
negation (3):

3) a. Studentii nu au citit niciun romansaunicio poezie.
students-th&lM havereadno  novel or no poem

‘The students read no novel or no poem.’

b. # Studentii  nu au citit niciun romansi  studentii
students-théM havereadno novel andstudents-the
nu au citit nicio poezie.
NM havereadno poem

= ‘The students read no novel and the students read no poem.’
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c. =Studentii nu au citit niciun romansaustudentii
students-th&dM havereadno novel or students-the
nu au citit nicio poezie.
NM havereadno poem
= 'The students read no novel or the students read no poem.’

If the n-words in (3) are replaced with NPIs, the anti-adiditi test succeeds.
The contrast between (3) and (4) indicates thaacts as licenser for NPIs but not
for n-words.

4) a. Studentii nu au citit vreun romansauvreo poezie.
students-th&lM havereadany novel or anyopoem
‘The students didn’t read any novel or any poem.’
b. =Studentii nu au citit vreun romansi studentii  nu
students-th&lM havereadany novel andstudents-thé\M
au citit vreo poezie.
havereadany poem

= ‘The students didn't read any novel and the students digat
any poem.’

Evidence for the inherent negativity of n-words comes froagfmentary an-
swers (5a) and past participial constructions (5b), wham®rds do not require the
presence of the NM and contribute negation alone:

) a. A:Who was at the door?
B: Nimeni.
nobody

b. articolde nimeni citat
article by nobodycited

‘article which hasn't been cited by anybody’

In these contexts n-words exhibit anti-additivity (6), @hdy can also license
NPIs. The NPWreocan be licensed by the anti-additive n-wavidhenibut not by
the universal quantifieioata (7).

(6) a. A: Who was at the door?
B: Nimeni cunoscutsauimportant.= Nimeni cunoscusi
nobodyknown or important nobodyknown and
nimeni important.
nobodyimportant

b. articol[de nimeni citat saulaudat]= articol [de nimeni citat
article by nobodycitedor praised article by nobodycited
si denimeni laudat]
andby nobodypraised
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(7)

‘article which hasn't been cited or praised by anybody’

articol[de nimeni/*de toat lumea citat la vreoconfering]
article by nobody/by all peoplecitedatany conference

‘article which hasn't been cited by anybody at any confegénc

The data in (6) and (7) clearly show that n-words carry nggatemantics,
which is hard to reconcile with the idea that they need a séimbrenser. Besides
their negative content, n-words display scope propertias dre similar to those
of bona fide quantifiers and contrast with those of NPIs. Welasthat n-words
can build NC with a NM across a subjunctive clause boundaay, &1t not across
a ‘that’ complementizer (8b). This behavior is parallelgduimiversal quantifiers,
which can take wide scope over an operator in the matrix elfrasn an embedded
subjunctive clause (9a), but not from an embedded ‘thatist (9b).

(8)

(9)

a.

lon nu a Tncercatsa citeas@ nicio carte.
JohnNM hastried SJread no book

‘John didn't try to read any book.’

lon nu a zis ca a citit vred*nicio carte.
JohnNM hassaidthathasreadany/no book

Unstudenta incercatsa citeasa fiecare carte.
a studenthastried SJread every book
‘Some student tried to read every book.’

. d>V, . V>4

Unstudenta zis ca a citit fiecarecarte.

a studenthassaidthathasreadevery book
‘Some student said that s/he read every book.’
L 3d>V, . #YV >3

In addition, adjunct clauses and relative clauses block di@étion (10) and
wide scope of embedded universal quantifiers (11), but natid¥nhsing (10):

(10)

a.

Nu am dez\aluit secretdcaresa-l fi expus pe

NM haverevealed secretghat SJ-CLbeexposedPE
*niciun/vreuncoleg].

no/any colleague

‘| didn’t reveal secrets that exposed any colleague.’

Nu am spusastalpentru @mi-o ceruse*niciun/vreun
NM havesaid this because CL-CL asked no/any
prieten].

friend

‘| didn’t say that because any friend had asked me to.
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(12) a. Unstudenta dez\&luit secretdcarel-au expus pe
a studenthasrevealed secretghat CL-haveexposedPE
fiecarecoleq].
every colleague

‘Some student revealed secrets that exposed every codiéagu
. >V, . #V >3
b. Unstudenta spusastalpentru @i-o cerusefiecare
a studenthassaid this because CL-CL asked every
prieten].
friend
‘Some student said that because every friend had asked him to
i I>V, . #Y >3

The negative semantics and the quantificational propesfieswords explain
the possibility of a DN reading with two n-words in (1c). TheNDeading is
the interpretation we expect with two negative quantifielrs.this respect there
is no difference between the semantic status of n-words imddian and in DN
languages like standard English or German, where DN is themerpretation for
two co-occurring n-constituents. What remains to be erpldiis the availability
of the NC reading in (1c).

Following de Swart and Sag (2002), we analyze determineormsvand neg-
ative NP constituents as quantifiers of Lindstrom typel) and (1), respectively
(see Lindstrom (1966)). They may combine by resumption tanfa polyadic
quantifier of type(1™,n) or (n) (van Benthem (1989), Keenan and Westerstahl
(1997), Peters and Westerstahl (2006)) and thus give riaa tdC interpretation.
The negative markemu is analyzed as a negative quantifier of typé that is ab-
sorbed under resumption with other negative polyadic disarst The relevant
technical details will be sketched in our LRS implementatd polyadic quantifi-
cation and resumption below.

3 LRS with Polyadic Quantifiers

For our analysis we need a higher-order logical languagk megative polyadic
quantifiers. Here we briefly outline its crucial properties éndicate how to inte-
grate it with LRS.

We assume a simple type theory with typesdt. Functional types are formed
in the usual way. The syntax of the logical language providastion application,
lambda abstraction, equality and negative polyadic gfiargi By standard results
this is enough to express the usual logical connectives amthdic quantifiers. In
reference to the simple type theory, we call our family oblaages Ty1lV ar and
Const are a countably infinite supply of variables and constantsach type:
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Definition 1 Tyl Terms Tyl is the smallest set such that:
Var C Tyl, Const C Tyl,
for eachr, 7/ € Type, for eacha, ./, 8, € Tyl:

(atrrBr)r € Tyl,

for eachr, 7' € Type, for eachi € NT, for eachv; , € Var, for eacha, € Tyl:
(AV; 7071 ) (1) € TYL,

for eachr € Type, and for eachn,, 8, € Tyl:

(ar = Br)e € Tyl,

for eacht € Type, for eachn € NO, for eachiy,is,...,i, € NT, for each
Vi s Vig 7y oo Vi + € Var, for eachoyr, oug, ..., iy, B € Tyl:

(NO(Uil,T, ey vimT)(oaﬂ, -'-atn)(ﬁt>)t S Tyl

The standard constructs receive their usual interpretatitere we only state
the interpretation of negative polyadic quantifiers:

Definition 2 The Semantics of Tyl Terms

(clause for negative polyadic quantifiers only)

For each modelM and for each variable assignmemtc Ass, for eachr € Type,
for eachn € NY, for eachiy, is, ..., i, € N*, for eachv;, +,viy 7, ..., Vi, + € Var,
for eachayy, s, ..., i, B € Tyl:

INOiy 7y oy Uiy ) (1 oovy € ) (Be) 0= L i
for everyd;,,di,, ....,d;, € Dg -,

[[atl]]M,a[Uil,-r/dil} =0or IIatQ]]M7a[Ui2’T/di2] =0or...
or [[Oétn]]M’a[vi”’T/di”] — 0 or HﬁtHM,a[(Uil,...,’vin)/(dil,...,din)} — 0
(12) shows the truth conditions that we obtain for the tratish of the Roma-
nian counterparts afohn didn't comg12a) andNo teacher didn’t give no book to
no studentwhere all NPs are n-constituents and form a ternary neggtiantifier
by resumption (12b):
(12) a.  Fom =0, [NO()()(come' ()] = 1iff [come’ ()] =0
Forn = 3, v;, = z,v, = y,vi; = 2, a1 = teacher’(x),
ayy = book! (y), aus = student’(z) and 8, = give' (x, y, 2),
[NO(z,y, z)(teacher’ (x), book! (y), student’(z))
(give' (z,y, 2))]M = 1iff for every dy,d2,ds € D,
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[teacher’ ()]Ml/d] = 0 or [book’ (y)]Mlv/4] = 0 or
[student’(z)]M-/4s] = 0 or
[[give’(x, n z)]]]V[,a[(x,y,z)/(dl,dg,d;;)] -0

Minor adjustments suffice to integrate these logical reprigions in LRS.
In the signature, the appropriatenessgef-quantifierof Richter and Kallmeyer
(2009) is generalized to lists of variables (instead of Isingriables), and the re-
strictor of quantifiers now contains a list of expressions:

me TYPE type
gen-quantifier VAR [ist
RESTR i st
SCOPE ne

A new statement in the theory of well-formed logical exprass (13) restricts
polyadic generalized quantifiers to the form given igAINITION 1. The four
relations mentioned in (13) are defined in such a way that glueyantee thdi] is
a list of variables, all variables have the same fgp¢he expressions in the list of
restrictorgz) are of typet, and there are exactly as many restrictor expressions as
variables:

TYPE truth

VAR

RESTR[2Z]

SCOPH TYPE truth

Avariabl e-list () A same-type-1ist(3,1)
Atruth-1ist([2) Asane-Iength(d,[2)

(13) gen-quantifier—

We follow the usual notational conventions in LRS and ofteiterdescriptions
of expressions of the semantic representation languageaesa() logical expres-
sions. For describing polyadic quantifiers we use the rovtadi(v, <E, ). Herev
andgg are shorthand for a (possibly empty) list of variables angasgibly empty)
list of expressionsy is a single expression. In the analysis of Romanian below we
will assume that there is an appropriate subsogesf-quantifierin our grammar
which is interpreted as negative polyadic quantifier. Inotation this family of
quantifiers will be denoted byo(7, ¢, ¥).

The clause of the SuANTICS PRINCIPLE governing the combination of quan-
tificational determiners with nominal heads has to be aegust polyadic quanti-
fiers. The relevant clause is shown in (14). Except for theegdization from
monadic quantifiers to polyadic quantifiers, it is identitalthe corresponding
clause in (Richter and Kallmeyer, 2009, p. 65).

(14) THE SEMANTICS PRINCIPLE, Clause 1
If the non-head is a quantifier, then itsCONT value is of the form
Q(7, ¢,7), theINCONT value of the head is a component of a member

2The symbol %¢” is the infix notation of the new relatiosubt er m of - menber , a general-
ized subterm relation.

158



of the list$, and theNcoNT value of the non-head daughter is identical
to theeExCcONT value of the head daughter:

CAT| HEAD det ]
DTRS| SPRDTR|SS LOC N s
CONT |MAIN gen-quantifie
EXCONT T
H-DTR |LF
INCONT
DTRS . A2l <e
gen-quantifie
SPRDTR|LF [INCONT [1
| { [RESTR H

Resumption will be implemented in LRS as identity of quaetdicontributed
by lexical elements. For that reason no special technigadrapus for the resump-
tion operation has to be introduced in preparation of outyaisof negative con-
cord in Romanian in the next section.

With the integration of polyadic quantifiers and the modifotalise of the &-
MANTICS PRINCIPLE we have completed the adjustments in LRS needed to for-
mulate our theory of NC. Before we turn to the analysis in tegtrsection, we
briefly review three standard LRS principles that will playoé& in our examples.
These are the LRSHDJIECTIONPRINCIPLE, the INCONT PRINCIPLE and the K-
CONT PRINCIPLE. The LRS RROJECTIONPRINCIPLE governs the relationship of
the attribute values afXCONT, INCONT andPARTSat phrases relative to their syn-
tactic daughters. Itis responsible fexcONT andiNCONT identity along syntactic
head projections, and for the inheritance of the elemengarfslists by phrases
from their daughters:

(15) LRS RROJECTIONPRINCIPLE (Richter and Kallmeyer, 2009, pp. 47—
48)
In eachphrase
1. theEXCONT values of the head and the mother are identical,
2. theINCONT values of the head and the mother are identical,
3. thePARTS value contains all and only the elements of trerTS
values of the daughters.

The INCONT PRINCIPLE and the XCONT PRINCIPLE constrain the admissi-
ble values of thenCONT and theEXCONT attribute in syntactic structures. The
INCONT PRINCIPLE is the simpler one of them. It guarantees two things: First,
the internal content of a sign (the part of its semantics ihautscoped by any
operator the sign combines with along its syntactic praegtis always semanti-
cally contributed by the sign, i.e. it is a member offsrTslist. And second, the
internal content is in the external content of a sign. In a éipproximation (which
is precise enough for our purposes) this means that thenaiteontent contributes
its semantics within the maximal syntactic projection ofgms

(16) The NCONT PrINCIPLE (Richter and Kallmeyer, 2009, p. 47)
In eachlrs, the INCONT value is an element of thearTs list and a
component of thexcoNT value.
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The EXCONT PRINCIPLE is slightly more complex. Its first clause requires
that the external content of a non-head daughter be serabiytontributed from
within the non-head-daughter. The second clause is a egsimciple and says
that the semantic representation of an utterance comiisssd only those pieces
of semantic representations that are contributed by thedkitems in the utter-
ance.

a7 The ExCONT PRINCIPLE (Richter and Kallmeyer, 2009, p. 47)
Clause 1:
In every phrase, thexcoNT value of the non-head daughter is an ele-
ment of the non-head daughtePaRrTslist.
Clause 2:
In every utterance, every subexpression ofglieoNT value of the ut-
terance is an element of im\RTS list, and every element of the utter-
ance’sPARTSlist is a subexpression of thEexCONT value.

The effects of these principles will be relevant for the eghas in the next two
sections.

4 The Analysis of Romanian NC

We will proceed in two steps. In Section 4.1 we lay out the gsialof sentential
negation with the verbal prefiru using a lexical rule. In Section 4.2 we turn to
NC in simple sentences.

4.1 Sentential Negation

The analysis of simple negated sentences without n-coasti like (1a) follows
immediately from the lexical analysis of verbs with the NMefix nu. The affixal
nature ofnu is extensively argued for in Barbu (2004). Following asstioms
similar to ours in lonescu (1999) and the parallel analy$ithe Polish negative
marker in Przepiorkowski and Kép (1997), we formulate the lexical rule in (18)
that relates each verb form of the appropriate kind to a spmeding negated form.

(18) THE NM LEXICAL RULE

word
PHON
verb PHON Neg([4)
SYLOC |CAT |HEAD |VFORM fin Vv inf §S|LOC |CAT [HEAD [NEG +}
NEG - LF [parTs @@ (Bno(d, 7.5) )
EXCONT AL« é AB«[0]
LF [ INCONT[1]
PARTS
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The NM attaches to finite and infinitival verb forms as indézhby thevFORM
value in (18). The boolearReG feature value ensures that the NM is attached to a
verb only once. All verb forms in the lexicon are specifiednssd —] and may have
a [NEG +] counterpart only if they undergo the lexical rule. Thedtion Neg in
thepHONVvalue description of the output is responsible for the atpéonological
forms with the verbal prefix. It permits reductionmi to n—depending on the first
phoneme in the input’s verb form.

The semantic counterpart to the prefiin the phonological form is a nega-
tive quantifier on the verb'BARTSlist, marked by the tag]in the lexical rule. The
interpretation of the verb form as negated is a consequeftbe cequirement that
the internal content of the vef be a subterm of the nuclear scapef this quan-
tifier (i@ < 6 in the output description of the lexical rule). The negatnueantifier
is also a subterm of the external contghof the verb [§] < [0]). This condition
will become important in the analysis of embedded claus&gation 5 and will be
responsible for the inability of the negation on an embedaed form to outscope
a matrix verb. As we will see later, negative quantifiers dbated by n-words in
argument position will, under certain conditions, have dipdon of taking wide
scope from embedded clauses.

The negative verb formu a venitin our sentence (1a) is licensed by the NM
LEXicAL RULE and shown below:

(29) nu a venit('NM has come’, licensed by the NMEXICAL RULE)
[word i

PHON <nu, a, venit>
|:HEAD INEG + ]
CAT
ss| Loc VAL |SUBJ <NP@>
INDEX |[VAR no-var ABl«[0 ABlad A[T<[0]
CONT [MAIN [3d come’ ]
EXCONT [0]
LF [INCONT [3] come’ ([1a])
PARTS < (34, [7] no(i, 7, 5>

With standard LRS mechanisms in combination with a langtsageific con-
straint that excludes the existential quantifier origimgitfrom un studentfrom
occurring in the immediate scope of negation, we obtaime(x, student’(z),
no((), (),come’(x))) as the truth condition for (1a). The variable and restrictor
lists of the negative quantifier are empty (Lindstrém typg because the negative
verb does not introduce a variable, and the sentence dogsawide a restrictor.

4.2 NC Constructions

Determiner n-words contribute negative quantifiers of usecified Lindstrom
type (1™, n). In their LRS representation they lexically contribute &kaone new
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variable. The (relevant part of the) lexical entry of theedetinerniciun exempli-
fies this pattern (20a). Unlike the negated verb in (b)iun introduces a variable
(x), and the negative quantifien (v, @, 8) bindsz (z € ¥). In addition, the vari-
able is a subterm of the nuclear scope«(8) and a subterm of a member in the
restrictor list of the quantifier(<c &@). These conditions guarantee the existence
of a restrictor and prevent empty quantification.

rword
PHON (ni ci un)

det
CAT |HEAD SPEC N
ss|Loc
(20) a. CONT INDEX‘VARJ: AN ETANT<ec @ANTAf
MAIN [Ino(7, &, B)
Irs
EXC me
INC  [Mno(7,a,pB)

PARTS ([1], [1d x)

LF

[word
PHON (student )
HEAD noun ]

CAT

[VAL | SPR <DETP|E|>

ss[7]| Loc

b. cont |INDEX | VAR
MAIN student’

Irs

EXC gen-quantifier

INC student’ ([1al)

PARTS ([2], [2d])

LF

With the lexical entries of the determiner and the noun weetalnecessary
ingredients to investigate simple NC constructions wite aavord like sentence
(1b). The relevant parts of the structure are shownGuURE 1.

S
EXCONT [0]
[INCONT ABl«s A@«0AT<0]
PARTs ([}, [1d], 2], [2d], [3], [34), [7])
NP \%

EXCONT [1] no(¥, &, ) EXCONT [0]
INCONT [2] student’ ([1ax) A[2J<e @ INCONT [3] come’ ([1al)
PARTS <, [1d z, 2], student'> PARTS <, [3a come’, [T no(i, 7, 5>

niciun student nu a venit

Figure 1: LRS analysis of (1Niciun student nu a venit
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According to the LRS ROJECTIONPRINCIPLE, the NP inherits theNCONT
value[z] of its nominal head. Due to the first clause of theM3NTICS PRINCI-
PLE the internal content must be a subterm of a member of theatestlist of the
quantifier [2] <¢ &). TheEXCONT value is identified with thencONT value[z] of
the determiner due to the interaction of the first clause ®@BkCONT PRINCIPLE
with the other restrictions on tlexcoNT of the NP. At the S node of the sentence
two more restrictions become relevant. All lexically irdtwed pieces of seman-
tic representation must be realized in thecONT of the sentence, including the
EXCONT of the NP and the negative polyadic quantifier from ta&Tslist of the
verb (1 < [0}, @< [0]). Moreover, the standard clause of the LRSVNTICS PRIN-
cIpLE for combining NP-quantifiers in argument position with \adrprojections
requires that the polyadic quantifier of the NP take scope thveverb B < 53).

All these restrictions together license three distinctregpions in th&XCONT
of the sentence. Only one of them, shown in (21a), correspémthe linguistic
facts, the other two result from possible scope interastaithe negative quantifier
of the verb and the NP-quantifier. The NC reading (21a) obtéithe two negative
quantifiers get identified, meaning that[7, ¥ = 4 = x, @ = 7 = student’(x),
andg = § = come'(z).

(21) a. no(z,student'(x),come (x)) [0 =[] =
b.  no(z, student’(z),no((), (),come’ (z))) @=@;@=0; 0 =
c. no((),(),no(x, student'(x),come’ (z)))@=@;B=8;0 =

(21b) and (21c) are impossible DN readings of (1b) and havwetexcluded
by the theory of Romanian NC. At the same time we have to take tbat an n-
word in a sentence obligatorily triggers the NM on the finikeby We achieve both
goals in one step by adapting th&tl CRITERION of Richter and Sailer (2004) to
Romanian and the polyadic quantifier approach.

(22) THE NEG CRITERION for Romanian
If a negative quantifier of type higher thab) outscopes a finite verb within
the verb’s external content, then therTs list of the verb must contain a
negative quantifier of type higher tham).
Vo] V] V2]

word
verb
CAT |HEAD ) L .
VFORM fin||| A2l no(7,a&,8) <0AT# () AL« B
CONT |[MAIN

ss|Loc

LF [EXCONT [0]

— 33 H(no(ﬁ,:y', HANE#()A [LF |PARTS } INEIRS )

Intuitively, the NEG CRITERION says that the presence of an n-word in a sen-
tence requires the presence of a (possibly different) réweat undergoes resump-
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tion with the NM on the verb. More precisely, theEN CRITERION is sensitive to
the presence of a negative quantifier of a type higher tharin the EXCONT of
a finite verb (contributed by at least one n-word). In thatsteltation a negative
quantifier must also be on tiaRTS list of the verb. Since those verbs that are
licensed by lexical entries do not carry negative quangfiartheir PARTS lists,
this means that only verbs licensed by the NMXiCAL RULE are eligible. But
since the quantifier contributed by a negative verb orifyrtads an empty variable
list, it would be of the excluded typ@®) if it were not identified with a quantifier
contributed by an n-word. It is due to the fact that theAd\NCRITERION requires a
quantifier of a type higher thaf) on the verb'sPArTS list that identification with
a gquantifier from at least one n-word is necessatry.

If we apply this reasoning to our example irGlORE 1 we see that the negative
quantifier contributed by the n-word and the negative qfiantdn thePARTS list
of the verb must be identical. We obtain an obligatory NC megdand the other
two readings in (21) are correctly ruled out.

In sentences with more than one n-word such as (1c), the inegatantifier
contributed by the verb must undergo resumption with at leas of the two quan-
tifiers contributed by the n-words for the reasons just dieedr If one n-word does
not undergo resumption with the NM and the other n-word, waialihe DN read-
ing in (23a). However, there is also the possibility thatt# negative quantifier
contributions in the sentence are identified. The numbeadékles contributed by
the individual n-words determines the type of the resuneptjuantifier. For (1c)
with two n-words, each contributing one variable, the selcawvailable alternative
is resumption of all three negative quantifiers, which letmda quantifier of type
(12,2) for the NC reading, shown in (23b).

(23) a. no(x,student'(x),no(y, book (y), read (z,v))) (DN)
b.  no((z,y), (student’(x), book’ (y)),read (z,y)) (NC)

5 N-words in Embedded Subjunctive Clauses

To complete our analysis, we investigate the function ofNiMin NC construc-
tions and show that our theory can be extended to accounbdality conditions
on the scope of negative quantifiers in NC constructions mpiex sentences.

5.1 The NM as a Scope Marker

We argued that the NM cannot be a semantic licenser of n-walg does not
maintain anti-additivity in the relevant contexts (3). Wsoasaw that in NC con-
structions the negation contributed by the NM must alwaydemyo resumption
with at least one n-word, as decreed by thed\CRITERION for Romanian (22).
But if the NM is neither a semantic licenser, nor a real negetiontributor in NC,
what is its role in these constructions and why is it obligateith n-words?
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We think that an answer to these questions can be found inlegrapntences
like (24) where an n-word is contained in an argument phrasani embedded
subjunctive clause. In this kind of construction the negatjuantifier may take
wide scope over the matrix verb (24a) or narrow scope witha gubjunctive
clause (24b). Parallel observations hold for English ndg@mbedded in infiniti-
val clauses (25). But unlike in the ambiguous English camsion, in Romanian
the scope of the quantifier is resolved by the (obligatory):NMe scope of the
negative quantifier is associated with the verb that catne®NM ((24a) vs. (24b)).
We see that the NM functions assgntacticlicenser for n-words; the NM marks
the sentential scope of the negative quantifier (cf. alsedoun (1999, 2004)).

(24) a. lonnu ia cerut Mariei [sa citeas@ nicio carte].
JohnNM CL-hasaskedMary SJread no book

‘There is no book that John asked Mary to read.

b. lon i-a cerut Mariei [sanu citeas@ nicio carte].
JohnCL-hasaskedMary SJNMread no book

‘John asked Mary not to read any book.’

(25) I will force you to marryno one (Klima (1964, p. 285))
a. ‘l won't force you to marry anyone.’
b. ‘l would force younot to marry anyone.’

Assume that we augment the type theory of our semantic rempason lan-
guage by a type for worlds and adjust the truth conditions of natural larggia
expressions to Ty2 in the usual way. Moreover, assume fomibment that the
EXCONT of matrix and embedded clause are distinct. With these noatiifins our
theory captures (24a) and (24b).

In both sentences, independent LRS principles for quarttiif;kargument po-
sition dictate that the negative quantifier associated mitto cartemust outscope
the verb in the embedded clause. Let us look at (24a). Supposecartetakes
scope in the embedded clause. Then teesERITERION is violated since the non-
negated verb cannot have a negative quantifier opaikTs list. Suppose it takes
scope in the matrix clause. Then the JICRITERION is satisfied by resumption of
the negative quantifier fromicio cartewith the quantifier of the negated verb. We
obtain the truth conditionso(y, book’ (y), ask’ (john',mary’, read (mary’, y))).
The converse holds in (24b). The embedded verb has a negaiker and a nega-
tive quantifier on it$’ARTS which means thaticio cartecan take scope within the
verb’seXCONT by resumption dsk’(john', mary’, no(y, book’ (y), read' (mary’,
y))))- It cannot take scope in the matrix clause, because thexwaitb lacks a
negative quantifier on itsarRTSlist.

5.2 Complex Sentences with Two NMs

The situation becomes even more complex when both the naaidixhe embedded
verb in a complex sentence carry a NM:
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(26) lon nu i-a cerut Mariei [sanu citeas@ nicio carte].
JohnNM CL-hasaskedMary SJNMread no book

a. ‘There is no book John asked Mary not to read.’
b. ‘John didn’t ask Mary not to read any book.’

The sentence (26) has two readings as indicated in the twelatéons. The
negative quantifienicio cartemay enter in NC with the matrix verb (26a) or with
the embedded verb (26b). In either case, the other verbilcotgs a type(0)
negative quantifier to the interpretation. This means tinat megation outscopes
the other.

In preparation of our analysis of (26), we start with the denpase of a com-
plex sentence without n-word but with NM at the matrix verld dhe embedded
verb (27). The relevant parts of its analysis tree are showimGURE 2.

(27) lon nu i-a cerut Mariei [sanu citeas@ Nostalgig.
JohnNM CL-hasaskedMary SJNM read nostalgia-the
‘John didn’t ask Mary not to rea@lhe Nostalgia

S
EXC
INC A [T <[10 A [11]) «[10]

parTs ([T 2 28, 31 3, @, [7), (3, [15)

7

NP VP
Exc [I] john’ EXC
INC INC
ps (@) ps ([2.[23, 3.3, @ 7 (3. [18)
|
lon  vp VP
EXC EXC [0]
INC ask’'([d,[4],n) INC [3lread (4mary’,[15nostalgia’) Aol e

ps (2 [28esk', [@, [Dno(,d,8))| |ps [L3([3) Baread’, (18, no(7, 7,6) )

nu i-a cerut Mariei sa nu citeasé Nostalgia

Figure 2: LRS analysis of (2pn nu i-a cerut Mariei sa nu citeasddostalgia
The EXCONT of the non-head daughter VP on the right, which is the embed-
ded subjunctive clause, must be an element oPtrer s list of that VP (EXCONT

PRINCIPLE). The smallest piece of semantic representation whichgg#d with-
out violating any other LRS principles is theCcONT value[3. The largest piece
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of semantic representation that ttecONT [g] of the embedded subjunctive clause
can be identified with is the negative quantifigs, which is contributed by the
verbnu citeascaand is licensed by the NM&ExicAL RULE. Since the lexical rule
guarantees that this negative quantifier is a subterm ofxtezreal content of the
verb (see (18)), we must conclude tipaequalgza].

It may be suprising that nothing said so far prevents thetiveggquantifier of
the embedded verb inIGURE 2 from taking scope in the matrix sentence. The
reason is that nothing forces the quantifigrto takeimmediatescope over the
predicate3], the matrix predicate may intervene. As a consequemgenay be
identified with the matrix negation or trigger DN within theatrix clause. Neither
of the resulting semantic representations expresseshmsrith conditions for
the sentence in (27). As our analysis stands, a NM at an eratdedztb could
even outscope an affirmative matrix verb, giving the ser@m¢28) the reading in
(28b):

(28) lon i-a cerut Mariei [sanu citeas@ Nostalgig.
JohnCL-hasaskedMary SJNM read nostalgia-the

a. ‘John asked Mary not to reddhe Nostalgia
b. #'John didn't ask Mary to reaflhe Nostalgid

A new clause of the BMANTICS PRINCIPLE prevents this undesired effect
and ensures that the external content of the complemerdeciaiua propositional
attitude verb remains within the scope of the matrix verb:

(29) THE SEMANTICS PRINCIPLE, Clause 2
If the head-daughter of a phrase hagaN value with a propositional
argumentp and the non-head-daughter is a propositional complement,
then theexcoNT value of the complement must be a subtermy.of

In our example in FGURE 2 the new clause of theEMANTICS PRINCIPLE
makes theexcoNT of the subjunctive clausg] a subterm of the scope of the
verb ask’. The negative quantifigfi contributed by the NM on the embedded
verb is now a subterm of and the only reading we obtain for (27) is the one in
which both verbs are negated (30), as desired.

(30) no((), (), ask’'(john', mary’,no((), (), read' (mary’, nostalgia'))))

Everything is now in place for the analysis of the two reading the am-
biguous sentence (26). A description of the tree structiigivien in RGURE 3.
The only difference from EURE 2 is the negative quantifier in the embedded
VP which takes the position of the proper nahestalgia For reasons of space,
information carried by identical tags as induRE 2 is not repeated inIBURE 3.

There are three negative quantifiers whose scope intemaotigst be deter-
mined. The restrictiof € [13 (known from the previous example) leaves two pos-
sibilities: [o] could be identical withe] or with [11. If [0] = [¢] we are in the situation
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EXC
INC A [T« [10

parTs (I, 2 23, 31 3, 4, 19, 7). [11))

_—

NP VP
EXC EXC
INC INC
ps ()| |Ps (2[4 3} 34, @, 6], 54, [6), [6d, 7, (2T

/\

lon  vp VP

EXC EXC [0]

INC [2lask’([1],[4],n)| |INC [B]read (4mary’,[6dy)

ps (BEA@T) | |ps () 58 Bhook' (68), Babook', B no(w, 6. ), [, [1T)
\ AOle

nu i-a cerut Mariei
sa nu citeasa nicio carte

Figure 3: LRS analysis of (268pn nu i-a cerut Mariei sa nu citeasca nicio carte

in which the negative quantifi@] of niciun students interpreted in the embedded
clause: Being identical witfg it is a subterm ofy and cannot take scope in the
matrix clause. On top of this, thed¢ CRITERION forces resumption betweésn
and[11], we obtain a NC reading in the subjunctive clause and thepiretation
(31a) for (26). Iffo) = [11) the negative quantifigs can take scope in the matrix
clause where it undergoes resumption itho obey the NG CRITERION. The
result is a NC reading in the matrix clause and the interpogtgd31b) for (26):

B1)  a no((), (), ask'(john',mary',no(y, book' (y), read (mary’,y))))
b. no(y, book'(y), ask'(john', mary’, no((), (), read (mary',y))))

In this section we showed that our theory of NC in Romaniariaias all basic
ingredients to account for the properties of negative dfiargt and NC in complex
sentences. The analysis is still incomplete in at least wepects: We did not
properly integrate our theory of polyadic quantifiers witlotsorted type theory;
and we did not carefully consider the full range of data thaelevant for a theory
of NC in complex sentences. While the logical extension khbe straightfor-
ward, the empirical questions are challenging. What aresgigakers’ intuitions
about the scope of negative quantifiers in complex sentemithgdwo or more n-
words? An unconstrained theory predicts scope interagctibat native speakers
most likely will not perceive given the usual difficulties tvimultiple negations.
It would be important to find out which readings are availadnel preferred, and
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which grammatical or processing constraints are at play.

6 Conclusion

The present analysis of NC in Romanian applies the apprdetiwias pioneered
by an analysis of French in de Swart and Sag (2002). Our themrgiderably ex-
tends de Swart and Sag’s proposal by explicitly integratingigher-order logic
with polyadic quantification in HPSG. We expect that the folation of the
polyadic quantifier approach to NC in LRS will make it possilbd unify this
line of research with the typological approach to NC in Hglisrench and Ger-
man presented in Richter and Sailer (2006). Last but not,leasling polyadic
quantification to LRS opens the door to exploring a whole eaoignew semantic
phenomena in HPSG such as cumulative sardédifferent(unreducible) polyadic
quantifiers (Keenan (1992), Keenan and Westerstahl (198if)¢e our constraint-
based syntax-semantics interface supports the integrafipolyadic quantifiers,
HPSG theories can take full advantage of them. This bringsnvieach an explicit
specification of the syntax and semantics of constructibasrequire unreducible
polyadic quantifiers for an adequate rendering of theihtagnditions and have,
for that reason, turned out to be problematic in other granfraeneworks.
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1 1

Abstract

This paper analyzes the interrelation of two understudieghpmena of
English: discontinuous modifier phenomenao (illing to help outthat
they called early, more ready for what was cominthan | was) and the
complex pre-determination phenomentrig delicious a lasagnadow hard
a problem(was i)?). Despite their independence, they frequently occur in-
tertwined, as inoo heavy a trunKfor me) to lift andsolovely a melodyhat
some people cried This paper presents a declarative analysis of these and
related facts that avoids syntactic movement in favor of atomnic constraint
satisfaction. It demonstrates how an explicit, sign-basedstructional ap-
proach to grammatical structure captures linguistic gaizations, while at
the same time accounting for idiosyncratic facts in thigydaegly complex
grammatical domain.

ntroduction

Two understudied phenomena of English are intimately twiaed but, insofar as
they are studied at all, are not usually related. The distoots dependent phe-
nomenon (DD) illustrated in (1) and the complex pre-deteation (CPD) phe-
nomenon illustrated in (2)are independent. That is, each of these phenomena
may occur independently of the other:

(1)

)

a. [[sowilling to help out]that they called earlyj
b. [[[too far] behind on pointsto quit]

c. [[[more ready] for what was cominghan | was]
d. [[asprepared for the worsgs anyoné

e. [[thesamecourage in the face of adversitg} yourg

a. [[this delicious] a lasagna].
b. [[that friendly] a policeman]. .
c. [[How hard] a problem] (was it)?

d. [What a fiasco] (it was)!

fFor their helpful comments and/or discussion regardinddbas presented here, we would like
to thank Charles Fillmore, Dan Flickinger, Laura Michae@hris Potts, Stefan Muller, Peter Sells

and Frank Van Eynde.
1CPD s also known as the "Big Mess” Construction. See Bern® 1Arnold and Sadler 1992,

and Van Eynde 2007.
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The oddity (the “non-core” property) of DD examples like $lean (1) is that
they appear to call for a discontinuous constituent analy$ihe oddity of CPD
examples like those in (2) is that they present an adjectigdifying an NP (or
DP), rather than a nominal (a common noun phraseNs} < specifically an NP
determined by the singular indefinite artiele

Although, as we have seen in (1) and (2), DD and CPD may appdapén-
dently, they frequently occur intertwined as in (3):

(3) a. [[[too heavy] a trunk](for me) to lift ]
b. [[[solovely] a melody]that some people criedl

c. [[[more sincere] an apologythan her critics acknowledged

o

[[[asgood] a singerhs many professionalp

Unsurprisingly, the initial lexical licenser determinée tthree-way distributional
distinction displayed in (1), (2) and (3).

Licensers of DD but not CPD include those comparative gawsrtisted in
(4)?

(4) same...as, similar...to, equal...to/with, identicalto/with, ADJ-er...than,
rather...than, ...else than, ...enough that, ...othentha

Complement-selecting adjectives, verbs, and nouns aldizipate in DD, as we
will see. Licensers of CPD but not DD include:

(5) this, that, how
And licensers of both DD and CPD are listed, exhaustively el@be, in (6)3
(6) so, too, more, less, as, such

It is notable that comparative licensers are split betwhesd that do not [(4)] and
those that do [(6)] license CPD. There are licensers of CRIWouDD, DD but
not CPD, and both DD and CPD.

More than one DD can occur in a clause, as exemplified in (7).

(7) a. somuchmore satisfiedthan the last time that he couldn’t stop smil-
ing

b. [[[too many fewer] supporters]than her opponent (for her) to rely
on appeals to her basg

2See Huddleston and Pullum 2002: 1104,
%It should be noted thatuchis different from the other adjective specifiers in (6). Imtjzailar,
such like exclamativevhat functions essentially as the portmanteau of a specifienaratljective.
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c. [[[[enough bigger] an audience}han last time] to require standing
room only]

In examples such as (7) the multiple DDs form nested depemeenThe cor-
responding crossed dependencies in (8) are impossible:

(8) a. *somuchmore satisfiedhat he couldn’t stop smiling than the last time

b. *too many fewer supportergfor her) to rely on appeals to her base
than her opponent

c. *enoughbigger an audiencéo require standing room only than last time

Other DDs may, however, participate with arguments or mexdifin either nested
[(9b,d)] or crossed [(9a,c)] dependencies:

(9) a. Kimwas [[[more willing] than Pat is] to wash the dishes].

b. Kim [[[is [more willing] now] to wash the dishes] than Pat ig].

c. I[[[sent out more books] yesterdaythan ever beforqd that I really liked].

d. [I[[[sent out more books] yesterdaylthat I really liked] than ever be-
fore].

In general,

(10) All DD licensers exceptso, too,and enoughcan participate in crossed
dependencies with arguments and other dependents.

We will need to formulate the lexical entries for the licerssand, critically, the
relevant phrasal constructions, in such a way as to accouilfthe above facts,
plus some more to be mentioned.

2 Previous Proposals

There are no fully worked out analyses of DD in the syntacéterdture, though
there are discussions of various aspects of DD. Perhapsdkedatailed of these
proposal is due to Chae (1992), who extendsdheGanalysis of gap-binding by
allowing a word liketoo to transmit its gap-binding potential to a higher node, e.g.
to the adjective phrageo hotin examples like (11):

(11) This is [foo hot] [to touch __ 1] ap.

Binding of the gap takes place when a nonemfitysH specification and its ap-
propriate licensing specification are both passed up todhegoint in the tree,
i.e. the AP labelled in (11).

Flickinger and Nerbonne (1992) analyze examples like @I@posing to allow
SUBCAT information to be inherited from multiple daughters in stwues like (12):
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(12) An [[easyman] [to please__ ]]N

On their proposal, aN like easy marinherits its subcateogrization potential from
botheasyandmanand hence can selet please  as a complement.

The EXTRA feature was first proposed by Pollard in unpublished work and
appears briefly in Pollard and Sag's (1994, p. 368) sketcktofjgosition in com-
parative phrases. Subsequent analyses usingxhrA feature to analyze various
extraposition phenomena in English and German includeeK&B95, Van Eynde
1996, Bouma 1996, Kim and Sag 2005 and Crysmann to appear.

Kiss (2005; see also Wittenburg 1987) treats German relatause extraposi-
tion as an anaphoric dependency, rather than a syntactjérraglucing a feature
ANCHORSt0 pass up a set of indices from NPs within a given phrase, @aghich
can be associated with an extraposed relative clause aharHayel of structure.
See Miller 2004 and Crysmann to appear for assessments vditious alternative
approaches.

CPD has been discussed by many researchers in the trangtorahditerature,
culminating perhaps in the work of Kennedy and Merchant (20@ho provide
a useful review and a comprehensive proposal that even ssidre&eomplex pre-
determiners wittof (e.g.how much of a differengewhich we cannot discuss here.
However, their proposal is stated in terms of complex stmest, a rich array of
empty categories, and movement operations whose conéyhite unable to spec-
ify. In particular, as they note (cf. their footnote 28),ittenalysis seems to require
appeal to an unformulated constraint on phonetic form irotd account for the
most basic facts of CPD, i.e. the contrasts given in (13)vaelo

The most successful analysis of CPD to date, in our viewgasdhVan Eynde
(2007)# A key aspect of this analysis, which we follow here in the masnthe
replacement of Pollard and Sag’'s (1994) featuvex> and sPeC by the single
featureSELECT (SEL). ThesEL analysis allows Pollard and SageR feature to
be eliminated, as well.

None of the proposals just mentioned provides a treatmetiteointeraction
of DD and CPD. It turns out, however, that this interactiofi f@llow straightfor-
wardly from the analysis we propose here.

3 Analysis

In this paper, we will employsign-Based Construction Grammar(Sscg), a ver-

sion of HPsGthat blends in key elements of Berkeley Construction Gramofa

the sort developed in such works as Fillmore et al. 1988, kitik and Lambrecht
1996, Fillmore 1999, Kay and Fillmore 1999, and Kay 2002. &anore detailed
exposition ofsBCG than can be presented here, the reader is referred to Sag in
press, 2010, and other papers in Boas and Sag 2010.

4This is an outgrowth of earlier work by Van Eynde (1998), whin turn builds directly on
Allegranza 1998. See also Van Eynde 2006 and Allegranza.2007
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FORM (rotten, pear)
lnoun 4
CAT
SEL non
SYN |compPs ()

MKG  unmkd
EXTRA ()

hd-funct-cxt

[ForRM ( rotten) |
FORM ( pear)
. [adj ]
AT noun
SEL H H CAT

SYN SYN [SEL noneJ

MKG unmkd

COMPS ()
EXTRA()

Figure 1: A Head-Functor Construct

In the introduction, we sketched a few of the more saliertribigtional facts
about DDs. We begin the more analytical discussion with Cllxtires, as illus-
trated in (2) and (3). As already noted, the interesting grypof these structures is
that they contain adjective phrases modifying determinBd,Mather than the usual
adjectival modification of undetermined common nominalregpions (CNPs), as

illustrated in (13):

(13) a. af[rotten pear] (cf. *rotten a pear)
b. a[mere bagatelle] (cf. *mere a bagatelle)
c. the [old bookK]
d. her[seven [lonely nights]]

The sBCG representation of the bracketed expression in (13a), arfeatruc-
ture of typehead-functor-construgis given in Figure P. Beginning with the first
daughter (specified as§rm (rotten)]) we note that thesyN value has three at-
tributes: CAT, MKG andEXTRA. As indicated, thecAT(EGORY) value is a feature
structure of typeadij(ective) This feature structure includes a specification for the

SWe use familiarHPsG notation for our grammatical descriptions. Resolved f@asiructure
models, by contrast, are presented as boxed attribute-vadrices. Boxed tree structures indicate
fully resolved feature structures of (some subtype of)ype tonstruct These are functions from the
domain{MTR, DTRS}, whereMTR (MOTHER) is sigrntvalued and the value @TRS (DAUGHTERS)

is a list of sigrs.
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featureseL, whose value is represented by the thgndicating that this value has
been equated with the value of another feature in the sangeadiia This analysis
provides a unified treatment of modifiers, specifiers, ddtegra and other “mark-
ers” in terms of lexically varying specifications for tseL feature, which in turn
correspond to the varying possibilities for (in this constion) the second daugh-
ter. TheMKG (MARKING) value of the first daughtegnmkd(unmarked, reflects
the fact that adjectives are so specified lexically. Andbielhg Van Eynde (2007),
the mothersvkc value is identified with that of the functor daughfer.

The EXTRA feature plays a central role in the present discussion. dtrien-
local, list-valued feature that provides the mechanismafevide range of extra-
positions (in line with the arguments offered by Keller, VBynde, and Bouma),
including those illustrated in (14):

(14) a. It seemdhat your hair is burning .
(extraposition from subject)

b. They regrett very muchthat we could not hire Mosconi
(extraposition from object)

c. lamunwilling when sobeto sign any such petition
(extraposition of VP complement)

d. Heloweredthe nitro bottle gentiyonto the floor.
(extraposition of PP complement)

e. An article appeared yesterdapout the situation is Kazakhstan
(extraposition of PP modifier)

f. A man walked inwho was wearing striped suspenders
(extraposition of relative clause)

TheEXTRA feature thus works much likeLASH (GAP): A lexical entry or lexi-
cal construction requires an item on teTRA list of a sign. When this sign serves
as the daughter of some phrasal construct, its non-eeyrtRA specification be-
comes part of the mothersxTRA list and this continues until a higher structure (a
head-extra-construttrealizes the item as a constituent sign whose mothex¢’s
TRA list is free of the now realized (“extraposed”) item. We wgidle how this works
in detail below. For the moment we note that ihégfunc-cxtlike rotten pear the
mother inherits thexTRA value from the non-head (functor) daughter.

The second daughterfdrRM (pean]) is the head daughter, as indicated by
the boxedH preceding the outer brackets. &8 value, as indicated, is a feature
structure of typenounand itscompsvalue is the empty list. The mother sign

Note that the featurelsOCAL, NONLOCAL, andHEAD are not just being supressed in our dis-
plays. They have in fact been eliminated from the grammar.

"We will not attempt to establish this broad claim in the preégmper, but we intend thexTRA
feature and the constructions that mention it eventualtyoteer all the data in (14).
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[hd-cxt
COMPS L,

MTR SYN [MKG Y

EXTRA Lo
hd-func-cxt =

CAT [SEL H]
DTRS < SYN |MKG Y , H:|SYN [cOoMPS Ll]}>
EXTRA Lo

|HD-DTR H

Figure 2: Head-Functor Construction

([ForMm (rotten, peal]) of this construct inherits its AT andcompPsspecifications
from the head daughter and it&G and EXTRA values from the functor (non-
head) daughter. The construction that licenses this agriss the Head-Functor
Construction, shown in Figure®?

This construction specifies the inheritance by the mothéh@Mkc andEex-
TRA values from the functor daughter that we observed indtten pearconstruct
in Figure 1. It also specifies the inheritance by the mothethefcomps value
from the head daughter. The identification of the mother aratifdaughters At
values is of course absent from (14), since head-functostogets are a subtype of
headed-construdhd-cx), which in turn is constrained by the Head Feature Princi-
ple, which guarantees that (in any headed construct) thetdeaeghter'scAT value
is identical to thecAT value of its mother. The Head Functor Construction thus li-
censes adjectivally modified nominals and determined ndwases, among other
local structures.

We now turn our attention to the CPD phenomenon we illugiréie(2)—(3)
above. We cannot use the Head-Functor Construction toskc@®D noun phrases
like [[so bid [a mes§, because (1) ordinary adjectives, likégy or rotten select
only undetermined nominals, as illustrated in (13a,b), @)d&incesEL is aCAT
feature, the Head-Functor Construction would incorretyuire that the mother’s
SEL value be the same as that of the head daughter.

Van Eynde (2007) has proposed a constructioiaG solution at the level
of the NP. That is, to license a noun phrase likeo[bid [a mesH Van Eynde
proposes a construction whose mother is a noun phrase arskViingt daughter
is an adjective phrase marked “degree”, which necessitlh#étst contain a degree

8Space limitations preclude the discussion of semantidsisrpaper. We have in mind an MRS-
style semantics (Copestake et al. 2005), though nothinggkion this choice.

®Van Eynde (2006, 2007) couches his proposal in terms of phtgges, using the framework
of Ginzburg and Sag (2000). For convenience, we refer to hiagal type constraints &BCG
constructions. The reader should also be aware that Vanegyosits multiple subtypes of his head-
functor phrasal type, a complication that consideratidrspace require us to ignore here.
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[FORM ( so, big) ]
adj 1
CAT noun
cpd-cxt SEL[ ]
SYN MKG a
MKG deg’
| EXTRA ( S[MKG thaf] ) |
FORM { 50) [FORM ( big) -|
adv I'adj '|
SEL
SYN , SYN | CAT SEL noun
MKG  deg MKG unmk

EXTRA ( S[MKG thaf )

Figure 3: A Complex Pre-Determiner Construct

modifier from the list given in (6), excludinguch(which is lexically specified to
select a singular, indefinite NP). In Van Eynde’s (2007) “Bigss” construction,
which is distinct from his Head-Functor construction, tgeatival daughter does
not select the nominal head; rather the Big Mess constructieniips merely that
the indices of the two daughters are identified.

We present here a related analysis that operates insidedjbetige phrase,
rather than at the NP level. This choice encodes a differgnition, namely that
the special property of the CPD phenomenon is the apparesiiggince of the se-
lectional potential of an AP from that of its lexical head. @is view, big selects
an undetermined nominal, bab bigselects a singular, indefinite NP. The selec-
tional process is the same as in normal adjectival modifinatonce the special
AP so bigis constructed to select an NP rather than a nominal (CNREss{on,
the AP and the NP are combined by the familiar Head-Functers@action. The
need for a special construction arises only in building ti¢®

100ur account, unlike Van Eynde’s, provides a uniform treatimaf Big Mess APs o big
and lexical expressions, e.ghat such andmany which may appear in pre-determiner position
(what/such/many a fogl! That is,what, such andmanycan bear exactly the sans&L value as the
phrases licensed by the CPD Construction. Although thesdsagelect bare plural$Sch fools),
which Big Mess APs do not, all these facts could presumablgdm®mmodated in a lexicon with
multiple constraint inheritance. However, there is coesthle lexical idiosyncrasy in this domain,
as Van Eynde observes, and the additional generalizatjgmreal by our approach is arguably unim-
pressive in the light of it. We are not aware of further dat thiould distinguish our analysis from
an appropriate extension of Van Eynde’s on empirical greund
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cpd-cxt =

adj
CAT CAT noun
SEL [SYN
MTR SYN MKG a
MKG deg’
EXTRA L
CAT [SEL X] ad
DTRS SYN | MKG deg’| |, X:| SYN | CAT CAT noun
SEL [SYN
EXTRA L, MKG unmk

Figure 4. Complex Pre-Determiner Construction

The CPD constructo bigis shown in Figure 3. Starting with the first daughter
([Form (s0)]), we note that its category is adverb and that it selectsgtt sister,
indicated by the tagl]. This constituent is specified as§G deg], which is a
lexical property of all and only the lexical items listed 8)(other tharsuch The
EXTRA list contains a single item, which is thatmarked clause. The second
daughter (forMm (big)]) is of category adjective and selects an unmarked nominal
head. The mother of this construckrRm (so, big]) inherits itsMKG andEXTRA
values from the first daughter, as irhd-func-cxt Another similarity with ahd-
func-cxtis the identification of the type of mother&at value @dj) with that of
the second daughter. But here the parallelism with the Hreamttor Construction
breaks down; we note that the second daughter is not the tmaghtdr and the
SeL values of the mother and second daughter differ. In padicaince the second
daughter reflects the selection restriction of the lexigahbig, viz. [MKG unmkd,
it must be an undetermined nominal. By contrast, the matlsl value is a
nominal sign specified amKG a], i.e. an NP determined by the artice

The CPD Construction is sketched in Figure 4. A construaniéed by this
construction is not a headed construct, as we have just Adétbough the category
type of the mother &dj) matches that of the second daughter, $ie values do
not match: the mother selects an NP specifiedvasg| a], but the second daughter
selects a common noun, an NP specifiedvaisd unmkd. As in the construct it
licenses that we have just considered (Figure 3),Mke and EXTRA values of
the first daughter and the mother are identified. The first ki@nds specified as
[MKG deg], identifying it as one of the lexical licensers of the CPBepbmenon.

A noun phrase likeso big a messs licensed as follows. The ABb bigis put
together by the CPD construction, as we saw in Figures 3 arichd.NPa mess
is assembled by the familiar Head-Functor Constructiogyfé 2 above]. The AP

180



so0 bigis licensed by the CPD construction in Figure 4, which gu@esthat it has
the properties sketched in (15):

FORM ( s0, big)

(15) SYN {CAT [SEL [noun ]]]
MKG a

Therefore, the Head-Functor Construction is appropriasotmbineso biganda
messvia the former’s selection of the latter, with the resultimnstruct shown in
(16):

(16) |hd-func-cxt [FORM ('so, big, &, mes;;]

[FORM (so, big)] [FORM (a, mesﬂ

And the mother of the construct in (16) has the propertiesvahio (17):*

[FORM ( so, big, a, mess

noun
CAT

SEL non
(17) . SUBJ

Having put together constructs lils® big a messwve now need to account for
an extraposethat-clause, extraposed in the sense that while it is introd byesb,
it is only realized followingmess Moreover, it need not immediately follomess
as shown in (18):

(18) [[[sobig a mess] resulted from the meeting of the committee ondtiers
teenth of Augustthat it took hours to clean it up].

"Following Miller’s (2009) account of predicative NPs, whicreates them via a unary (“pump-
ing”) construction from nonpredicative NPs, we have a gtrdiorward account of predicative uses,
e.g. examples lik&he isso big a fan that she bought season ticket&im is too honest a guy to
do that etc.
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The mechanism for realizing extraposed elements and thtgoasin which they
can be realized will occupy much of our attention for the remder of this paper.

We noted that in both the Head-Functor Construction and B €nstruction
the mother inherits it§XTRA value from the first daughter. The lexical entry for
sois the source of the eventually extrapogledt-clause, as shown in (19):

FORM (s0)

(29) CAT [SEL[SYN[EXTRA L1]]]
SYN
EXTRA L; & (S[thaf)

The lexical entry forso stipulates that it€XTRA list includes athat-clause
appended tog) the EXTRA list of the element thaso selects. That issosays in
effect “My extra list consists of thexTRA list of the element | select followed
by athatclause.” Various constructions, including the CPD cargtons, specify
the EXTRA value of the mother in terms of ttexTRA values of the daughters, in
the case of the constructions we have seen so far — and alSubiject-Predicate
Construction, presented below — the mothesrrA value is identified with the
EXTRA value of the first daughter. Often tB&TRA list of the selected element will
be empty, as in the case big. The result is that wheso andbig are combined,
the EXTRA value of the motherdp big is just the singleton list containing tBpa{.
The EXTRA values of botha andmessare the empty list, so thex TRA value ofa
mesds the empty list. Hence, theXTRA value ofso big a meswiill consist of the
single item Sg{haf], which originated on th&xTRA list of the lexical entry foisq
got “passed up” t@o bigby the CPD Construction and then agairstobig a mess
by the Head-Functor Construction.

How do extraposed elements get off theTRA list and realized in the sen-
tence? The extraposition analysis we are proposing foll{®giousGPSG@HPSG
treatments of nonlocal dependendés@\t the site of introduction, lexical or con-
structional constraints ensure that the unrealized elec@mnesponds to an ele-
ment of thesSLASH (or GAP) — or, in this caseEXTRA — list of the minimal phrase
containing the gap. General principles then require thist féature specifica-
tion be inherited by the mothers of successively larger ttoas — these phrases
form the middle of the filler-gap dependency. Certain carcdions then license
the presence of these “slashed” phrases, typically intiodua new phrase (the
filler) that is identified with thesLASH value of its sister phrase (at the top of the
filler-gap dependency). The construction realizing exissgl elements, the Head-
Extraposition Constructioft is given in (20):

12See Gazdar 1981, Pollard and Sag 1994, Bouma et al. 2001 emmeland Hukari 2006.
135ee Pollard and Sag 1994, Keller 1995, Van Eynde 1996, Bo@®3, Kim and Sag 2005 and
Crysmann to appear.
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MTR of hd-extra-cxt—

SYN [EXTRA ( >}

|:FORM (more, boys, left, than, gidj

MTR Of S-p-Cxt

MTR of
hd-func-cxt|

FORM (more, boys, left
SYN [EXTRA <>}

{

FORM (than, girlg
SYN XP[than|

|

FORM (more, boys
SYN [EXTRA <>}

FORM (left)
SYN V[EXTRA()]

[FORM (more

SYN [EXTRA <>}

[FORM (boys ]

SYN {EXTRA ( )}

(20) Head-Extraposition Construction:
COMPS L4
EXTRA Ly

hd-extra-cxt=-

Figure 5. A Head-Extraposition Derivation

MTR [SYN [

COMPS L,
EXTRA (X) @ Ly

ki

The Head-Extraposition Construction in (20) realizes tiitail element of the
EXTRA list of the head (first) daughter as the second daughter. EKT®A list
of the mother is th&XTRA list of the head daughter minus the element realized
as the second daughter. This means that the order of elemreatsion-singleton
EXTRA list corresponds to the linear order of those elements imarpibranching
head-extraposition derivation.

The combination of the three lexical and constructionatpsses is exempli-
fied in Figure 5. Starting at the lower left, we see thaire in combining with
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boys records on itEXTRA list the requirement for ghanphrase, represented by
the tag[1], adding this element to the empExTRA list of its selected sistevoys
The Head-Functor Construction identifies theTRA list of its functor daughter
morewith that of the mother of the construct it licensesofe boys Whenmore
boysandleft combine in accordance with the Subject-Predicate Conginyache
EXTRA list of the first (hon-head) daughterore boyslso becomes thexTrA list

of the mothemore boys lef(because th&xTRA list of the head daughter must
be empty) — see below. The construct combinmgre boys lefandthan girls

is licensed by the Head-Extraposition Construction [(2@Yich realizes the sole
member of the head daughteegTRA list (the XPthan]) as the second daughter
than girls of the highest construct in Figure 5. TE&TRA list of this construct’s
mother is the empty list.

Extraposed elements obey certain ordering restrictioasye saw in exam-
ples (7)—(9) above. In order to specify where extraposemhetts can be realized
we need to consider further constructions. First, we noé¢ sbme extraposed
complements, either arising within the VP or extraposedftbe subject, can be
permuted with arguments of predicates and also with otheagssed elements,
such as relative clauses:

(21) a. Kim wasmore willing than Pat to wash the dishes.

b. Kim wasmore willing to wash the dishes than Pat.

c. |sentoutmore books yesterdaythat I really liked than ever before

d. |sentouimore books yesterdaythan ever beforethat I really liked.

(22) a. More books arrivedthat I actually liked than | expected

b. More books arrivedthan | expectedthat I actually LIKED.

As noted earlier, not all extraposed elements have thisgotypln particular, as
summarized in (10) above, complementstad, soand enoughdo not permute
with arguments or other extraposed dependents, as shownlagthe examples
in (23):

(23) a. The boys areo proud now of their achievements that they've be-
come unbearable

b. *The boys areso proud nowthat they’ve become unbearable
of their achievements.

c. Nichelle isso much taller now than Beavis that people think she’s
in middle school

d. *Nichelle is so much taller now that people think she’s in middle
schoolthan Beavis.
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Two things need to be explained about the data of (21)—(23)the fact just
mentioned, that comparative complements permute vgbiléooandenoughcom-
plements don't, and (2) the prior fact that some extraposedptements permute
with elements that are patently extraposed. We accounthiddtter fact, the
crossed dependencies in (21a) and (22b) — by postulatingubhaoy lexical con-
structions. The first “moves” arguments from thempslist to theeXTRA list; the
second allows nouns to be constructed that have a relatuselon theiEXTRA
list.1* An initial sketch of these constructions is given in (24) 428):1°

(24) Complement Extraposition Construction:

word
suBld  (NP)
MTR
SYN |COMPS L,
EXTRA L2@<X>J
comp-extra-cxt=-
word
suBl  (NP)
DTRS
SYN |comPs Ly O (X)
EXTRA Lo

(25) Nominal Modifier Extraposition Construction:

[word
FORM (Y)
MTR CAT noun
SYN COMPS L4
EXTRA Lo @ ( X[SEL Z])
nm-extra-cxt= R - N
word
FORM (Y)
DTRS <Z: CAT noun>
SYN COMPS L
EXTRA Lo

The Complement Extraposition Construction “pumps” a daegtintuitively,
one that is a “predicator”) with an itex (anywhere) on it€ompslist to a mother

A relative clause otherwise functions as a nominal modifigcting the nominal it modifies via

SEL; see Sag submitted.
In (24), O denotes the “shuffle” relation, as opposed to the appenticel@) used in (25) and
in (19) and (20) above. See Reape 1994.
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FORM ( proud)

comp-extra-cxt oy COMPS ()
EXTRA ( PPpf] )

FORM ( proud)

SN [COMPS( PPof] )1

EXTRA ()

Figure 6: A Complement Extraposition Construct

predicator wher& appears as the last element of therrA list and is absent from
thecowmpslist. As the final element on thexTRA list, X is the last element on the
list to be realized by the Head Extraposition Constructi@®) above] and hence
appears in the sentence after any other elements realmextfis list'® Multiple
extraposition dependencies typically arise when one a&felextraposition depen-
dencies interacts with one of the extraposition dependsrinduced lexically (by
so more etc.). Acomp-extra-cx{a post-lexical construct in the terminology of
Sag 2010) is illustrated in Figure 6, where the daughtedsips list contains a
PPJof], and itsEXTRA list is empty. The mother'sompslist is empty — the PFRfi]
appears on thexTraA list.

Let us now return to the fact that, unlike other extraposedifancomplements
(such aghan-or asphrases)sq, to andenoughcomplements never participate in
crossed dependencies. We account for this via the lexitaésrshown in (26):

[FOrRM (s0)

(26) a. SYN -CAT {SEL [SYN[EXTRALl]]I

EXTRA L; & (S[that])

[FORM ( more)

b. -CAT {SEL [SYN[EXTRA Ll]]}_
SYN
EXTRA L; O (XP[than])

We have already seen thed adds its Shaf] complement at the right end of the
EXTRA list, ensuring that it will be realized highest (hence Igtdghtmost) in the
structure of any element realized from the same list. N@ettie entry fomoreis

%Because the Head-Extraposition Construction is binarly one extraposed element is intro-
duced at each level of structure. Hence, multiple extrajposi involve a nested, left-branching
derivational structure.

186



the same, with the important difference that the tkBfj complement is added not
at the end, but at an arbitrary position within the selectethent’sexTRrA list (as
specified by the use @), rather than®). This arrangement allows complements
of comparative modifiers to be realized either earlier (lkeelogver, to the left) or
later (hence higher, to the right) of other elements redlfeem their list — except
for so/too/enougltomplements, as illustrated in (27):

(27) MTR of

[FORM ( more, willing, than Pat, to, resi$t]
hd-extra-cxt—|

SYN [EXTRA ()]

(]

MTR of

[FORM ( more, willing, than, Pa]}]
hd-extra-cxt—|

FORM (to, resis}
SYN [EXTRA (2])]

SYN VPIinf]

[=]

MTR of

hd-func-cx—

FORM ( more, willing)
SYN XP[than]

SYN [EXTRA (@I2))]

FORM (than, Pa)}

SYN [EXTRA (@,2))] SYN [EXTRA (2))]

[FORM (willing)

[FORM ( more)

We have seen thab/too/enougltomplements must follow comparative com-
plements if they reside on the sareeTRA list. However, if the comparative ele-
ment is within the subject NP and tee/too/enoughicensor is within the VP of a
subject-predicate clause, then itis in fact required theso/too/enougldependent
linearly precede ththanphrase (extraposition is bounded by the VP):

(28) a. More girls wereso happythat they cheered than boys

b. *More girls wereso happythan boys that they cheered.

We account for this by formulating the Subject-Predicatasdmction as shown
in Figure 7. A construct licensed by the Subject-PredicairsBuction is a headed
construct with a mother and two daughters. The mother'sagyapecifies it to
be non-inverted and finite, with empsuBJ and comps lists and, crucially in
the present context, &XTRA list that is identified with that of the first (subject)
daughter. The subject daughter satisfies the subject valegairementY) of the
head VP daughter, ThHexTRA list of the latter must be empty, ensuring that any
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[hd-cxt 1
[VFORM fin]
CAT
INV -
MTR [SYN
suBl ()
S-p-Cxt= EXTRA L
suBl  (Y)
DTRS<Y: [EXTRA L], H: [sYN [comPS () >
EXTRA ()

Figure 7: The Subject-Predicate Construction

extraposed elements that arise within the VP of a subjextipate construct are
realized within that VP.

Finally, we note that it is not just subject-predicate cemihat inherit the extra-
position potential of their first daughter. This is also tafiéller-gap constructions:

(29) a. [[[How manymore talents] did she haveahan the other candidatg?
b. [[[Which candidatg did he supportjvho had signed the legislatioif?

c. [[[How manysoupg he had sampledhat he didn't like ]!

o

[[[Soeager] was he to see the comitht he stayed up all nighi.

4 Conclusion

In this paper, we have seen that the complex pre-determiméiBig Mess”) phe-
nomenon and the discontinuous dependency phenomenordepeinent — either
may occur in a sentence without the other. Nevertheless wetiem frequently
intertwined because there are seven lexical entggst¢o, more less as such
and how) that contain features which play key roles in both consibns. The
CPD phenomenon requires a special construction (in ouysisair the alternative
suggested in Van Eynde 2007); the DD phenomenon follows ftamproperties
of certain lexical licensors and the grammatical mechasitrat govern exptaposi-
tion in general. The details of the distribution of DD compknts derive from the
interaction of (1) a general construction for realizingnedmts of theeXTRA list,
(2) specifications on phrasal constructions determiniegtntents of the mother’s
EXTRA list as a function of thexTRA lists of the daughters, and (3) various lexical
specifications for relevant lexical licensors. We beligvat the general approach
we have adopted here has provided a vehicle for the pregisesentation of these
phenomena in a way that has allowed us to abstract the simifijeneralizations
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they present, to elucidated their interactions with otlsgeats of grammar, and to
thereby explicate the interaction of the idiosyncratie general, and the gray area
in between.
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Abstract

| reconsider the HPSG RSING PRINCIPLE which is introduced in Pol-
lard and Sag (1994) to constrain the way in which lexicalieatdescribe
the SUBCAT lists of the words they license. On the basis oftivaea com-
plement is assigned a semantic role in a lexical entry orthig,entry may
not or must describe this complement as structure-shatbdhe unrealised
subject of some other (non-subject) complement. The fostals of this
principle is still unclear, as it is formulated as a ‘metanpiple’ that does not
talk about linguistic objects directly but rather aboutlsdcal entries that li-
cense them. | show that, although its meaning cannot be ssguidaithfully
by the usual kind of constraints employed in HPSG, theRVG PRINCIPLE
can nevertheless be replaced by two such constraints wragk targely the
same predictions. Most importantly, these constrainesraut with the out-
put values of description-level lexical rules in the styfeMeurers (2001)
in a way that makes predictions available that Pollard angl (3894) in-
tended the RISING PRINCIPLE to make but that it cannot possibly make if
description-level lexical rules are employed.

1 Introduction

In chapter 3 of Pollard and Sag (1994) theIRNG PRINCIPLE (RP) is introduced.
This principle’s initial motivation was to enforce undertzgn circumstances what
| shall call theraising configurationon the SUBCAT lists of words: If a subject

is raised, it is identical to theynsenobject belonging to the subject or object it is
raised to. This is illustrated by the SUBCAT lists in (1).

(1) a < VP[SUBCAT <>]>
b. <NP,, VP[SUBCAT <>]>

The list described in (1a) corresponds to a subject-toedvbsing verb like
seem The raising configuration holds on the list since the subjee. the first
element of the list) is token-identical to the subject ofiheaturated VP. Similarly,
the raising configuration holds on the list described in (Ithjis list might be that
of a subject-to-object raising verb likeslieveor expect

1.1 Description-Level and Meta-Level

In Pollard and Sag (1994), linguistic regularities wereresped on two different
levels, which | shall call (following Meurers (2001)) thes#eiption-level and the

] thank Frank Richter, Janina Rado, Manfred Sailer, GeRddn and Ivan Sag for valuable
discussions and advice; | thank the three anonymous rexdesiean earlier draft of this paper for
helpful comments.

LIn the following | shall sometimes be talking about raisirghs instead of raising words, usually
because certain properties of verbs are an issue. Thiscshottlistract from the fact that the RP as
well as the principles introduced in this paper talk aboutdsan general.
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meta-level. The descriptions that are formulated on therge®n-level talk about
linguistic objects directly and constrain them to certdiages. On the meta-level,
lexical rules are formulated that derive new lexical est{@hich are descriptions
of words) from existing ones, thus allowing for what has bealted ‘horizontal
generalisations’ in the lexicon. Apart from the lexicalasil constraints on the
shape of not linguistic objects but instead the descrigtioonstraining them can
be imagined, and the/RSING PRINCIPLE was intended as just this kind of meta-
level constraint.

While a precise formal explication of the meaning of primegpformulated on
the description-level has been provided in the form of (R)SRo such formal
rendering has so far been given for meta-level rules anaiptes. Hence no pre-
cise account of the RPs meaning exists so far, and the detéiseffects may thus
always be subject to some amount of speculation. Furthernsorce the principle
was intended to constrain not only basic lexical entriedikeivise those generated
as the outputs of lexical rules, it is incompatible with aatggion-level approach
to lexical rules in the style of Meurers (2001) for princigle2asons, since in this
approachword objects are related to otherord objects, while the originally envi-
sioned meta-level formalisation of lexical rules shoulgéheelated lexical entries
to lexical entries. If use is made of a description-levehfalisation of lexical rules,
the RaISING PRINCIPLE will no more be able to constrain the output values of the
rules, since these will be in a domain different from the dme principle talks
about (linguistic objects vs. lexical entries).

Since neither a satisfactory formulation of meta-leveldakrules nor of the
RP have yet been given, | consider the meta-level approachcehd for the time
being. It follows that, for the purpose of full formalisatiodescription-level lexical
rules are called for. It is then an obvious question whetberesreplacement of
the RP in terms of descriptions can be given as wdlb my knowledge, no such
alternatives have been attempted to give, probably bed¢hadeP as it stands talks
about the way words are described by lexical entries, whiearly is something
that cannot be done in the same manner by a description tfatnslated on the
same level as the lexical entries themselves. From thidawe that the effects of
the alternative that will be offered here cannot be quitestirae as those of the RP
(under any interpretation it might possibly be given).

1.2 The issue

In this paper, | offer a replacement for the RP formulatedhendescription-level.
The replacement is intended to have at least the effectshibd@®P was positively
intended to have. In section 2, | briefly review the idea of dniginal RP and
take a look at the features of this principle that make it subl@matic to express
on the description level. In section 3, taking my departuoenf the theory of

2¢f. Richter (2004).
3Descriptions are considered expressions of (R)SRL or thd Agtation for (R)SRL, as defined
in Richter (2004). | consider nothing else a true descniptio
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English presented in the first eight chapters of Pollard aagl (3994), excluding
the CONTROL THEORY, | offer two new principles as an alternative to the RP,
namely the RGUMENT CONSISTENCY PRINCIPLE (ACP) and the © HERENCE
OF VALENCE PRINCIPLE. In section 4 | argue that, if description-level lexicalgsil
are employed, these two principles achieve what the RP wesdad to achieve
with respect to predicting the shapes of the output valudexial rules. | show
that the argument about the Subject Extraction Lexical ReilELR) output for the
null relativiser that Pollard and Sag (1994, p. 219, fn. 43ke as well as the
one about the impossibility of Null Complement Anaphorahwiising verbs and
raising adjectives, in contrast to its possibility with egarbs and adjectives (cf
Pollard and Sag (1994, p. 140-142), can be reconstructed tis new principles.
Apart from this one, hardly any attempts at precise argusnentploying the RP
are known to me, which is probably due to its dubious formalust* By giving
a formalised description-level alternative to the RP wipifeserving the effects
intended by Pollard and Sag (1994), | hope to make a moregereliscussion of
the meaning, effects and necessity of constraints enstiéising configuration
possible.

2 TheRAISING PRINCIPLE

In this section | shall take a brief look at the RP of Pollard &ag (1994).

(2) (META-LEVEL) RAISING PRINCIPLE Appendix Version

Let E be a lexical entry in which the (description of the) SUB-
CAT list L contains (a description corresponding to) a mem-
ber X (of L) that is not explicitly described in E as an exple-
tive. Then in (the description of) the CONTENT value, X is
(described as) assigned no semantic role if and only if L (is
described as if it) contains a nonsubject whose own SUBCAT
value is<X>.

The crucial aspect of this formulation is the reference thatade to the way
things are described by lexical entries, in particular theapesnot explicitly de-
scribed in E as an expletivend (described as) assigned no semantic rdleon-
sider each of these in turn.

e not explicitly described in E as an expletive

“A further is about the output values of a lexical rule accinfor prepositional passives in
Tseng (2007). It is interesting to note that Tseng (2007)kerPollard and Sag (1994), does not
assume that the RP can be used to predict the shape of oulpes wd lexical rules. For Tseng, the
rules themselves have to be formulated so as to comply wétprimciple.

195



If a member of a SUBCAT list of avord objectw is not explicitly described

as expletive in the lexical entry that licensg¢and, of course, if it is neither
explicitly described as referential), then,vin this member of the list might
actually be expletive and just as well might not. All thataguired is that the
relevant complements e¥ord objects licensed by the entry need not neces-
sarily be expletive, while it is still possible for them tataally be expletive.
This fact is made use of in the RP to account for the fact that ¢kam-
ple) raising verbs behave identically in cases where theal@omplement’s
subject is expletive and in cases where it is not.

(described as) assigned no semantic role

| distinguish betweerple assignmenandrole filling. Role assignmeriakes
place in the domain of lexical entries (which the RP consggi A synsem
object is assigned a semantic role irward object's CONTENT value if
a token identity of (part of) the semantics of thgnsenobject (usually a
member of thevords SUBCAT list) and a semantic object filling a role in
thewords CONTENT value is specified in the entry that licenseswioed.®
Role fillingdenotes the case where (part of) the semanticsphaenobject
actually is the value of some role attribute (like RUNNER,B®WER, SOA-
ARG etc.) evaluated on psoaand similar cases (which are explained in
detail below). Asynsenobject may fill a role without being assigned it.
This is so because the token identity required for role §llimight neither
be ruled out by the word’s lexical entry nor enforced by itthis case role
filling in a word licensed by the entry is possible, but notessary. In (3),
e.g., the subject fills the roles DISMEMBERER and DISMEMBHERBut
is only assigned the role DISMEMBEREE.

(3) James dismembered himself

The notion of role filling can and will be explicated preciseh the descrip-
tion level, while role assignment can not.

Any lexical entry that does not explicitly describe some rhemof the SUB-

CAT lists of thewords it describes as expletive has to assign this SUBCAT list
member a semantic role just in case it descibes it also asitjecs of some unsat-
urated complement on the same list. So in any giwend objectw any comple-
ment that is not assigned a role in the CONTENT valugvdify the lexical entry
that licensesv must be the subject of some unsaturated complememtmfovided

the complement is not explicitly described as expletivehmentry that licenses.

°Note that my explication of the meaning of role assignmemisdoot seem to fully agree with
the meaning intended in Pollard and Sag (1994). Given myietn, the phrasédescribed as)
assigned no semantic roshould be replaced bgssigned a semantic role by (or in) But this shift
in meaning does no harm here and it is convenient to condbaselevant distinction in two distinct
expressions.
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Since this structure sharing is not enforced by directlyst@mning the linguistic
objects atissue, but indirectly by requirig the lexicalre® to ensure it, it will hold
no matter whether the actually shargghsenmin someword the entry licenses is
referential or expletive.

Assume (4) to be a partial lexical entry for the vedem

word
@ CATEGORY|SUBCAT < VP[INF, SUBCAT()]:>
SYNSEM|LOCAL seem
CONTENT LOA_ARG ]

The principle then accounts for the following data.

(5) a. ltisgreatto like her
b. He seems to like her
It seems to be great to like her
There seems to be good reason to like her
*There seems to be great to like her

® 2 0

(5a) is licensed since the lexical entry for the relevanimfaf be explicitly
requires its subject to be expletiite So the RP does not impose any further con-
straints on the entry. In constrast to that, the entrgegmdoes not impose any
constraints on its subject. As a consequence of that, thereoacrete instances of
seem(i.e. word objects) that do have a referential subject (as in (5b)) dhdrs
that have an expletive subject (as in (5c), (5d)). Since thigest of seemis not
assigned any semantic role in the lexical entry, the lex@cdty is constrained by
the RP to describe it as identical to that of the word's VP clement (i.e. the
co-tagging in (4) which is done using the falgs actually enforced by the princi-
ple). This identity must then obtain in allord objects the entry licenses, no matter
whether the subject is expletive as in (5¢), (5d) or refeatas in (5b). So the de-
sired effect is achieved and the subjecteénmalso is the subject of the embedded
VP. Obviously, (5e) will be ruled ungrammatical sinoe great to like herequires
expletiveit as its subject.

Although most of these considerations seem to be quite icleatively, neither
the meaning of the RP nor that of meta-level lexical rulestiesen pinned down
formally so far. So in the remainder of this paper | shall stigate whether and at
what cost the effects the principle was intended to have ilaRoand Sag (1994)
can be achieved by constraints formulated on the desarniicel.
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3 The Description-Level Approach

3.1 Auxilliary Relations

Before introducing and discussing the description-legplacement for the RP that
| shall offer, | need to introduce two auxillary relatiorrsai sed- on andr ol e-
filler.

3.1.1 Raised-on

The relationr ai sed- on is a relation betweesynsenobjects and (intuitively,
SUBCAT) lists. It obtains betweensynsenand alist object if thesynsenobject

is a member of the list and also is the single element of somemital (i.e. non-

subject)synsenelement of that list. If for some list there existsysenobject

that is raised on the list, | also say that the raising conéitjom obtains on the list.
Formally, the relation is defined as follows;

(6) VsVi
(rai sed-on(s,l) <

J1HZ]

(‘[resT ] A

menber (s, 1) A

memnber ([LOCAL|CATEGORY|SUBCAT <s>}, @))

3.1.2 Role-filler

To define ther ol e-fi |l | er relation, | first need to introduce a new attribute
called LEXICAL-SEMANTIC-CONTRIBUTION (LSC). LSC is appgpriate to
the sortcontentand takes as its value either an object of gsdaor of sortnone
If present, the psoa which is its value will always be the telateristic’ psoa of the
word, the one that the word adds to the overall meaning ohitage. For example,
in the case of an adjective likelue it will be the bluepsoa introduced by the
word® The attribute is needed for the treatment of semanticallyieas words, as
will become clear later.

The relationr ol e-fi | | er, a relation betweerynsenobjects, covers three
distinct ways in which the CONTENT value of one such object fitha role in
that of the other. These are:

(i) The CONTENT values of both objects are identical.

5] assume that the LSC values of head-daughter and mothemargsadentical. The formulation
of a principle to enforce this is of course trivial. The ditrie might be independently motivated, cf.
e.g. De Kuthy (2000, p. 101).
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This covers the base form complement of infinitit@lwhich simply identifies
its own CONTENT value with that of its base form complemeritalso covers
case marking prepositions, which do the same. If identitCONTENT values
were not regarded as an instance of role filling, the base tmmplement oto
and the prepositional objects of case marking prepositicndd be required to be
raised’

(i) The CONTENT value of the first argument ispsoathat is also an element
of the CONTENT|RESTR list of the second.

This covers the clausal complement of the null relativisesr, CONTENT value
of which appears on the relativisers RESTR list and must Botelguired to be
raised.

(iii) The CONTENT or CONTENT|INDEX value of the first argument is the
value of some attribute € R evaluated on the LOCAICONTENT|LSCJ-
NUCLEUS value of the second argument, wh@&as the set of those and only
those attributes that denote functionspmoascorresponding to semantic roles (the
obvious case).

The formal definition of the relation is given in (7)

(7) VzVvy
(role-filler(x,y) <

1]

((x|:LOCAL|CONTENT {nom-obj H V (—[Z[nom-obj A “[LocAL|cONTENT [1]])) A

INDEX
(Y[LocAL|cONTENT [1]] V
J2)(Y[LocaL|coNTENTIRESTR[2]] A menber ([I]psod, [2))) V
V per ’[LocaL|conTENTILSCINUCLEUS|p [I]])))

3.2 The Principles

In this section | shall investigate the possibilities ofrgag the effects that the RP
was supposed to have while using only constraints that cdarbeulated on the
description level. | shall start by considering why two maitranslations’ of the
meta-principle to the description-level will not work. WW&bne of these appears to
be truly inadequate, the other will be kept, but a seconctjpia will be added to it.

The problem that has to be faced when trying to construe amative to the
RP on the description-level is that description-level ¢@ists can never make ref-

A similar notion on the metalevel is implicitly employed imlfard and Sag (1994). There, too,
(at least) the three cases covered here will have to be eesids instances afle assignment
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erence to the way things are described in lexical entrieacklao formulation cor-

responding to the phrasmt explicitly described in E as an expletigs employed

in the RP will be available if an alternative to the princijgeto be formulated on

the description level. This leads to the question how thei$to be accounted for
that raising verbs show identical behaviour in cases whereuibject to be raised
is expletive and in cases where it is not; that is, why exydetaising is generally
possible.

The RP achieves this by constraining lexical entries to ifpeertain token
identities, but descriptions can only constrain linggistbjects to have certain
shapes, where in any (by definition totally well-typed and-sesolved)word ob-
ject, a given complement of thveordis either expletive or is not. So, if one simply
tried to reformulate the principle as closely as possible asnstraint orword-
objects, the conditiomot explicitly described in E as an expletigeuld only be
(i) dropped or (ii) taken over asot an expletive (The conditionnot assigned a
semantic role by Evill be translated agsot filling a semantic role This treatment
will lead to problems discussed in section 3.4.)

(i) Is not an option. It would result in a principle somewhé&el(8).

(8) For everyword object, everysynsenobject on thevords SUBCAT list is
raised on that list if it does not fill a role in thveords CONTENT value?

This is of course no viable solution. Since no expletive éllsra role it would
amount to requiring every expletive to be raised. So exmston the SUBCAT
lists of words that are lexically specified to select for etpks would also be
required to be raised, which clearly is not a welcome effé@xically specified
selection is where selection for expletives originates! i not hard to see that
introducing such a principle would in effect require eveeptence containing an
expletive to be infinite.

(i) Would result in something like the principle (9).

(9) The ARGUMENT CONSISTENCY PRINCIPLE (informal versio

For everyword object, everysynsenobject on thewords SUBCAT list
that is neither expletive nor does fill a role in twerds CONTENT value
is raised on that list.

8In the following principles, théf and only ifformulation present in the RP will be replaced by a
unidirectional implication. In the RP, the condition agsithat complements can only be described
as raised if they are not assigned a role. That means thaetiel entry of a subject or object
control verb may not specify this verb’s subject or objeespectively, to be identical to that of the
VP complement because it assigns it a role. Yetin a givenrebamistance of the word, this identity
may hold. cf. Pollard and Sag (1994, p. 140, fn. 40), Praépgwki and Rosen (2004). If the
biconditional were retained in the description-level gsi, this would exclude this identity in all
instances of the word, which is a completely undesired effec
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This principle ensures that the semantics of every nonetixpl argument that
happens to be onwaords SUBCAT list must either be used in the semantics of
this word directly or raised from some other complement of tnerd. Follow-
ing a suggestion by Frank Richter and Janina Rado, | shalidferth call it the
ARGUMENT CONSISTENCY PRINCIPLE (ACP).

This principle alone will not have the desired effect. Thissb because, in
some sense, nothing is said by it about expletive complesnéfthile referential
complements that do not fill roles are required to be raisquleéives are not. This
leads to the licensing of such sentences as in (10).

(10) a. *There seems to like her
b. *There seems to be obvious that you like her

(10a) could mean, e.gyou seem to like herSince expletive subjects would
not be required to be raised, the VP’s subject could corraspoyouwhile seem
could have some expletivéhere in this case) as its subject. (10b) is similar; in
this case both subjects are expletive, but the expletiveslifferent although they
should be the same.

In essence, the question seems to be how to distinguish eamepls that are
lexically specified to be expletive from those that are noh. te meta-level, this
can be done by simply looking at the lexical entries. On thecdption level, it
can not.

The analysis offered here attacks the problem from a diftesagle. Assume
that the RP is dropped and the ACP is incorporated into theyhend consider the
sentences in (10). Both of them have in common that the subjebe embedded
VP is in some way ‘lost’: it does not get realised by direct tdmation with the
VP according to the head-subject-schema, but neither éalised anywhere else.
Realisation of the subject ‘somewhere else’ is just whatld/bave happened had
the subject been raised. In the sentences in (10), it wowe baen realised as the
subject of the raising verb. In cases with subject-to-dhjaising as the object.

If the ACP were accompanied by some principle that prevestdgjects of
embedded VPs to be lost in the manner displayed in (10), atidsifprinciple
further required every expletive subject of such a VP to serh the problem with
the sentences in (10) would be solved. These considerddaddo the formulation
of the following principle, which | call the GHERENCE OFVALENCE PRINCIPLE
(CVP)?

%It was pointed out to me by Manfred Sailer (personal commatita) that the CVP as stated in
this paper may be in conflict with analyses of so-called taaby’ PRO as in (1).

(1) Itiseasy to like her

In (1), the unrealised subject of the infinitival VP is notlread in any of the ways the CVP
requires such subjects to be realised in. However, the iqneshether this is a fatal problem cannot
be answered without any detailed analysis of conditionguwthich ‘arbitrary’ PRO can occur. This
paper is not the right place to give such an analysis.

201



(11) THE COHERENCE OFVALENCE PRINCIPLE (preliminary informal ver-
sion)

For everyword object whose SUBCAT list contains a non-subject comple-
ment whose SUBCAT list has the formX >, one of the following must
be the case:

e The LOCAL value of X is a member of theords SLASH set

e TheLOCAL|CONTENT|INDEX value of X is identical to that of
another member of theord’'s SUBCAT list

e Xisraised on the SUBCAT list of theord, which is always the case
for expletives

The first of the three bullets is needed to license the outpluies of the 8B-
JECT EXTRACTION LEXICAL RULE. The second covers the case of equi verbs,
where the unrealised subject of the embedded VP only neeslsate its index
with that of its controller. The third allows for the realiga of the VP’s subject
via raising and enforces raising if the subject is expletive

It is easily seen that by the CVP, the examples in (10) arel utgrammatical.
In the case of (10a), the embedded VP’s subject will be requiv share at least its
index with some element of the matrix verb’s SUBCAT list. @tile matrix verb’s
subject is available for sharing the index with. But if itelé@x is shared with that of
the VP’s subject it will neither be expletive nor fill a roledahence be required by
(9) to be raised, which is the desired result. In the caseQif)(¥aising is enforced
directly by the CVP, since the subject of the embedded VPpietixe.

3.3 Subject-to-Object Raising
Subject-to-object raising verbs give rise to a further pgob Consider (12).

(12) a. *John believes there to like her
b. John believes himself to like her

The analysis presented so far licenses (12a) with the sawasit(12b). To
see this, assume that the subject of thet¥kke Kimin (12a) has the same index
as thesynsenobject corresponding tdohn Then the sentence complies to the
CVP: the unrealised subject of the VP has been realised aseddy the CVP by
virtue of having the same index as the subject of the mattils. Mdothing requires
the expletive to be raised, since nothing requires its indebe referential, which
the CVP does for the subject of (10a), thus ruling this sexgemgrammatical. In
(10a), only the subject is available for sharing its indeswtiat of the unrealised
subject in accordance with the CVP. In (12a) the index shbeldequired to be
shared with the accusative object of the matrix verb. Butleycurrent formulation

For similar reasongpughconstructions might be problematic, too.
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of the CVP, it may share it with the matrix verb’s subject jastwell. If this is
the case, nothing prevents expletierefrom occuring as the accusative object,
which, as an expletive, is not required to be raised by (9).

It appears possible to solve this problem by requiring Uisea VP subjects to
be realised as the most oblique complement of the word ssjefcr the VP that is
still less oblique than the VP itself. In the case oeemthis would be the subject,
in the case obelieve the accusative object. This leads to the revised versidimeof
CVP shown in (13).

(13) THE COHERENCE OFVALENCE PRINCIPLE (final informal versiop

For everyword object whose SUBCAT list contains a non-subject com-
plement Y whose SUBCAT list has the foreaX>, one of the following
must be the case:

e The LOCAL value of X is a member of theords SLASH set

e The most obligue member of the describedrd object's SUBCAT
list that is still less oblique than Y (call it Z) is such that

— The LOCAL|CONTENT|INDEX value of X is identical to
that of Z or

— Xisidentical to Z, which is always the case if X is an expletiv

3.4 Subject-to-Object Raising and Reflexives

It has already been remarked above that not only the pm@tsexplicitly ... as an
expletivebut also the notion ofole assignmentannot be faithfully expressed on
the description level. This leads to undesired consequeinchie case of subject-
to-object raising verbs with reflexive accusative obje¢igia) is possible with the
SUBCAT list (14b), wheré #[2]. That is, the reflexive is not required to be raised
as it should.

(14) a. John believes himself to like her
b. <NP1-, [1}; :reflexive VP[SUBCAT <>}>

This is the case because the indices of subject and acausdiiect are (and
must be, by RINCIPLE | of the BINDING THEORY) identical. So, since the sub-
ject fills the role BELIEVER, the object also fills this rolet it not possible to
distinguish on the description-level between role fillinglexical assignment and
externally enforced role filling, in this case role fillingferced by the BNDING
THEORY. To force reflexives like the one in (14a) to be raised, it evitable to be
able to tell which member of a SUBCAT list it is that fills a c@rt role; that means
it must be impossible for distinct SUBCAT list members totfilé same role.

10if the to-phrase in sentences likee seems to me to like hisrto be analysed as a complement
of seem this would probably be inconsistent with the present satige. | however doubt that an
analysis of theo-phrase as an complement is mandatory.
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To achieve this, | introduce a sort of ‘intermediary indexiish must be unique
for every member of a SUBCAT list. The attribute INDEX, eatied on an inter-
mediary index, will yield a ‘standard’ index. It must thentbese standard indices
that the BNDING THEORY and most other principles talk about, while intermedi-
ary indices are only relevant for more exotically flavouresposes.

To make this proposal precise, | introduce the sort (speaiad (for inter-
mediary indexas a direct subsort abjectin the way shown in (15).

(15) intind
INDEX index

The only attribute appropriate tatind is INDEX, and to evaluate it on an
object of this sort yields an object of santdex Evaluating INDEX! on an object
of sortnom-objwill now yield an object of sorintind. The attributes that represent
roles onpsoa must now likewise yield objects of sdrttind when evaluated on
such an object.

The benefit ofintinds is that, while objects of sorhdex can be required to
be indentical for different members of the same SUBCAT ligtvirtue of the
(appropriately reformulated) IRDING THEORY, their intinds do not have to be
indentical. To say more, they may not even be identical, wisenforced by the
following constraint.

(16) UNIQUENESSCONDITION on intemediary indices
[category —

[suscAT [1]] A

VxVy

(menber (z[1) A nenber (y,1) —

(ZLOCAL|CONTENT|INDEX= yLOCAL|CONTENT|INDEX— x = ¥))

The constraint states that for any two members of a SUBCATH®&ving the
sameLOCAL|CONTENT|INDEX value means to be identict.

Since role attributes evaluated psoa yield intind, it is now the case that
no two distinctsynsenobjects on the SUBCAT list of anyord can ever fill the
same role in the CONTENT value of thigord. So in the case of (14), although
the ‘standard’ indices of subject and accusative objecichvare embedded in
the intinds under the attribute INDEX, are identical, theinds are not. Hence
the subiject fills the role BELIEVER, but the reflexive objeced not and will be
required to be raised.

HWhich could now be renamed INTIND, but it need not.

2Note that still the sameynsenobject could occur twice on the same list. If necessary, this
possibility might be ruled out by a further constraint, riging that anysynsenobject occur at most
once on any SUBCAT list.
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3.5 Formal Statement of the Principles

The ARGUMENT CONSISTENCY PRINCIPLE as well as the GHERENCE OFVA-
LENCE PRINCIPLE can be stated formally in (the AVM notation for) RSRL. To do
this is the sole purpose of this section.

(17) The ARGUMENT CONSISTENCY PRINCIPLE (formal versiol
[word] —

([SYNSEM [1[LOCAL|CATEGORY|SUBCAT ] A

Va
(menber (z, 2) —
((-role-filler(z[) A-"[LOCAL|CONTENT|INDEX|INDEX expletivé—

rai sed- on(z,[2)))))

The principle says that for every object onvard object's SUBCAT list, if it
does not fill a role and is not expletive, then it is raised @anSWBCAT list.

(18) The ®WHERENCE OFVALENCE PRINCIPLE (formal version)
[word] —

LOCAL |CATEGORY|SUBCAT [1][REST[2
(| sYNSEM | | | 2] A
NONLOC|SLASH

VxVy
(menber (y[LOCAL\CATEGORY\SUBCAT <I[LOCAL >], 2) —

menber ({4, 3]) V

6]

(to-the-left(e,y,@) A

Vz(to-the-left(zy[@) AzA#A6l—to-the-right (g, z1)) A
(r =V

(*[LOCAL|CONTENT|INDEX|INDEX [5]] A [6]LOCAL|CONTENT|INDEX|INDEX [5]])) A
(*[LocAL|CONTENT|INDEX|INDEX expletivé— x =T6]))))

The relationt o-t he-ri ght , defined in Richter (2004, ch. 4.2), holds of its
argument triple if the last argument is a list and the firsuargnt occurs to the
right of the second argument on that list. The relatiant t he- | ef t is defined
with respect to the relationo-t he-ri ght .

(19) Therelatiort o-t he- | ef t

VaVyVvz
(to-the-left(x,y,2) <> -to-the-right(z,y,2) Az #y)
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An objectz is to the left of an objecy on a listz iff = is not to the right of and
not identical withy.

The principle requires that for arword object whose SUBCAT list contains
an unsaturated complement, this complement’s subjectGAlOvalue must either
be in the describedords SLASH set, or there is some element on the described
words SUBCAT list that is the most oblique complement of the wtdt is still
less oblique than the unsaturated complem@&mith this object, then, the unsat-
urated complement’s subject is either identical or indexrsd.

4 Interaction with Description-Level Lexical Rules

The RP was not only used in Pollard and Sag (1994) to congtraioontent of ba-
sic lexical entries, but likewise to constrain the contdnbutput values of lexical
rules. This made sense intuitively, since lexical rulesenanceived of as rules
generating new lexical entries from existing ones. WithRfreunderstood as con-
straining all lexical entries, the output values of lexin#kes had to be constrained
as well.

Since no satisfactory formalisation of the meta-levels@mployed in Pollard
and Sag (1994) has yet been established, the descriptiehftemalisation given
by Meurers (2001) seems the only possibility so far to haveradl account of
lexical rules at all. But if description-level lexical rd@re employed, lexical rules
are understood as descriptionsl@f-rule objects. An application of a rule can be
understood as an object licensed by the rule. Input to arplibof an application
of a rule are represented as components of the correspoladingle object, that
is, asword objects that can be reached from thg-rule object via the attributes
IN and OUT, respectively. It is a crucial aspect of this folisation that no new
lexical entries for the rules’ outputs are generated atkddince the RP, even if it
were precisely formalised, could never constrain the dstptithese rules.

From this it follows that, even if the RP as a meta-level statat were to be
retained and a satisfactory formalisation of it were giviaen either lexical rule
outputs could no more be constrained by it or finding a satisfg formalisation
of meta-level lexical rules would again be an issue. In thigien, | assume that
description-level lexical rules are used and investigate imuch of the predictions
made about the output values of lexical rules using the RPolfafd and Sag
(1994) can be reconstructed employing these rules and theigdes introduced
above. Only two such arguments about output values of |exitas are know to
me, both stemming from Pollard and Sag (1994). | considdr bbthem in turn.

4.1 The Null Relativiser

The most explicitly formulated and also most interestinguarent known to me
in which the RP is employed in to reason about output values lekical rule

BRecall that the order on SUBCAT lists reflects the obliquerigerarchy.
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concerns the $BJECT EXTRACTION LEXICAL RULE (SELR) output for the null
relativiser. In this section, | briefly summarise the ceraispects of the relativiser
and the lexical rule and review this argument. | then showttiestructure shar-
ing that the RP should have guaranteed in the objects liddmgéhe rule’s output
for the relativiser is also enforced by the new principleshi@ output values of a
corresponding description-level rule. Thus the effectsRIP was intended to have
are preserved.

A null relativiser is employed in the treatment of relativauses suggested in
Pollard and Sag (1994). Given this phonetically empty wahé, relative clause
(20a) will have the structure shown in (20), with the religiév represented &s

(20) a. <mar> to whom you gave your pocket
b. <mar> [to whom [e [you gave your pocket]]].

The lexical entry fore requires the LOCAL value of the relative phrase to be
a member of the SLASH set of the clause which the relativigked as its com-
plement. The relativiser binds this SLASH set member. Furtiore it requires
the relativiser to select for a subjétwith just the LOCAL value of the relative
phrase. Together with the identification of the index whglkléscribed by the en-
try as the single member of the subjed’SHER|REL set with the relativiser’s
CONTENT|INDEX value and the INDEX of the modified N’, (20a) is licensed
with the syntax indicated in (20b) and appropriate semantic

It is for the analysis of sentences like (21a) that theB8&CT EXTRACTION
LEXICAL RULE (SELR) comes into play. The desired analysis of this seeténc
shown in (21).

(21) a. <marn> who gave his pocket to you
b. <marn> [who [e [gave his pocket to you]]]

Without the SELR, an analysis as indicated in (21b) would loeked by the
TRACE PRINCIPLE for English, which forbids the extraction of subjects toerul
sentences like (22) ungrammatical.

(22) *Who did Bob tell you that will visit us?

Yet the extraction of subjects seems possible in casesdiKe Where the sub-
ject of the embedded clausdo will visit usis fronted.

(23) Who did Bob tell you will visit us?

Pollard and Sag (1994) account for these sentences by uirggithe SELR
as shown in (24).

MRecall that in the theory presupposed hesabject of xsimply meansnitial member of the
SUBCAT list of x
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(24) [S$LOC|CAT|SUBCAT <Y, ... » Junmarked, >] —

1
S LOC|CAT|SUBCAT <Y, ,VP[SS {LOCWAT'SC <[LOC D] >}

NONLOC|INH|SL {}
NONLOC|INHER|sLASH {[1]}

This lexical rule guarantees that for each word that subocaitees for an un-
marked non-subject sentential complement there is anetbet, subcategorising
for a VP instead of the sentence and having the LOCAL valudisf¥P’s sub-
ject as the single member of ISHER|SLASH set!® (23) is then explained as
resulting from an application of the SELR tell. It is thus analysed as adAD-
FiILLER-CONSTRUCTION with did Bob tell you will visit usas the head and/ho
as the filler.

The SELR is employed to derive the null relativiser for (26gni that em-
ployed in (20), and here it is that the RP comes into play. @eng25a)® This
description of asynsenobject fits the input schema of the SELR and so can serve
as a part of its input (assuming for the moment meta-levétdéxules), yielding
an output about as shown in (25b), if the effects of the RPgrered.

rltvzr

INDEX [T
mMob N’ [NL\TO-BIND|REL {}]:{RESTR ]

[LC
LC CAT NL|INHER|REL [1]|’
(25) a. s¢ <
S[INHER|SL {@}, fin, unmarke}i
npro
CNT | INDEX
i RESTR {[4]}U2] 1]
|NL|T-B[sL {[3]} |
[T rltvzr 1]
INDEX
MoD N’ [NL TO-BIND|REL ¢[1 ]:
| | {0} |:RESTR ]

LC |CAT |[sc <INHERREL [, VP[SC <@[LC }>,f|n]:>

INHER|SLASH {}
npro
CNT |INDEX

| RESTR{[4}U[2]
[INHER|sL {[7]}
| T-B[sL {@BI}

NL

SNote that this is the first case considered in the CVP.
18 need to abbreviate some of the attribute names to make thé&fithe page. | also sometimes
abbreviate paths by leaving attributes out where this shoaot lead to any confusion.
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Pollard and Sag (1994) now argue that, to comply with the BG®)in addition
needs to specify th&d = [¢], which should also impl{g] = [7.
The argument runs as follows.

To see this, consider the following facts: (1) the SELR irgpec-
ifies structure sharing between tfi€® — BIND|SLASH value and the
first complement’s LOCAL value; (2) SELR specifies stucturarsg
between the outputENHER|SLASH value and the LOCAL value of
its VP complement’s SUBCAT value; and (3) the Raising Pplecre-
quires that there be structure sharing between the LOCAleval the
VP complement’s SUBCAT value and the LOCAL value of the first
complement. (In identifyinggynsenobjects, the Raising Principle of
course identifies the LOCAL values within tegnsenobjects.)

Pollard and Sag (1994, p. 219, fn. 4)

The central point is of course (3): because the subject iagsgigned a role by
the entry in (25a), it must be raiséd.It can only be raised from the VP comple-
ment, so must be raised from théfeSo, according to this argument, the subject of
the null relativiser in (25b) and the subject of its VP conmpéat must be the same.
This does not and may not result from the SELR itself; the fofrtell occuring
in (23) must be licensed by the output of SELR. Thd&aebis the subject of tell,
but the extracted subject correspondsvtwo, So they clearly cannot be identical.
Differently, in (21b), where the subject has been extraftedh the verbal com-
plement of the relativiser, identity of the relativisergsbgect to that of the VP is
crucial, as shown in (26).

(26) a. <mar> *who; e __; gave his pocket to you
b. <mar> who; e __; gave his pocket to you

Clearly, (26a) does not make any sense (given, of couege;), so (26b) must
be enforced. This is done by the RP.

The ACP will have similar effects. If description-level leal rules are em-
ployed, the descriptions in (25) must be seen as descriptibthe INPUT value

Note that it is necessary to consider it as an instanceolef assignmentvhen the CON-
TENT value is described in a lexical entry as a member of thscrilged word object’s
CONTENT|RESTR list. Otherwise the second complement of each relativisarldvnot be as-
signed a role and hence required to be described as raisdtei®R. This fact is reflected in the
second clause of the definition e filling, given above.

18As was already noted in Pollard and Sag (1994, p. 216, fnhi3)argument applies to the rule’s
input as well, but since the verbal complement there is aai@td sentence, the subject cannot be
raised. So (25a) actually cannot license anything at akk dimalysis presented here suffers from the
same problem. | assume that some modification of the ACP dlantines indicated in Pollard and
Sag (1994) is in order. This would amount to requiring any-arpletive non-role-filler to be either
raised or ‘SLASH raised’, i.e. have its LOCAL value on the StiA set of another member of the
SUBCAT list it is on, rather than be on the complement’s SUBQi4t itself.
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and OUTPUT value of somkx-rule object. All co-taggings indicate structure
sharing as in any other descripti&hBoth described objects must of course obey
all constraints orword objects. Since the relativiser does not contribute any se-
mantics of its own, it has no characterispsoa So itsCONTENT|LSC value

is none Hence none of its complements can be a role filler accordirthe last
clause of the definition able filling. The VP complement is a role filler according
to the second clause of the definition, but the subject is ®otthe last possibility

for the relativiser’s subject to fill a role would be identafits CONTENT value to
that of the relativiser, according to clause (i) of the défani. This is not possible
either?®

4.2 Null Complement Anaphora

Null complement anaphora is a complement drop phenomehertpinfinitival
complement of a raising verb can be dropped if it can be iatefrom the context.
But this is only possible with equi verbs, not with raisingb&! The contrast is
exemplified in (27).

(27) a. John tries to understand this article and Janet o t
b. *John seems to understand this article and Janet alsssseem

Pollard and Sag (1994, p. 141) assume that NCA is “a lexicatess that
removes an infinitival complement [...] from the SUBCAT laftverbs or adjec-
tives”. They offer no detailed analysis and also remaimsidout the exact nature
of this lexical process, but it seems safe to assume thatapsambased on lexical
rules was intended. Such a rule might look like the one gingi28).

HEAD verbV adj
(28) |:SS|LOCCAT [SUBCAT NPTef“iSt>@<VP[SUBCAT <N> inf]>”

[sslLoc|cAT|suBcCAT [1]]

The rule takes as input a lexical entry describing verbs aljgttves subcate-
gorising for an infinitival complement, this being the lasireent on their SUBCAT
list, and returns a lexical entry where this element has besrved from the list.
Considering the application of that rule to the lexical graf seem the relevant
parts of which are given in (29a), the result would be theyeint(29b)

¥In the meta-level approach they were usually ambiguousémstidentity of object and identity
of description.

20if cases exist in which this identity can hold, these casepathological. Their existence could
hence not be used to criticise the present theory but onlsitioise itself.

it should be noted that the arguments made here about NCAotéengeneralised so as to
explain also the phenomenon of VP deletion aSkwe can do it and Jack also can She wants to
go and Jack also wants t@s noted by Pollard and Sag (1994, p. 142, fn. 43). | shalfurdter
concern myself with this problem.
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HEAD verb

(29) a. |ssioc |:SUBCAT lNP[norrﬂ VP[suscAT [, inf[[2] l>]
seem

|:PSOArARG ]
[HEAD verb ]

b. |ssioc SUBCAT lNP[nomD

cont | M
PSOA-ARG

But (29b) clearly violates the raising principle: The suwbj&s not assigned
a semantic role in the content, so it should be raised, whithriot and cannot
be. Thus the RP rules out (29b) as a possible lexical entntltargwith (27b).
Furthermore, as desired, equi verbs can undergo NCA, theara lexical entries
for the exampldry being shown in (30).

SUBCAT <NP[nom], VP[SUBCAT <N> inf]:>

try
CONT | TRYER
PSOA-ARG

HEAD verb
CAT

(30) a. |sgLoc

HEAD verb
AT |suscar <NP[nom}>
b. |ssLoc try

CONT | TRYER
PSOA-ARG

Here, in the resulting lexical entry, the subject is asgigasemantic role; its
index appears as an argument of therelation in the TRYER slot. So the RP is
not violated and (27a) will be licensed.

It is not hard to see that the ACP makes the same predictidmesinput object
can be a raising verb as much as an equi verb. In the case diagraierb, not
only the indices of the input’'s subject and that of the vedmhplement would
be identical, but rather theynsenobjects as a whole would be structure shared.
But so, trivially, would then be the index. The index of théjgat is specified
as referentiaf? Thus it is non-expletive and, in the case of raising verbso al
a non-role-filler. So, by the ACP, th&ynsemobject that bears this index (here,
the subject) would have to be on the SUBCAT list of some furtdement on the
SUBCAT list of the output. Since there is no other such eldroarthe rest of lisfi
(as it is tagged in the lexical rule), the output does nosBathe raising principle

22if this were not the case, the rule would license senten&esThere/it seem(sfor expletive
therdit: Since the rule removes the VP complement, there would Henwteft that the CVP could
require to be token-identical or index-shared with the scfpjand since the subject is expletive, the
ACP would not have to say anything either. So the sentencédvbaulicensed.
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and hence is not licensed. As desired, the output of the suliegnsed for equi
verbs liketry. In their CONTENT values, the subject’s index fills a role tise VP
complement may be missing.

4.3 Conclusions

| have shown the informal meta-levelARBSING PRINCIPLE of Pollard and Sag
(1994) to be replaceable by a fully formalised descriptmrel alternative while

preserving the positively intended effects of the origiR&. Having a precise ac-
count of the enforcement of the raising configuration anellike the possibility to

employ it when reasoning about the output values of desonijdevel lexical rules

might make more detailed discussions, analyses of gesatialis about raising
phenomena in the framework of HPSG possible.
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Abstract

This paper discusses copula constructions in English, &erand Dan-
ish and argues that a uniform analysis of all copula constmugis inappro-
priate. | provide evidence from German that there shoulddagsing variant
of the copula in addition to an identificational copula. A gnachema is
provided that maps referential NPs that can be used as argsio@o predi-
cational NPs. Data from Danish shows that predicationalddde subjects
in specificational structures. An account for such spedifical structures
is provided and the different behaviour of predicational apecificational
structures with regard to question tags is explained. Alainabntrast can be
found in German left dislocation structures, which folldingm the assump-
tions made in this paper.

A modified treatment of complex predicate formation allomwsd reduc-
tion of selectional features (that is abolishingx@fomp or vcompP) and for
a uniform treatment of predicational phrases in copulatraogons and re-
sultative secondary predicates. This yields an accourtdostituent order
variants that remained unexplained by earlier analyses.

1 The Phenomena

Research on copula structures has a long tradition (seed\diéi, To appear for an
overview). One important question is the question of howyrapulas are needed
for the observable syntactic patterns and the respectianimgs that can be ex-
pressed. | follow recent research in assuming that therbamieally three types of
copula constructions, two of which are order variants oheatber (Section 1.1).

Section 1.2 discusses V2 languages like Danish and Gerndhieaanpares En-

glish and Danish to German, which has rather free constitaster in general.

Section 1.3 shows that one of the copula constructions isiagaconstruction and
Section 1.4 discusses the formation of predicate complexes

1.1 Equational, Predicational, and Specificational Constictions

Recent research on predication distinguishes three tyjpespala structures: equa-
tional, predicational, and specificational structureskidisen, To appear). In
equational structures two expressions of the same typegaistexrl. Examples of
this type are given in (1):

(1) a. Cicerois Tully.
b. That must be her.

Tl want to thank the audience of the HPSG conference for disons. Special thanks go to Frank
van Eynde, Doug Arnold, and Berthold Crysmann for discussind pointing out interesting data.
Thanks to Jakob Maché for comments on an earlier versionptper.

I thank Philippa Cook for proof reading.
The work reported in this paper was supported by grants bR éutsche Forschungsgemeinschaft
(MU 2822/2-1 and MU 2822/1-1).
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In (1a) two proper nouns are equated: that is, it is expreisgdhe referents of
the two referential NPs are identical. Similarly, two prane are equated in (1b).
Mikkelsen gives the following examples for predicationahstructions:

(2) Harvey/my brother/the guest of honor/she/everyaaie was [happy].
Sylvia is [from Seattle].

Sylvia is [an architect].

Sylvia is [the architect on that project].

Sylvia is [my friend].

Sylvia is [mayor of Seattle].

-0 20 0o

As the examples show, the predicate complement can be anPARRPor a noun
with a complement. Mikkelsen claims that (2f) is an instant@n N predicate
(NP in her terminology), but the class of such predicatemialler: It is basically
nouns with their complements, but without modifiers:

(3) *Heis new mayor of Seattle.

In English there seems to be a unigueness restriction omadietrless predication.
Sentences like those in (4) are ungrammatical:

(4) *He is sanator/teacher.
In comparison, the equivalents of (4) are possible in German

(5) Erist Lehrer.
heis teacher
‘He is a teacher.’

As Mikkelsen (2005, p. 70—72) points out, question tagsegii¢gh the subject
in predicational constructions in gender as they do in n@alipational structures:

(6) a. The guest of honor was happy, wasn't she/he/*it?
b. The guest of honor spoke after dinner, didn’t she/he/*it?

Apart from equational and predicative constructions althyipe is identified in
the literature. Mikkelsen gives the following example fdnat she calls a specifi-
cational construction:

(7) a. The director oAnatomy of a Murders Otto Preminger, isn't it?
b. The director oAnatomy of a Murderthat's Otto Preminger.

Here the post-copular NP is a proper name, that is, cleafgrawrtial. The pre-
copular constituent contributes the predication. Intérgly, the pronourit is used

in question tags and the pronotivatin left dislocation structures. This test shows
that the subject in (7) is not referential, but rather pratiimal. Specificational
structures can be regarded as a variant of predicationatstes with the predica-
tional NP realized in pre-copula position.

215



While predicational structures are possible with verbs diinsider specifica-
tional and equational structures require the copula to bsgmt (Rothstein, 1995,
p.32):

(8) a. Iconsider [Sylvia my best friend]. (predicational)
b. I consider [my best friend *(to be) Sylvia]. (specificatad)
c. | believe [that/her *(to be) Sylvia]. (equational)

1.2 German, English, Danish: Specificational Constructios, Ques-
tion Tags, and Left Dislocation

Evidence from question tags was used to argue for a spegialdf/copula con-
struction in English: Specificational constructions. Thaadion is more compli-
cated in a language like Danish: Danish is a V2 language, s®@ttiers with a
predicative element in pre-copula position could be derivg fronting the pred-
icate rather than the subject of a canonical predicatiooaktruction. However,
there is a test that helps to identify which element is thgemth The negation at-
taches to the VP. For subordinate and main clauses we getltbwihg structures:

(9) a. subject negation verb complements (subordinate)
b. verb subject negation complements (main clause, V1)

A V2 clause is derived from (9b) by fronting one constitue@iven this back-
ground we can show that Danish also has specificationaltgtascin which the
subject of the clause is the predicate. Since the postioegpbsition in (10b)

is filled by Max, Vinderenhas to be extracted from the pre-negation position and
hence, it has to be the subject of the clause.

(10) a. Maxer_; ikke vinderen, erhanvel. (Max= Subj, vinderen = Comp)
Max is not winner.DEFis he not
‘Max is not the winner.’

b. Vinderen er_j ikke Max, erdetvel. (Max= Comp, vinderen = Subj)
winner.DEFis not Max is it not

c. Vinderen erMaxikke j, erhanvel. (Max= Subj, vinderen = Comp)
winner.DEFis Max not is he not

Interestingly, this corresponds to the question tags usétki sentences.

German differs from both English and Danish in another disiwn It is a lan-
guage with rather free constituent order, so a test like ¢sétipn of negation can-
not be used for German. However, predicative elements dahestlistinguished
from referential ones: In left dislocation structurdasis used for predicational
elements and the genus agreeity/die/dasfor referential elements.

(11) a. Klug/einMoérder, das/ *der ist Peter.  (predicational)
smart a murdererthat thatis Peter
‘Peter is smart / a murderer.
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b. Ja, aberPeterder istein Morder [ nichtKlaus.
Yes,but Peterthatis a murderer not Klaus
‘Yes, but Peter is a murderer / not Klaus.’ (predicatiorguégional)

So, there is evidence for a predication/equation diffeeandserman, but not for a
predication/specification distinction.

1.3 Raising

The predicative copula is usually analyzed as a raisingigaitglthat does not con-
tribute semantically, except for tense information in theeof finite forms of the
copula (Paul, 1919, p.41). One property of raising verbhas they are not sen-
sitive to the type of their arguments, for instance thewallor expletive subjects,

which is — of course — compatible with the fact that they do asdign semantic
roles to their arguments. An example for an adjective tHatal for an expletive

subject idaut (‘loud’):

(12) InderMensa istes laut.
in the commonsgs it.EXPL loud
‘Itis loud in the commons.’

The adjectivdaut also has a non-expletive version, and (12) is actually anthig
between the expletive and the non-expletive reading. Withexpletive predi-
cate, (12) means that the people, machines, or whatevére icommons are loud,
whereas in the non-expletive reading #'it") could refer to a child.

German is a language that has subjectless verbs and aégdtiiller (2002,
p. 72—73) discusses the following examptes:

(13) a. weil schulfrei ist
becauseschool.fredas
‘because there is no school.

b. weilihm schlechtist
weil him.DAT bad is
‘because he is sick’

c. Furdichistimmer offen.
for you is alwaysopen
‘It is always open for you.’

Again such data is consistent with a raising analysis thaesathe subject of an
embedded predicate if there is one but does not rule out etedgatedicates that
do not have a subject at all.

1.4 Predicate Complex Formation

Certain verbs form a predicate complex in languages likertaar Dutch, Persian,
and Hindi. The arguments of the verbs that are involved inglernformation can

1(13c) is quoted from Haider, 1986, p. 18.
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be scrambled according to the general rules of the respelethguage. In addi-
tion parts of the predicate complex can be fronted while ments of the fronted
heads may be left behind. Adjuncts in pre-complex positian scope over dif-
ferent elements of the predicate complex. An industriargith overview of the
phenomenon in German can be found in Bech, 1955. Bech cdiea@itm coher-
ent construction for verbal complexes. Analyses of the dathe framework of
HPSG can be found in Hinrichs and Nakazawa, 1994; Kiss, 1B8Gma and van
Noord, 1998; Meurers, 2000; Kathol, 2000; Mller, 2002. Mii{2002) extended
the verb complex analysis to verb adjective combinationscesthe focus of this
paper is predicational constructions, | exclusively désccopula constructions and
other predicational structures here.

As within coherent combinations of verbs, different scggircan also be ob-
served in copula constructions:

(24) weil ihr derMann immer treu  seinwollte.
becausdner.DAT the man.NOMalwaysfaithful be wanted.to
‘because the man always wanted to be faithful to her.
‘because the man wanted to be always faithful to her.’

The sentence in (14) has the two readings that are indicatdaitranslation, but
here the situation is less clear since the two readings malyb¢o the ambiguity
between the maodification of the copula and the modal. Howekere are sen-
tences like (15) where the adjective is fronted togethehn #ie adverbial.

(15) Immertreu wollte er ihr sein.
alwaysfaithful wanted.tche.NOMher.DAT be
‘He wanted to be faithful to her forever.’

Due to the existence of such sentences, the possibilitywerad modifying adjec-
tives directly cannot be ruled out in general. Note furtheren that the sentence in
(15) is not ambiguous.

What is clear, however, is that the phrétseimmer treuin (14) and (16) cannot
be a closed AP in the wide scope reading since then the scopthg adverb over
a predicate outside the domain of the AP could not be explaine

(16) weil derMann ihr immer treu  seinwollte.
becausehe man.NOMher.DAT alwaysfaithful be wanted.to
‘because the man always wanted to be faithful to her.
‘because the man wanted to be faithful to her forever.’

The example in (14) also shows that the subject of the adgatihich is also the
subject of the modal, can appear between the adjective smmdrinplement. The
alternative order in (16) is also possible. See also deneBed4985, p. 60 on this
point.

The examples discussed so far show that copula constraatith adjectives
fulfill the criteria for so-called coherent construction&djuncts can scope over
predicates in the predicate complex, predicates can b&eftomithout their argu-
ments, arguments of several heads can be scrambled witbctespeach other.
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However, there are also examples that are reminiscent ofi@rent constructions:
In (17) the adjectives are not adjacent to the copula buapaised in the Mittelfeld:

(17) a. Sie wuchsenin einemgesellschaftlicherKlima auf, das freier
theygrew ina social climate PART(up) thatfreer
in Deutschlandhie  war.?
in Germany neverwas
‘They grew up in a social climate that was freer than ever imteay.

b. daRausschlaggebenfdr dieInterpretationabgeleiteteMerberbestimmte
thatdecisive for theinterpretationderived  verbs certain
semantischénterpretationsmustesind die  sich[...]3
semantic interpretation.modelare which self
‘that certain semantic interpretation models that are][are decisive
for the interpretation of derived verbs.’

Due to space limitations the discussion of the data remaie&isy here, but a
thorough discussion of the data can be found in Muller, 2@&pter 2.1.9.

In 2002, | focussed on adjectival predication, but of codhgecopula can be
combined with predicative NPs and PPs as well. In contrasidjectival predi-
cation, predicative NPs and PPs do not enter the predicatgles in the sense
that the noun or preposition forms a complex with the coptriatead nouns and
prepositions that are used predicatively have to form fatbges and hence can be
intraposed (that is, scrambled) (Mdller, 1999, p. 173).

Resultative constructions with adjectival predicatesavelsimilarly to copula
constructions. Partial fronting and scrambling of argutsemallowed. However,
PPs can be predicates in resultative constructions asRedlltative constructions
with PPs resemble incoherent constructions, while reswdtaonstructions with
adjectives allow for coherent constructions.

This section showed that predicative constructions cam pakt in cluster for-
mation (primary and resultative predication with adjessivbut that there are also
cases in which no complex formation takes place (primardipadion with NPs
and PPs, and resultative predication with PPs). An anayysisild provide a uni-
fied account of these phenomena.

2 Previous Accounts

This section discusses previous proposals in the litexatugtart with a lexical rule-
based proposal to predication, continue with van Eyndefs-naising approach,
and finish the section with a discussion of my earlier treatnoé primary and
secondary adjectival predication.

2taz, 01.07.1995, p. 10.
3In the main text of Kaufmann, 199Konzeptuelle Grundlagen semantischer Dekompositions-
strukturen p. 162.
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2.1 Pollard and Sag 1994 and Sag and Ginzburg 2000

Pollard and Sag (1994, p. 360) sketch the lexical rule in {8) takes nouns as
used in normal referential NPs liketeacherin (19a) and maps them onto another
lexical item that can be used predicatively like in (19b).

(18) N[-PRD, sUBJ()]:[RESTRICTION{[2}] f; — N[+PRD, SUBJ< XP> 12

(19) a. Ateacher laughs.
b. John is a teacher.

Ginzburg and Sag (2000, p. 409) give the following varianthefrule in (18):

(20) Singular Predicative Noun Lexical Rule:

[AGR|NUM sg]
HEA
PRED +
SYLOC|CAT|HEAD n SYLOC|CAT
ARG-ST (@) BA | =1 sPr ([)
Ix sueJ ([2)

ARG-ST ([2,[1]) @ [A]

word

The lexical rule in (18) adds a subject to the valence featafeéhe noun and by
doing so makes it parallel to predicative adjectives. Thmutanand verbs likeeem
andconsiderare treated as raising verbs that raise the elemestBv and make
it their own subject or — in the case obnsider— object. Such a raising analysis
of the copula and verbs likeonsideris also assumed by other researchers working
on different languages (see for instance Miiller, 2002, Ghréh2.7-8).

Pollard and Sag suggest that the element in the set of testgoof the noun
in the input of the rule is represented as the main semantitribation of the
resulting noun. So the contribution &acherin (19b) isteachei([1])), while it
is [@|{teachei(T)} for (19a)* As Pollard and Sag point out, this analysis does
not extend to proper nouns like those in (1a) for semantisaie® Like most
researchers Pollard and Sag (1987, p. 66) distinguish kettihebe of predication
and thebe of identity, and hence the lexical rule does not have to aticfoun cases
with two proper names or two pronouns.

As Kasper (1995) pointed out in unpublished whrkhe lexical rule-based
analysis fails for examples that contain modifiers in theljmegive phrase:

(21) Heis a good candidate.

The classical analysis of adjuncts assumes that nominalfiersdattach to amN
and identify their referential index with the referentiatiex of the noun. But if the

4The curly brackets arourd in the input are missing in Pollard and Sag’s version of thée#
rule.
5See also Gerbl, 2007, p. 241.
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semantic contribution afandidateis a predicate rather than an index, modification
cannot apply as usuél.

2.2 Van Eynde 2008

Van Eynde suggests the following alternative to the raiginglysis: Lexical items
for seemsas in (22a) are constrained by (23) and items tkesiderin (22b) are
constrained by (24).

(22) a. John seems a nice guy.
b. Bob considers his brother a genius.

(23) al-pred-lex=
ARG-ST <NP (. PRy), z>
EXPERIENCER

INST  [3index
SSLOC|CONTINUCL | sop-aARG|NUCL | THEME [ index
coref-rel

exp-soa-rel

(24) az2-pred-lex=

[ARG-ST <NP, NRg, z>

INST index
SQLOC|CONT|NUCL SOA‘ARG‘NUCL THEME indeX
coref-rel

soa-rel

By assuming these lexical entries van Eynde can analyzesttiersces in (22) with
normal nouns without having to assume a separate predidatiical item for the
predicative usage of the noun.

Van Eynde assumes that all predicate selectors contriludie semantic in-
formation and explicitly includes the copulse here. He argues that the dative
of judgment depends on the copula, which he takes as evidends relational
status:

(25) Esist mir zu kalt.
it is me.DATtoo cold
‘It is too cold for me.’

Traditionally itis said that this dative depends onzl¢How this is captured in
HPSG is a different question. The analysis is not triviatsidative anducan be
discontinuous). Note, however, that van Eynde would beefibto assume empty

6This may not be an issue if an MRS semantics (Copestake €0855) is assumed. However,
one would have to be willing to claim that the type of the indéxandidateis not changed by the
predication lexical rule.
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copulas in prenominal position if he were to apply his argaiie the following
data:

(26) a. bis aufdasmir zu kalteZiel Spitzbergen
until on the me.DAT too cold goal Spitsbergen
‘except for the goal Spitsbergen, which is too cold for me’
b. diemir zu warmeBook-Unterseite

theme.DATtoowarm bottom.of.the.Book
‘the bottom of the Book, which is too warm for me’

Here we havenir zu warmeandmir zu kalte with zu present but in a prenominal
context in which copulas are never present.

There are examples of copula constructions with a dativieowita degree word
like zu(‘to’) or genug(‘enough’) being present:

(27) Du bist mir ja einschoneMorsitzender!
you.NOMare me.DATPARTa nice chair
‘You are a nice chair to me.’

Such sentences are used to express that the speaker ttahkisetladdressee does
not have all properties that are usually assigned to theiqativak noun. Such
datives should be handled as scopal modifiers that encépsbameaning of the
predication similar to the way suggested by van Eynde in.(23)

Another example of datives in copula constructions is shiow{@8):

(28) Er war demKdnig  eintreuer Diener.
he.NOMwasthe king.DAT a faithful servant
‘He was a loyal servant of the king.’

| would argue that such datives are adjuncts as well. Thegfdte type we see in
(29):

(29) Er bemaltdemKonig  denTisch.
he.NOMpaints the king.DAT the table.ACC
‘He paints the table for the king.’

The verbbemalen(‘paint’) is a transitive verb and the dative is a modifierttban
be used to express the benefactive/malefactive of the éwagener, 1985).

Van Eynde’s analysis works for the given examples, but tlggiraentation
against the raising analysis is not convincing. In addjtitve identity analysis
faces several problems.

The first problem is that pronouns and proper names cannatdsbas predi-
cates in such constructions:

(30) a. *He seems him.
b. *He seems John Malkovich.

’Since such datives interact with the dative passive, theypesbably licensed by a lexical rule
that adds the dative to the argument list of a verb.
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Here the copula has to be used:

(31) a. Heseemsto be him.
b. He seems to be John Malkovich.

The same is true for gerunds and infinitives:

(32) a. *The greatest pleasure on earth seems eating oysters
b. *His main worry now seems to get rid of his detractors.
c. The greatest pleasure on earth seems to be eating oysters .
d. His main worry now seems to be to get rid of his detractors.

This difference is captured by an analysis that tregsmas a raising verb and
assumes that there is an equational copalé&inceseendoes require a predicative
phrase as complement, gerunds and infinitives are exclutttdiace the identity
copula can be combined with gerunds and infinitives, exasnlite (32c,d) are
well-formed.

Secondly, there seems to be no way to account for the diffeseim question
tags and pronouns in left dislocation structures that wiseudsed in Section 1.1.

In addition there is a very general problem of the analygistoés not extend
to predicates with an expletive subject (12) or predicdtasdo not have a subject
at all (13). In both cases there is nothing present that doeifttoreferential” with
the adjectival predicate.

Van Eynde (presentation at HPSG 2009) suggests thatHB#®E role of the
coref-rel is optionally filled: that is, in the case of expletives teds no index
linked toTHEME. He argues that this is parallel to cases like (33):

(33) a. He eats pizza.
b. He eats.

In (33b) the object oéatsremains implicit. Note that this analysis introduces a dis-
junction in the lexical item for the copula, namely a disjtioic between referential
and expletive indices of the subject NP. In addition one wogled another disjunc-
tion that accounts for the fact that the subject can be ngsgtogether. Therefore
one would have to have three versions of the copula: one &oisek with referen-
tial subjects, one for clauses with expletive subjects, @mel for clauses without
subject. The big problem for such a proposal is that it hasetersured that the
right copula is used with the right embedded predicate. #&tance it is impossible
to use (13b) with a subject:

(34) *weil derMann ihm schlechtist
becaus¢he man.NOMhim.DAT sick is

Similarly, expletives are impossible in normal prediatiastructions:

(35) Esistklug.
it is smart
‘He/she is smart.’
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(35) does not have a reading in which nobody is smart or tisegerieric smartness.
Theeshas to be referential and it has to refer to something thahbater gender

as for instancéadchen(‘girl’) or Burschlein(‘boy’). This means that the subject
of the copula has to be expletive if and only if the embeddedipate allows for an

expletive. It can be missing if and only if the embedded praidi does not require
a subject. This is best captured by a raising analysis.

2.3 Miiller 2002

Some authors have suggested using a special valence fealled xcomp or
vcomp for the selection of an argument that enters predicate aaufprmation
(Chung, 1993; Rentier, 1994; Muller, 1997; Kathol, 1998)illdr (2002, p. 103)
extended the verb complex analysis of other authors to eopaistructions and
resultative secondary predicates. He gave the followixigadditem for the copula:

(36) sein(predicative copula, according to Miller (2002, p. 103)):
SUBCAT [1] &

XCOMP ADJ[MOD hone PRD +, SUBJ[1], SUBCAT[2],
XCOMP (), LEX +]

The copula raises both the subject, if there is dog @nd other arguments of
the embedded adjectiv@]. The predicative adjective is required to bex+.
Therefore it forms a complex with the copula directly anditsllarguments are
raised.

The problem with this lexical item is that it specifically sels a predicative ad-
jective. Muller selected all verbs that take part in comgtaxnation viaxcomp,
but those that were realized as full phrases —that is in Beddacoherent construc-
tions — were selected vieUBCAT. The problem that results from this treatment is
that two lexical items for the predicative copula are needed that selects NP
and PP predicates and one for adjectival predicates. Slynilee lexical rule for
resultative predication selects the result predicatexgiamp. Since both PPs and
adjectives can function as the result predicate in Germawoidy structures with
adjectives fulfill the criteria for coherent constructip@smore general treatment
of the facts is desirable.

3 The Analysis

As was discussed in Section 2.1, lexical rule-based appesaim predicative NPs
have a problem with the semantic type of predicative nounp. irdernally the
nouns behave like normal nouns, only the complete NP hasdicptire function.
The problem can be solved by assuming Schema 1 instead ofxtivall rule in
(20)8 This unary projection applies to a full NP and licenses tredjmative NP

8Gerbl (2007, p. 241-242) independently suggested a sigulation. See also Partee, 1987.
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Schema 1 (Predicative NP Projection Schema)
np-pred-phrase--

PRD +
MOD hone
HEAD
SUBJ<NPE>
CAT
noun
SYNSEM|LOC
SPR ()
| COMPS () i
CONT [IND @]
ARGO [0l even
ARG1 [1
RELS
C-CONT ARG2 [2]
equal-rel
H-CONS ()
MOD none
HEAD
noun
CAT
SPR ()
NON-HEAD-DTRS ( |SYNSEM[LOC CoMPS ()
IND [2]index
CONT
npro

(PRD+) with an appropriatesuBJ value. The referential index of the subject NP
([3) is related to the referential index of the daughter N#P).( The relation is
introduced constructionally via-coONT (see Copestake, Flickinger, Pollard and
Sag, 2005 on semantic composition @aadoNT). The unary branching rule cannot
apply to its output since the daughter NP has to havenanvalue of typeindex
and the resulting sign has amb value of typeevent

| assume thasuBJis not a valence feature (Pollard, 1996; Kiss, 1992). In con-
figurational languages like Danish and English the subgohapped tsPR for
those heads which allow direct combination with their sabjd-or non-configu-
rational languages the subject of finite verbs is mappedaacdmpslist and the
one of non-finite verbs is mappedsoBJ since it is never combined with the verb
directly.

Note that in this analysis there is still ambiguity betweeRsNhat can func-
tion as complements and NPs that can function as predicaesiething that van
Eynde criticized — but the ambiguity is reduced considgralvice it is only present
at the NP level and not for all nominal projections. So thered predicative ver-
sion ofgood candidate

The analysis changes the semantic type of an NP and its signpacperties.

It is interesting to note that a similar analysis is necas$ar temporal NPs: As
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Flickinger (2008, p.91-92) points out, it is not just simp@s that can act as
modifiers of verbs. The time nouns can be embedded inside ajra oomplex
NP, as (37) shows.

(37) a. Kim disappears those days.
b. Kim disappears some of those days.

Therefore a treatment in which the time noun haga@p value that allows it to
modify a verb is not appropriate. Further evidence for arysmaas unary projec-
tion is provided by parallel German examples:

(38) a. Erarbeiteteden groftenTeil der Nacht.
heworked the.ACClargest partof.the.GENnight
‘He worked almost all night.’
b. Erarbeitetedie halbe  Nacht.

heworked the.ACChalf.ACC night
‘He worked half of the night.’

In (38a) the time expressiater Nachtis genitive but the whole NP is accusative.
This accusative is called a semantic case. It is connectétetfunction of the NP
and is not assigned by the verb. It is clear from data like Y88zt an analysis like
the one suggested by Mduller (2007, p. 226) that assigns loittibn (i.e. MOD
value) and case lexically cannot explain the data in (38apdd we have evidence
from another area of grammar that type shifting phrasalreelt@ are needed.

In addition to the unary branching schema one would keepetkiedl rule for
sentences with determinerless predication like (2f). Tonnmmayoris mapped to
a predicative version. This predicative version can be é¢oetbwith its arguments
but since the index is of the wrong type it cannot be combinil adjuncts.

Turning to the lexical item for the copula, | suggest thedwaiing for German:
This lexical entry is similar to the one suggested by MUIROQ2, p. 103) in that

(39) Entry for the predicative copula for German:

PRD -+
HEAD
SuUBJ [
ARG-ST @@< COMPS [2 ) >
IND
CONT E
LTOP (4

IND
CONT
LTOP

[RELS () |
both the elements afuBJand ofcompsof the embedded predicate are raised to
the ARG-ST list of the copula. The elements at th®mpslist of the embedded
predicate are raised in addition to the elementsuBJsince German forms a ver-
bal complex and predicative constructions like copula trogtons and resultative
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constructions take part in complex formation. The formaid verbal complexes
is analyzed via argument attraction (Hinrichs and Nakaza®@4; Kiss, 1995).

Note that nothing is said about the actual members of the lisis therefore
possible to handle the cases in (40) as well as the subjealesnples that were
given in (13).

(40) a. weil er aufseinenSohnstolz ist
becauséne.NOMon his  son proudis
‘because he is proud of his son’

b. weil er klug ist
becauséne.NOMsmartis
‘because he is smart’

In the analysis of (40al] contains the subjecef) and[2] the PP &uf seinen Sohn
In the analysis of (40b)Z] contains the subjece() and[2 is the empty list. In the
analysis of (13b)(i] is the empty list angl contains the dative objedtm (‘him’).
In the analysis of (13a), bofli and[2] are the empty list.

The same lexical item can be used for English if one assuna¢hé&ad-com-
plement phrases require their non-head daughter to bextaduif this assumption
is made, it follows that theompslist of the predicative argumeriglf has to be the
empty list if this argument is used in a head-complementgghr&lence, nothing
but the subject is raised from the predicative element. @arand Dutch differ
from English and Danish in allowing complex formation (seet®n 3.1). When
predicate complexes are form&ican be non-empty, since the predicate complex
schema does not impose any restrictions on the length o€theprs list of its
non-head daughter.

The copula does not contribute semantically, henc&thes list is empty. The
INDEX value is shared with that of the embedded predicate. Thela@miers in-
flectional lexical rules and these rules introduce relatithrat provide information
about tense. The arguments of the respective relationsf aypeevent® There-
fore, theINDEX value of the copula in (39) isventand hence thenDEX value of
the embedded predicate has to be of tgpentas well. The requirement that the
predicative element is of typeventwill play an important role in Section 3.4 on
raising nouns in English.

3.1 Raising and Complex Formation

There is another important aspect regarding the lexical ite(39): The predicate
is selected vicompPsrather than/comp or xCOMP (see Section 2.3). With a uni-
form selection of verbal complements \i@MPsit is possible to treat optionally
coherent verbs likgersucherwith one lexical item (Kiss, 1995, p. 178). The con-
trol verb does not specify whether it forms a verbal compléhthe embedded
verb or not. It does not mention th&x value of the embedded verbal element.

9eventis to be understood as the most general type referring tatns. The only thing that is
important here is that the type differs from the type useckterrto objects.
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Because of this we can analyze examples with a predicatelerrapin (41a) and
examples like (41b) with so-called intraposition:

(41) a. KarlhatdasBuchnicht[zu lesenversucht].
Karl hasthe book not to read tried
‘Karl did not try to read the book.
b. Karlhat [dasBuchzulesen]nichtversucht.

Karl has the book to read not tried
‘Karl did not try to read the book.

In comparison verbs likecheiner(‘to seem’) or modals, that obligatorily con-
struct coherently, select a verbal complement thatis+. Consequently they do
not allow for intraposition of a VP complement, but requitenplex formation.

Muller (2002, p. 112) criticized Kiss’s analysis of optidr@herence because
it also licences unwanted structures like (42) and henadtsei® spurious ambi-
guities.

(42) weil Karl dasBuch[[dem Mannzu geben]verspricht].
becaus&arl the book the man to give promises
‘because Karl promises to give the book to the man.

In (42) versprechens combined with a partly saturated verbal projectibem
Mann zu gebe@nd the non-saturated argumelats Buchis raised and combined
with dem Mann zu geben verspricit a later step. However, this structure is
excluded if arguments are required to be saturated and eteroéthe predicate
complex are required to hex +.1° Hence, | assume the Schemata 2 and 3.

Schema 2 (Head-Complement-Schema)

head-complement-phrase
SYNSEM|LOC|CAT|COMPS[] &
HEAD-DTR|CAT|cOMPS[A & ([2) &

LOC|CAT|COMPS()
LE

NON-HEAD-DTRS < [SYNSEM

Schema 2 shows the version of the schema for languages wihcinstituent
order. In languages like English, that have a strict oifélés,the empty list (Muller,
In Preparation). With the new treatment of predicate siglectia cCoMPS it is
not required that predicative PPs or NPs are part of the gatlicomplex as was
suggested by Miiller (2002) for PPs in resultative constoast Instead they can
be analyzed as head-complement structures.

Returning to the copula, it allows the embedding of fullyusated phrases like
predicative NPs and PPs but also allows for the formation miedicate complex

OThisis a simplification, since | assume that the so-calleiddi@onstruction is also an instance
of predicate complex formation. Schema 3 has to be refinectier@o allow non-lexical material in
the complex if the conditions of the Third Construction aretnsee Muller, 1999 for details.
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Schema 3 (Predicate Complex Schema)
head-cluster-phrase>

SYNSEM [LOC|CAT\COMPS

HEAD-DTR [SYNSEM|LOC|CAT|COMPS@ ([2)
NONHEAD-DTRS ([ SYNSEM[2[ LEX +]])

consisting of adjective and copula. Since coherence iguogitiwe can explain so-
called focus movement of adjectives as in (17), somethiagvas noted by Miiller
(2002, p. 69) but not treated in his analysis.

3.2 German, English, Danish: Specificational Constructios, Ques-
tion Tags, and Left Dislocation

The difference between specificational and predicatidnatires is best captured
by generalizing the German lexical item for the copula: éastof using the append
operator €) to concatenate two lists as in (39), the more general versidhe
copula uses the shuffle operatén):

(43) Entry for the Danish and English predicational and spational copula:

PRD +
HEAD
ARG-ST (L@ 2) O SuBJ[1]
COMPS [2]

Since English and Danish do not form predicate complexag tisgust the Head-
Complement Schema, which requires complements to be faillyated. Henckl
is the empty list.[1] is a list containing exactly one element, since neither iEhgl
nor Danish allows for subjectless constructions. Shufflaltioes the elements of
two lists in any order provided the order of the elements enréspective lists is
preserved. In the example above we have a trivial case: Bigowiith exactly one
element are shuffled. The result is that the predicativeraeg is ordered first
or last. The lexical item for the copula gets inflected andfitst element of the
ARG-ST list is mapped tesPrand the rest of the list taompPs

Gerbl (2007, p. 102, 190-191) pointed out that there aretiaddl constraints
regarding extraction of or extraction out of the post-capyhrase in specifica-
tional structures. These can be formalized by an additibmalicational constraint
with a complex antecedent, which is not given here due toesjiadtations.

3.3 Raising and Nonlocal Dependencies

The treatment of raising in (39) differs in an interestingyrmm the characteriza-
tion of raising as it is given in Ginzburg and Sag (2000, p. Z2hzburg and Sag
assume the following constraint:

(44) [ARG-sT([Loc], [suBJi([Loc@])])]
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This version of raising differs from earlier proposals iattbnlyLocAL values are
shared instead of wholkgynsenobjects. The reason for this treatment is that one
would get problems with the lexicaLAsH amalgamation that was suggested by
Bouma et al. (2001): if the whokeynsenobject was shared there would SeAsSH
amalgamation in the subject and in the phrase from whichubgest is raised, an
unwelcome result (Ginzburg and Sag, 2000, p. 21, fn. 8). Sndfwere to assume
an amalgamation account of nonlocal dependencies for Gegrore would be
forced to use a relational constraint that walks througts Bsd produces a copy
of the list that contains elements that shareltbheAL values with the elements of
the list from which they are raised. Note that assuming aididjon that refers to
the arity of thesuBuJlist is not sufficient for German since complements are taise
as well and the number of elements on dwvPslist is restricted by performance
factors only (Muller, 2004, p. 220).

Rather than complicating the analysis of raising, | willgitbe amalgamation
analysis and return to an analysis that introduces nontbgéndencies in syntax
(through a trace or a unary branching projectibh)As Bouma, Malouf and Sag
(2001, p. 29) point out, the amalgamation analysis is noésgary to account for
extraction path marking phenomena. If adjuncts are regidtat a head (either
in an adjunct as dependents analysis or via a mechanism &intiesuggested by
Levine and Hukari (2006, Chapter 3.7.2)), a pathway markiegent can attach
to the head and check itSHER|SLASH value and thesLASH values that are con-
tributed by the elements in tt@omPslist and thesLASH values of the registered
adjuncts.

3.4 Predicative Raising-Nouns

Doug Arnold brought the following kind of predicative nouhrpses to my atten-
tion:
(45) a. Heis adead cert/a certainty to win.

b. Thisis a cinch to prise off.

These nouns are raising nouns and can only be used predigativ

(46) a. * Adead cert/a certainty to win came into the room.
b. * A cinch to prise off came into the room.

| assume the lexical entry in (47) for a noun likert This noun is similar to
normal nouns in that its semantic contribution is a refeagmdex with person
and number features and in that it takes a determiner adfigpdiat has to agree
with the noun in number. The noun takes as its complement andRaises the
missing specifier of this VP (the subject) to its oswBJlist. The referential index
of the noun is linked to the first argument of the relation fkatontributed by the
noun and the semantic contribution of the VP is linked to #moad argument.

11see Bender, 2002, Miiller, To appear, and Sag, Wasow and B&OS, p. 463-464 for argu-
ments that empty elements actually simplify grammaticatdgtions.
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(47) cert

PRD +
HEAD [suBJ ([)
noun

CAT
SPR <DET[NUM >

COMPS <VP[SPR(>]:>

PER 3
CONT |IND [4 |NUM [2sg

index
RELS <

ARGO
ARG1
cert

)

Since the noun is specified to beD+, all projections of this noun are excluded
in positions in which non-predicative NPs are required aedcle sentences like
(46) are ruled out.

After combination of this lexical item with the VP complentgiine determiner,
and possibly some adjuncts, the resulting phrase can fumasi the daughter in the
Predicative NP Projection Schema. It is then projected thRrihat has an index
of type event The resulting NP is compatible with the requirement of thputa
that the predicative argument has to have an index of ¢yeat

One thing is missing to make the analysis of sentence likedddplete: The
Predication Schema does not identify theaD value of the non-head daughter
with the HEAD value of the mother. After all it usually applies to non-goadive
NPs and hence, sharing of thEAD values would cause conflicts in these cases.
Therefore thesuBJ value of the raising noun NP is not identified with thesJ
value in the mother node. This has to be stated explicititiercases under dis-
cussion:

(48) [

SYNSEM|LOC|CAT|HEAD|SUBJ[1]
NON-HEAD-DTRS <[ SYNSEM|LOC|CAT|HEAD|SUBJ]>

NON-HEAD-DTRS ( [ SYNSEM|LOC|CAT|HEAD|PRD + ] ) N
np-pred-phrase

The constraint in (48) is the only stipulative part of thelgsiz, but | see no other
way to acount for this data if one does not want to employ steemantic features
for external and internal content of phrases as was done bgd¢41995).

4 Conclusion

This paper provided the basic building blocks for predmadi and specificational
constructions. An entry for the equational copula was nggrgibut | consider this
trivial.

I have shown that the arguments provided by van Eynde foreartitgt analysis
without raising are not convincing. In addition, in his aysi$ there are problems
with pronouns in predication structures, the analysis otiancount for question
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tags and pronouns in left dislocation structures, and thé/ais does not extend to
subjectless constructions.

| suggest returning to a raising analysis of predicatiot thigzes the complete
value of suBJ of the embedded predicate rather than identifyiimgc AL values
of raised subjects. The predication lexical rule was redagea unary branching
immediate dominance schema, which allows the inclusion adflifiers in the NP.
In addition it was suggested to dispense with ¥eomp feature and to return
to a compsbased analysis in which predicative and non-predicatigeiraents
are selected uniformly vikompPs This makes it possible to treat the various
predication structures as optionally coherent constusti

The analysis has been implemented in the TRALE system a®pgrammar
fragments of German and Danish. These grammars share areonengr with
grammars for Persian, Mandarin Chinese, and Maltese. Hpecéve grammars
can be downloaded at http://hpsg.fu-berlin.de/Software/
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Abstract

This paper gives an account of Serial Verb Constructionsd§Vh Man-
darin Chinese. After a typological presentation of the mimeanon, we give
an overview of the Chinese data. The inventory of SVC typedassified
according to causal and temporal relations between the coemis. We dis-
cuss pragmatic conditions on the use of SVCs and alternatraantically
equivalent constructions. An HPSG analysis is proposedniarked SVCs
which uses the interaction between aspect marking and thef p@ssible
subordinative relations to deduce the extra-lexical meaof the construc-
tion. Particular attention is paid to the syntactically ylésr SVC with shared
internal arguments, which is accounted for by a non-caateli approach to
valence requirements.

1 Introduction

This paper proposes an account of Serial Verb Constructiotis special focus
on Chinese. The Serial Verb Construction is a complex pagelistructure formed
by two or more verbal phrases which select for the same dubjEgere is no
syntactic marking available for the specification of thatieh between the verbs.
Semantically, a specific relation holds between the desdrédvents:

(1) a. Sranan: nmteki a nefi kotia brede
| taketheknife cut thebread

‘| cut the bread with a knife.

b. Saramaccan: Koliay soni da di mujee
Kofi buy somethinggive thewoman

‘Kofi bought something for the woman.’

The SVC has a complex event meaning, which is composed of &aaimgs
of the single VP components and the extra-lexical causatioel between the sub-
events.

SVCs are a typical example for syntactic underspecificatigd@hinese which
results from the surface indeterminacy of the language. s;TRhinese shows a
high degree of context-sensitivity, which necessitatessystematic involvement
of world and context knowledge for interpretation.

We present the Chinese data after a cross-linguistic ceraidn of general
characteristics and types of SVCs in Section 4; we will sag tompared to other
languages with strongly lexicalized and less productiveCSMChinese imposes
weaker restrictions on the semantic properties of SVCs hwhie discussed in
Section 3.2. The meaning of SVCs in Chinese is determinedeastic com-
positionality on the one hand and extra-lexical meaning maments on the other

fWe want to thank the group for German grammar at the FU Beiimlreas Guder, and Wang
Lulu for comments and discussions. We thank Philippa Coolffoof reading.
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hand. Together with the syntactic underspecification ofréiation between the
VP constituents, this represents the basic problem for ihigrpretation: Chinese
SVCs are ambiguous with respect to the causal semantiorelzttween their VP
components. This relation can be deduced on the basis oirftauacting devices:

on the level of surface structure, aspect markers can betaseérk a temporal

relation between the events, which allows for the deduatioa subordinative re-
lation manifesting the relevant temporal structure. Onater hand, the ordering
of the VPs also indicates the relationship between the sutev Semantically,
combinations of specific, SVC-typical verbs may impose adffixgerpretation of

the construction. Finally, context and world knowledge @iten necessary for a
correct understanding of the SVC; thus, SVCs for which aarpretation cannot
be derived on the basis of syntactic and semantic consranet apparently only
used in situations in which the speaker assumes the redeiberable to interpret
the SVC correctly based on world and context knowledge.

The HPSG analysis proposed in Section 5 treats the SVC aac$igntoordina-
tion. The additional causal relation between the consitsis added on the mother
node with thec-CONT (constructional content) feature. It is deduced based on se
mantic constraints on the aspect marking constellationpdssible SVC types. A
separate constraint is posited for the SVC with sharedriatearguments. As it
is assumed that a semantic role cannot be assigned twic#fdoedt arguments,
we propose the projection of already satisfied selectioeglirements up to the
mother node. Thus, verbs with syntactically unrealizediargnts can access al-
ready satisfied complements at phrase level.

2 Typological situation and cross-linguistic studies
of SVCs

2.1 Typological situation

SVCs are found in four groups of languages distributed irggeahically delim-
itable areas: West Africa, Central America, South-EastAand Oceania. These
languages manifest structural similarities: SVCs are ipasted in SVO lan-
guages, although a few VSO and SOV languages (ljo, Kwa, Raalga allow
for serialization ((Kroeger, 2004, p. 237), Seuren (1990)) the other hand, seri-
alizing languages show deficient systems for the expregsdgisemantic relations.
They often manifest poor inflectional and prepositional porrents, which might
represent an argument for the motivation of SVCs. An exgiandor this corre-
lation is proposed by Schiller (1990), who states the Seim&#se Instantiation
Principle claiming that a language uses the most concrethamsm available to
express semantic relations. He posits the following pesiee hierarchy:

(2) Inflectional marking— Prepositional phrases Serial verb constructions
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Following this line, the existence of SVCs is explained by ithcomplete sys-
tems of semantic specification in certain types of languagjgsse restrictions in
semantic expressiveness are typical for creole and pidgiguages; besides, they
also appear in isolating languages like Chinese, whichgrdorg to Tai (1989), ex-
hibits a number of grammatical properties of child langyége also of creoles and
pidgins. Thus, SVCs are semantically underspecified antekbdependent con-
structions which seem to occur as provisional grammaticat&ires in languages
evolving towards more elaborated states. They are oftejecutn grammatical-
ization and lexicalization processes and develop intogsigpnal or coverbial ex-
pressions and lexical compounds.

Cross-linguistically, SVCs can have different formal anoddtional instantia-
tions. Syntactically, we distinguish between two basiofsiof SVCs: on the one
hand, the SVC can be constructed out of two canonical vetiralses directly ad-
joined to each other, as is the case in the examples in (1).h®other hand, in
some languages, the different VPs are reordered: the SV€lsterof two clus-
ters, one containing the verbs and the other containing biects of these verbs
(Kroeger, 2004, p. 239-240). This is illustrated in thedaling examples:

(3) a. Jeh: Miruatdoh au phei.
you buy give merice

‘You buy rice for me.’

b. Barai: Fuburedeije sime abe ufu.
he bread theknife takecut

‘He cut the bread with the knife.’

Semantically, SVCs manifest different degrees of prodgitgtiwhich is mainly
due to restrictions on verbal combinations which can be eptalized as sin-
gle events. A number of prototypical functions can be disedr According to
Seuren (1990), the following meanings are often instaediatly verbal constituents
of SVCs:

e Instrumental (‘take’)

e Dative or benefactive (‘give’)

Comparative (‘surpass’)

Reported speech (‘say’)

Aktionsart: termination of an event (‘finish’)

Directional adjunct (‘go’/‘come’)
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2.2 Survey of the literature on SVCs

The SVC has been extensively discussed in the literaturefooaf and Chinese
linguistics. For African languages, early accounts havenlygoposed by Stahlke
(1970), Schachter (1974), Sebba (1987), and Baker (198Bgir Bnalyses and
definitions were subsequently used as a basis for analys&lsimése SVCs. How-
ever, analyses of African SVCs can only in part be projecteith €hinese data,
as Chinese SVCs are differently motivated and also mardgfesimber of pecu-
liar characteristics not found in African languages. Inr@&sie linguistics, the se-
rial verb construction was first discussed in Li and Thomp4®@81. It should be
noted that earlier grammars also include examples of SV@shvehne, indeed, sub-
sumed under other more canonical grammatical structusasicoordination or
complementation. Initially, some difficulties arose widspect to the delimitation
of the relevant constructions: in their account of SVCs, id &hompson (1981)
consider all predicates containing more than one verb. ,Tilbaassing on the sur-
face form of the constructions, they also include contrabv&ructures, clausal
subjects and objects as well as descriptive clauses. Thebtems left aside,
most subsequent analyses (Dai, 1990; Chang, 1990; LIU,)1@9%entrated on
the syntactic properties of SVCs. This again led to incomeptiescriptions: the
semantic composition and, particularly, the ambiguity @CS, which we take as
basic characteristics distinguishing canonical SVCs fverbal coordination, were
often disregarded. Thus, the status of the SVC as an autarsoamstruction was
challenged by authors who attempted to subsume it under yhéactically simi-
lar structures (coordination in Wippermann, 1993, com@etation in Paul, 2005;
Seuren, 1990). This tendency is also manifested in Afrigaguistics: Bodomo
(1993) states that SVCs are usually categorized either @slioative structures
with suppressed conjunctions, or as subordinative coetgins containing em-
bedded clause complements with suppressed complemeantizer

In the following, we will attempt to make a short synthesighad SVC defini-
tions proposed for Chinese. We will also refer to the exteniéierature on African
SVCs, hoping to provide a set of characteristics that d&imccurately a type of
construction that can be well-handled in a constraint-thas®lysis. However, we
will also see that SVCs are related to pragmatic, culturdl@mceptual restrictions
that cannot be completely captured in a formal account.

3 Overview of the Chinese data

3.1 Syntax

The Chinese SVC is composed of two verbal phrases. Theywfatiach other
without an overt syntactic marking of the semantic relatietween the described
events:
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(4) Talqi3 chuangZhuanlyilfu4.
he get.upbed dress clothes

‘He gets up and puts on his clothes.

Whereas the conjunctioand is used in English to mark a simple coordina-
tion or temporal succession between the VPs, Chinese siagpiyns the two VP
constituents. The relation has than to be inferred fromapeentext, conceptual
knowledge, and constructional meaning.

The VPs in an SVC share their subject. It is realized only ancgentence-
initial position and understood to be the subject of the sdddP.

Additionally, the verbs may also share their direct object:

(5) Talzhong3cai4 mai4.
he plant vegetablesell

‘He plants vegetables to sell them.’

In this examplecai4 is the object both othong3and ofmai4. It is only realized
in the first VP. In this type of SVC, a relation of purpose holggween the two
events. LIU (1997) proposes an explanation for this stnecituterms of Ross’ di-
rectionality constraint (1967): deletion is directed fard if the identical elements
are left-branching, but backward if they are right-branghi

3.2 Semantics

The SVC is used to describe a single overall event, which mposed of two
subevents. This general description of the semantic coitigro®f SVCs bears
some degree of arbitrarity, as the possible conceptual iw@tibns of events are
often conditioned by cultural as well as individual pereeqms of the world:

[...] in order for SVCs to be grammatical, it must be possitale
speakers of the language to interpret the various actioosraprising
a single coherent event. It appears that different langiampose
different restrictions as to which specific combinationsvefbs are
permissible, and that these restrictions are sometimesaodogtural
factors. (Kroeger, 2004, p. 234)

SVCs are often translated by single mono-verbal clausegrirsgrializing lan-
guages. As is pointed out in Durie, 1997, p. 321, the codifinatf a situation by
a separate verb indicates that this situation is perceisedsalient event type: “the
verbal system of a language evolves as a categorizatiore @vbnt-types that are
[...] communicatively in demand for the speech community.’serializing lan-
guages with poor verbal systems, SVCs are used as a meanmgtotba inventory
of possible event-types by verbal series with recurring poments. The SVCs in
these languages show a strong tendency towards lexicatizain the one hand,
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single verbs often develop distinct meanings when they sed in SVCs. On the
other hand, verbal combinations often take semanticalijnalyzable meanings.

In light of this close relation between SVC verbs in otheiadiing languages,
the constituents of Chinese SVCs manifest a certain autpmortiat each of the
VPs can occur on its own as an independent predicate (wititations for the
shared-object SVC, in which the object has to be overthizedlif the second VP
is used independently). In this case, the isolated “suli&wam be perceived as
a conceptual whole. However, the meaning of the SVC is notlyer combina-
tion of the two VP meanings. As a specific, but underspecifeadastic relation
holds between the two subevents, additional content idextest the level of the
mother node. Therefore, a switch of the VP positions chattgesieaning of the
construction. This contrasts with instances of VP coottitina where an unspec-
ified temporal relation holds between the events, alloworglie inversion of the
constituents without significant change of the meaning:

(6) a. Talxie3 xin4 hui4 ke4.
he write letterreceiveguest

‘He writes letters and receives guests.’

b. Talhui4 ked xie3 xin4.
he receiveguestwrite letter

‘He receives guests and writes letters.’

An unmarked SVC does not specify the relation between thestxgats. Thus,
multiple interpretations are possible. The correct regdinto be inferred under
consideration of world and context knowledge and the Iéxéemantics of the
verbs. Figure 1 shows the possible relations between thessaots of an SVC.

svc-reln
consecutive subordinative
final causative manner-or-instrument

N

instrument manner

Figure 1: Possible relations between events expressed B SV
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3.3 Shared object SVCs

In this section, we describe in more detail the specific sfit@nd semantic prop-
erties of the SVC with shared direct object. SVCs of this tgpe formed out of
two transitive verbs. However, only the first verb takes aerty realized direct
object. The unrealized object of the second verb is undauisto be coreferenced
with the object of the first verb. The shared-object SVC imgslno semantic am-
biguity: it only allows for a final reading and thus also has $emantic constraints
imposed on canonical final SVCs. However, shared-objectsAr€limited in pro-
ductivity, as they impose further lexical constraints oe fossible combinations
of verbs. These restrictions are discussed in Section 4.2.

Liu (2009) argues that the described constellations witlvesth objects are not
instances of SVCs. He motivates this by the different priogeiof the construc-
tions with respect to perfective aspect marking: in an SVthwio complete VPs,
both verbs can be marked by the perfective aspect mégkehereas only the first
VP can be marked in the shared-object SVC. This argumenitsésam a different
understanding of SVCs; in fact, both VPs in canonical SVGsta#tele without
challenging the syntactic acceptability of the constarctiHowever, the notion of
SVC adopted in our paper relies on the semantic relationedagt subevents. This
relation in turn interacts with aspectual properties: tis¢ridbution of aspect mark-
ers is restricted for subtypes on semantic grounds. For tiaé §VC — whether
canonical or shared-object — we assume that the second \fBtcdam marked by
le, as it is an irrealis clause.

4 Extra-lexical meaning components in SVCs

The challenges posited by SVCs are to a great part semantiatime. On the
one hand, we have to deal with the non-compositionality arttetspecification of
meaning and the resulting ambiguities. On the other handyiwsee that SVCs
show different degrees of specificity of meaning and, tleesfof productivity:
possible SVCs go from fully productive structures with fledcal instantiations to
collocational expressions reflecting grammaticalizaton lexicalization tenden-
cies. In a typological perspective, SVCs show systemattriofions on possible
meaning combinations, which have to be integrated into tiadyais in addition to
syntactic constraints on the form and argument structutieeo¥/Ps. Finally, SVCs
show interesting effects of interaction between the argursguctures of the con-
stituent verbs, which also contribute a part of their nompositional meaning.

4.1 Surface ambiguity and disambiguation of the SVC

We have seen that SVCs come with a set of possible semartiored between the
subevents. They are not marked on the surface and thus areniteed at phrase
level. The semantic ambiguity of an unmarked SVC resulsfam underspecifi-
cation, as the correct relation between the parts of the SU€ be deduced from
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world and context knowledge and from lexical and iconic grtigs of the verbal
combinations.

We hypothesize that three types of knowledge — with diffedegrees of speci-
ficity with respect to the speech situation — are involvechminterpretation of an
utterance: 1) Linguistic knowledge (default: semantic positionality), 2) World
knowledge (presupposes concrete receiver), and 3) Cojpiedupposes concrete
speech situation). The presumed availability of these kexdge components im-
pacts on the choice of a construction with which the speakends to express a
semantic relation. In line with the argument of Goldberg98,9. 68), who claims
that two constructions cannot be both semantically andrpatigally equivalent,
the following constructions are available to express the&eelations postulated
for SVCs in different pragmatic settings:

e Lexical / syntactic meaning> complex clause with subordinate conjunction
e World knowledge— SVC with aspectual marking
e Context— unmarked SVC

We see a decrease in “heaviness” of the constructions: tme mfmrmation
available, the less complex and elaborate the syntactictste. It is assumed that
the speaker chooses the most economic form of expressimwiradj for a correct
interpretation.

In the case of the complex clause, the meaning can be dedoogubsition-
ally: it is contributed by the meanings of the lexical itenmsldheir syntactic com-
bination. The subordinate relation is unambiguously $jgetby an overt conjunc-
tion. For the use of SVCs, we assume that speakers of thedgaduave knowledge
about the set of possible causal SVC-relations as part of ldreguage capacity.
If world knowledge is assumed on the side of the hearer wHiowa the percep-
tion of the described events as a conceptual whole, the S\Cagpect marking
is used: as we will see in the next section, causal relatioaishold in SVCs also
contain a temporal component, which can be specified by aspadkers. The
mapping of the aspect values onto the set of possible retastbows the deduction
of the correct causal relation. Finally, if an SVC-relatisrio be expressed which
fits in a specific context known to the hearer, an unmarked pteterly underspec-
ified SVC will be used.

In the following paragraphs, we illustrate the semantiacespondences be-
tween unmarked SVCs, marked SVCs and complex clauses.| bevihown that
these constructions differ on the level of pragmatics: rthee is conditioned by
presuppositions of the speaker about the presence or abstworld and context
knowledge on the side of the receiver.

4.1.1 Aspect marking in SVCs

The relation between the two events can be disambiguateddwpfithe particles
le (perfective) andzhe (durative). These particles are commonly claimed to be
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aspect markers. However, they can also act as markers obtahtpference: al-
though Chinese does not have a grammaticalized tense cempaspect markers
in complex clauses are interpreted as markers of tempdetiars between the
events.

In SVCs, aspect markers perform a pragmatic function sinbdasubordina-
tive conjunctions. Their temporal reference function camédated to the semantic
relations in SVCs in the following way: subordinative reat are complex rela-
tions in the sense that they also contain a temporal comporidey expose the
following correspondences:

e Final — succession
e Causative— underspecified relation (succession or simultaneity)

e Manner, instrument> simultaneity

Thus, by mapping the temporal function of aspect markers & set of pos-
sible subordinative relations, we get the following intetptions for SVCs:

e VP1[perf] VP2— VP1in order toVP2

(7) Talqu3 le gian2 qu4guangljiel.
he withdrawPERFASP moneygo shopping
‘He withdrew money to go shopping.’

e VP1 VP2[perfl— VP2because oVP1

(8) Talzhu4ZzZhonglguoZueZ2le Han4yu3.
he live China learnPERFASP Chinese

‘He acquired Chinese because he lived in China. ’
e VP1[dur] VP2— VP2by means oVP1

(9) Talna2 zhe kuai4zi chilfan4.
he takeDUR.ASPchopstickseat meal

‘He eats with chopsticks.’

4.1.2 Interrelations of SVCs with complex clauses

The causal relations in SVCs can also be expressed by coripléses with subor-
dinate conjunctions (e. ginlwei4(‘because of’)weidle(‘in order to’), yi3hou4
(‘after)). The following examples demonstrate such seticaquivalences:
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(10) a. Talxie3 zi4 ai4 ma3.
he write charactersuffercritics

‘He wrote characters and suffered critics.’ or
‘He suffered critics for writing characters.’

b. Talyinlwei4xie3 zi4 ai4 ma3.
he because write charactersuffercritics

‘He suffered critics for writing characters.

(11) a. Talgu3 gian2 qu4guangl jiel.
he withdrawmoneygo shopping
‘He withdraws money to go shopping.’

b. Talweidle qudguangl jielqu3 gian2.
he in order togo shopping withdrawmoney
‘He withdraws money to go shopping.’

4.1.3 Ordering of the VPs

The ordering of the VPs in an SVC also makes a contributioristextra-lexical
meaning: the subevents are sequenced according to theadrolecurrence in the
real world (Temporal Sequence Principle, Tai, 1988) as agtb their direction of
causation (Durie, 1997, p. 330). Both criteria apply for SW@th a consecutive
ordering of the events: in final SVCs, the purpose VP follols action VP. In
causative SVCs, the cause VP precedes the effect VP. Irstitu8VCs, which
bear a temporal relation of simultaneity, are interpretambeding to causal priority
between the events: the use of an instrument is prior to fhetefhich is achieved
with it; thus, the instrument VP precedes the main event VP.

4.2 Specificity of meaning and productivity in SVCs

In this section, we will show that SVCs show different degreé specificity of
meaning, which are interrelated with restrictions in pretdity of the possible
lexical constellations: a range of SVCs can only be formeth werbs from re-
stricted classes. These restrictions, in turn, interattt thie choice of a “preferred”
construction by the speaker described in the previousssedtie hierarchy of con-
structions applies fully only in the case of freely produetSVCs (causative / final
SVCs with unshared objects). We find two basic kinds of SV@pctivity in Chi-
nese: first, SVCs can manifest combinations of verbs of sémelasses which
seem to be representative for the causal relations inclirdénd event structure of
SVCs. Such combinations are found in final SVCs with shargectdas well as in
causative SVCs. On the other hand, SVCs may include one hatlistfrequently
used in series. This kind of serialisation is also found irumber of other seri-
alising languages (e. g. Sranan, Sebba, 1987). It is useestwide event-types
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with “identifiable recurrent subcomponents” (Durie, 199W%e find this type of
serialisation in Chinese manner, instrument and deiatia-sVCs.

In shared-object SVCs, both verb positions are restrictieel:\VV1 is obligato-
rily volitional and denotes the creation or acquisition tsf object; thus, two se-
mantic classes are available for V1: Verbs of creation ¢gyang4zuo4 create’),
chao3(‘cook’), zhong3(‘plant’)) and Verbs of acquisition (exnai3(‘buy’), zhao3
(find")). These verbs can also occur in the ditransityg3-construction with a
benefactory argument. Assuming that a benefactory rolghisrently contained in
their lexical semantics, the agent of the shared-object 8&Cbe understood as
an implicit beneficient.

The V2 expresses how the object is to be disposed of afterctimneof V1.
The disposal meaning is also relevant for other syntactistractions in Chinese;
thus, theba-construction, which licenses preposed objects, is ordyngnatical
with verbs containing a disposal component.

The overall meaning of the shared-object SVC can be illtestras follows:

(12) suBJv1 OBJ V2
agentcreates/gains possession otreme/patientin order todispose of

The following set of examples shows possible instantiatiohthis semantic
constraint:

(13) a. Talchao3yi4 panlcai4chil.
he cook oneCL disheat

‘He cooked a dish to eat it.’

b. Talzhong3cai4 mai4.
he plant vegetablesell

‘He plants vegetables to sell them.’

c. Talchuang4zaojue4qu3 yan2chul.
he create music.workperform

‘He writes musical works to perform them.

In causative SVCs, the first verb is obligatorily volitionalhereas the second
verb is mostly unaccusative; the second VP can also takesavpdsrm with the
particlebei4 (14b):

(14) a. Talzuodzaiddidshangdan3maode.
he sit on floor get.cold PERFASP

‘He caught a cold because he was sitting on the floor.’

b. Taltoulchelbeidjing3cha2zhualle.
he stealcar BEI police  arrestPEREASP

‘He was arrested by the police for stealing a car.’

245



In manner SVCs, the verb in the first VP is restricted to verbikware canoni-
cally used to express means or manner; these are: Verbsitthpes in (15), verbs
of motion as in (16), anduo('sit’), which takes as object a transport medium and
expresses the means by which one gets to a location (17).ellatier case, V2
is also restricted to the two verlogi (‘go’) and lai (‘come’), which attributes a
collocational character to the SVC.

(15) Talmerzhan4zai4 men2koudiao2tianl.
they standat door chat

‘They chat standing by the door’

(16) Talqi2 zhe zi4xing2chelda3dian4hua4.
he ride PERFASP bike call phone

‘He phones cycling on his bike.

(17) Talzuo4huo3chelgu4Bei3jingl.
he sit train go Pekin

‘He goes to Beijing by train.’

Another kind of SVC with collocational meaning is the final S\t which
the first VP describes the movement towards a location athwihie action of the
second VP is to be performed. The position of the first verlessricted to a small
class of verbs which can also act as directional complements

(18) a. Tallai2 Mo2silkelxue2 E2yu3.
he comeMoscow learnRussian

‘He comes to Moscow in order to learn Russian.’

b. Talshangdou2 shuidjiao4.
he go.up housesleep

‘He goes upstairs to sleep.’
In this case, the meaning of the construction is:

(19) suBJvV1 OBJ VP2
agentgoes to/comes tgoal, in order toperform some action at

The object of V1 is assigned two thematic roles: it is the gé&l1 and the location
of the event described by the second VP.

Finally, the instrument SVC can be formed only with the twobgna (‘take’)
andyong(‘use’). In these cases, the object of the first verb is undedsto be the
instrument argument of the second verb.

In this section, we have seen various ‘prototypical’ colfetiens of SVCs
which impact on the constructional meaning and show thatteaning of SVCs
in Chinese cannot be deduced lexically. Further evidencéhfo SVC as an au-
tonomous construction is provided by languages in which Sb&ar semantically
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unanalyzable, strongly lexicalized meanings. We have stieovn that the addi-
tional content of SVCs is often conditioned by overlappimguanent structures,
in that a sole argument gets assigned semantic roles frderetit verbs. The
argument structure properties of SVCs are discussed irotlosving section.

4.3 Issues of argument structure in SVCs

The SVC shows two distinctive argument structure propertom the one hand, it
disallows the attribution of the same semantic role to diffé arguments. On the
other hand, the same argument can receive multiple senraig& from different
verbs.

Durie (1997) points out that SVCs cannot contain duplicaeantic roles:
a role cannot be attributed to two different arguments. Hestilates this with
examples from White Hmong and Kalam, where two transitivdbsecan only
take distinct objects if one of these objects is an obliq@ei@ent. This property
also applies for other verbal constructions, starting withple clauses with single
verbs. It justifies the overall event reading of the SVC as ssime that the same
event does not allow for two distinct participants to beilatiied the same semantic
role. Thus, coinciding semantic role assignments of verhstrbe realized on
the same argument. In the following pair of examples, (26an instance of
coordination where the two verbs each have an independemiethrgument; (20b)
is an SVC, as both verbs attribute their theme role to theraegicai:

(20) a. Talzhong3cai4 mai4 shui3guo3.
he plant vegetablesell fruit

‘He plants vegetables and sells fruits.’

b. Talzhong3cai4 mai4.
he plant vegetablesell

‘He plants vegetables to sell them.

To account for the assignment of multiple semantic rolesheodame argu-
ments, Durie (1997) proposes an approach with two levelsgefraent structure:
alongside the independent argument structures of theesirggbs, a “fused” argu-
ment structure is imposed for the whole construction. Dpa@ts out that this
additional level is necessary for the realization of thenfisition against the dupli-
cation of semantic roles, as it is illustrated by the follogriexample:

(21) Talna2 bi3 xie3 zi4.
he takepenwrite character

‘He writes characters with a pen.’
On the level of lexical semantics, the vems2 andxie3 both assign a theme
role to their direct object. However, the “fused” argumenticture can be repre-

sented as [Agent, Instrument, Theme], whereby the nu8ns assigned the in-
strument role instead of the theme role. Thus, the constagiinst duplicate role
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assignment is satisfied at the level of the constructiorgraent structure. This
level is also involved in the correct interpretation of argent roles, which can of-
ten only be deduced in the context of the whole SVC: we have tfegna2in the
above example does not take an instrument argument wheninteoendently.
However, in the SVC context, it is used to mark an instrument.

5 HPSG analysis of Chinese SVCs

In this section, we describe an HPSG-analysis of ChinesesSWe first posit
a general syntactic constraint that holds for all SVCs. Ire@oad step, we deal
with constraints on binary SVCs (unshared-object SVCs aadesl-object SVCs)
in more detail. The consecutive SVCs will not be dealt witlthis paper. We pro-
pose complex implicational constraints relating the asperking constellations
of SVCs to the semantic relations that were introduced iri@=8.2. Finally, we
show how valence requirements in shared-object SVCs caatiséiesd non-locally
by projection to the constructional level.

5.1 General constraint for SVCs

We assume that all SVCs are instances of one of three typ@ssecutive-syc
unshared-obj-svicand shared-obj-svc These types are subtypes of the tygve
Structures of typsvchave to obey the following constraint:

(22) svc— i
HEAD verb
SYNSEM| LOC | CAT LPR < NPJ
IND
svc-reln
C-CONT ARGO
ARG1
ARG2
HEAD  verb HEAD verb
h-pTrs { | SSLOCICAT |sPR (@) ssglLoc|cAT [SPR <>] >
SUBCAT los
CONT | IND CONT| IND

We represent the SVC as a non-headed structure with two lvdehaghters,
whereby the first verbal daughter is always a complete VP. ¥¢eirae a non-
cancellation approach to valence. This approach was intextiby Meurers (1999)
and Przepi6rkowski (1999) for the analysis of case andifigrin German. It has
subsequently been used by Muller (2008) for depictives im@a and English, as
well as by Bender (2008) for the explanation of constituedeoin Wambaya. The
gist of this proposal is that valents are still members ofghiecAT list even if the
respective argument has been combined with the head alrédusther this com-
bination has taken place or not is registered by a binarpfe®EALIZED whose
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value is ‘+’ if an argument is combined with its head and ‘-Ad such combination
has taken place. A fully saturated head hasuacAT list that has only elements
with the REALIZED value ‘+'. Meurers called such elemersgirits. So, the value
of thesuBcAT list in the first non-head daughter in (22)ist-of-spirits (los). This
list contains the values of the arguments already realizé¢lae VVP. The two verbal
daughters subcategorize for the same subject. Therelffi@iesprvalues are iden-
tified and projected to the mother node. The semantic reldigiween the VPs
is contributed at the level of the mother node: we use theifea-CONT (con-
structional content) proposed in Copestake, FlickingeflaRl and Sag, 2005 to
accommodate semantic relations contributed at construtéivel. The constraint
above only says that there will be a relation between the weots expressed by
the VPs. The relation is a subtypefc-reln(see Section 3.2).

5.2 Analysis of SVCs with unshared objects

SVCs with unshared objects require that the arguments ofé¢hein the second
VP are all realized, that is: the elements in thesCAT list of the second VP have
to be spirits. This is what is formalized as the following staint:

(23) unshared-object-sve> [NH-DTRS ([ ] [ssLoc|cAT|suBcAT Ios]}]

The semantic interpretation of the construction dependhemspect marking of
the VPs. If the second VP is perfective, the relation betwibentwo events is
causative. We assume that the perfective aspect is anadyadexical rule that
combines a verb with the aspect markeand contributes @erfective relation

to the beginning of th&kEeLs list. Hence, the unshared object SVC can refer to
this relation: if it is present in theELs list of the second VP the relation that is
contributed by the construction has todmusative

unshared-object-svc
— [c-coNT|RELS (causative)

(24) l

NH-DTRS <[...HRELS (perfective @IistD

If the first VP is perfective, the relation between the tworgsaes final:

unshared-object-svc

(25) l

NH-DTRS<[RELS {perfective & Iist]> ® Iist] — [c-conT|reLs (final)

Note that this analysis predicts that not both VPs can be edafér (perfective)

aspect simultaneously, since if they were, conflicting trairets would be imposed
on the constructional contribution of the SVith@l andcausativeare incompatible

with each other, see Figure 1).

We assume that the relations that are contributed by litigwobjects are not
represented inside afONT, but at the outermost level of the sign. Since heads
select onlysynsenobjects and not complete signs, this makes it impossible for
a head to select the semantic relations contributed by perdients and hence
results in a more local theory of selection. See also S&@®94 on the locality of
selection with regard to semantic information. Howeveg,gshmantic contribution
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of daughters can be accessed on the constructional leveldagsrionstrated in the
constraint in (25).

The durative markezhecan only be used in the first VPit marks either a
manner or an instrument relation between the two events:

(26) Talchang4zhe gel quédxue2xiaos.
he sing DUR.ASPsonggo school

‘He goes to school singing a song.’

unshared-object-svc

(27) [

NH-DTRS <[RELs<durative> @ Iist}> ® Iist} — [c-conTlreLs (manner-or-instrumen

We have described SVCs with the two veri#2 (‘hold’) and yong4(‘use’) as
structures with a collocational character: the object effihst VP is understood
to be the instrument for the action described by the secondT@instrument
relation is a subtype ahanner-or-instrumentelation. Thus, an SVC whose VP1
contains the durative marker in combination with a verb ttattributes either a
hold' or use relation is interpreted as an instrumental SVC:

(28) Talna2 zhe bi3 xie3 zi4.
he hold DUR.ASP penwrite characters

‘He writes characters with a pen.’

unshared-object-svc
— [c-conT|RELS (instrumental|

(29) {

NH-DTRS <[RELS<durative, hold-use-rel & Iist]> @ list

Having explained SVCs with unshared objects, we now turn\€$swith
shared objects.

5.3 Analysis of SVCs with shared objects

In the basic SVC case, each of the two verbs takes its own tobjae there-
fore posited a straightforward subtypashared-object-swith two VP daughters
whose valence requirements are realized locally. Foshiaged-object-syave as-
sume a subtype with a complete VP as first daughter and a siagbeas second
daughter. In this case, the object of the second verb isigind the object inside
the preceding VP.

In order to explain the details of the analysis, we have tbatte the sketch
of the raising spirits analysis that was provided in the jmewv section: As was
mentioned above, we adopt a complex structure for the elenmenthesuBCAT-
list. Thesynsenobjects are represented as the values of the feaRIGMENT
and the status of the argument is represented via the bofdatureREALIZED.
The value ofREALIZED is ‘+’ for arguments that are realized in a head argument
structure and ‘—' for unrealized arguments.

1Zhe can mark two adjoined VPs. However, the resultant strudtiNéP coordination as no
specific relation holds between the two events.
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(30) ARGUMENT synsem
REALIZED boolea

This treatment of valence ensures that the elements osiLtBeAT-list are not
deleted after their realization. Instead, they are simpyrked as realized and
projected to the mother node. With this machinery in placepasit the following
constraint for theshared-object-suc

(81) shared-object-sve>
|:NH-DTRS <|:SUBCAT <{ARGUMENT }> @Iist}, [SUBCAT <{ARGUMENT D @Iist]>]
REALIZED + REALIZED —

The object of the first verb is overtly realized, whereas thject of the second
verb is not. ItSARGUMENT value is identified with that of the object of the first
daughter.

The constraint in (31) refers to the first elements in theeetpe SUBCAT lists,

but nothing is said about the length of this list. This alldasinstance ditransitive
verbs as the second part of an SVC. (32) shows an example:

(32) Talmai3yil ben3shulsong4gei3 wo3.
he buy oneCL bookoffer for/to me

‘He buys a book to offer it to me.

In contrast to unshared object SVCs the semantic contoibuti SVCs with a
shared object is fixed. It is always thieal relation. This is captured by the follow-
ing constraint orshared-object-svc

(33) shared-object-sve+ [c-conT|rELs (final)]

We have pointed out in Section 4.2 that the semantics of S¥€@®i only con-
strained with respect to possible relations between theritbesl events; rather, the
set of possible meanings for the subevents is also limiteslthdys posit a hierarchy
of relevant semantic verb classeseation-or-acquisitiondisposa) volitional, go-
or-come hold-or-useetc.) and constrain theey values of the verbs to subtypes
of the corresponding relations. These lexical constrailgs allow for predictions
about the syntactic structure of SVCs: for example, by caishg the first verb
of the shared-object-svto verbs of creation and acquisition, we account for the
fact that the construction cannot be formed with ditramsitierbs in VP1. On the
other hand, it has been shown in Section 4.2 that the réstricon possible verbs
in SVCs correlate in interesting ways with other syntactingtructions such as the
ba3-construction and the double-object structure vgiis.

The analysis of shared object SVCs presented here uses aalyimery that
was independently motivated. It therefore differs from &émalysis of serial verbs
in Ga that was suggested by Kropp Dakubu, Hellan and Beerr(200V). Se-
rial verbs in Ga exhibit analogous argument sharing strastuThe authors intro-
duce the use of grammatical functions reminiscent of LFGmngect information
about arguments inside the featw®gAL. As grammatical functions are usually
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not assumed in HPSG work, we do not follow this approach byileyrthe non-
cancellation technique that was independently motivatedHe analysis of case
assignment and partial verb phrase fronting and depictives

Discussing thereLs feature in the previous section, we pointed out the con-
ceptual advantage of having it at the outermost level of élatuire structure rather
than undesYNSEM. This feature geometry makes itimpossible for a head t@tele
via valence features the internal semantic contributioa piirase (for instance the
relation that is contributed by a verb inside VP). Howeuee, non-cancellation ac-
count to valence makes available large parts of the syantsitticture at the mother
node of a phrase. We would prefer to have a strictly localrthebselection, that
is, a combination of strict locality in semantics as argugdl Sailer (2004) and of
syntax as argued for by Sag (2007), but since the sharingeaflifect comes with
a constructional semantic effect, the analysis should ladecto a form mean-
ing pair and the identification of the object referents stdowt be left to pronoun
binding or similar devices. If this general approach is ectrwe have evidence
that information about VP internal objects has to be avédlalb the VP level and
hence that a non-cancellation approach to valence or aagpoof the kind sug-
gested by Kropp Dakubu et al. (2007) that projects inforameéibout the respective
dependents is necessary for the analysis of languages Bkeldtin Chinese and
Ga.

6 Conclusion

In this paper, we provided a description and an analysis @Sk Chinese. Af-
ter a general consideration of the SVC in a typological cdraed a description
of its basic properties, we discussed the issues relatduetsyintactic underspec-
ification and semantic ambiguity of SVCs. It has been shovan tthe interpreta-
tion of SVCs involves a number of meaning elements which atecantributed
by the parts of the construction but rather by the whole condition. We pro-
posed an analysis of the Chinese SVC in HPSG, using two dimzanstraints
for SVCs with unshared and shared objects, as well as conmlgicational con-
straints for the representation of interactions betweeectsmarkers and the sub-
ordinative relations in SVCs. The analysis has been impheaein the TRALE
system (Meurers, Penn and Richter, 2002; Penn, 2004; M2ff7a) as part of
a grammar fragment of Mandarin Chinese which uses a corengaarfor Ger-
man, Persian, Danish and Maltese. The respective grammarsecdownloaded
at http://hpsg.fu-berlin.de/Software/.

References

Baker, M. C. 1989. Object sharing and projection in seriabv@nstructionsLin-
guistic Inquiry20, 513-553.

252



Bender, E. M. 2008. Radical Non-Configurationality with&huffle Operators:
An Analysis of Wambaya. In S. Muller (ed.Proceedings of the 15th Interna-
tional Conference on Head-Driven Phrase Structure GramIHEZT, Keihanna,
Japan pp 6-24, Stanford, CA: CSLI Publications.

Bodomo, A. B. 1993. Complex Predicates and Event Structéve:Integrated
Analysis of Serial Verb Constructions in the Mabia LangusageWest Africa.
Working Papers in Linguistics 20, University of TrondheiNgrway.

Chang, C. H.-H. 1990. On Serial Verbs in Mandarin Chinese: &mpounds
and Coverbial Phrases. In Z. A. M. Joseph Brian D. (at#¥hen Verbs Collide:
Papers from the Ohio State Mini-Conference on Serial Vggp288-315, Ohio
State University.

Copestake, A., Flickinger, D. P., Pollard, C. J. and Sag, R@05. Minimal Recur-
sion Semantics: an IntroductioResearch on Language and Computat4gg),
281-332.

Dai, J. X.-D. 1990. Syntactic Constructions in Serial VerpEessions in Chinese.
In Z. A. M. Joseph Brian D. (ed.)When Verbs Collide: Papers from the Ohio
State Mini-Conference on Serial Verlpp 316-339, Ohio State University.

Durie, M. 1997. Grammatical Structures in Verb Serial@atiln P. S. Alex Alsina,
Joan Bresnan (ed.;omplex Predicategpp 289-354, Stanford: CSLI Publica-
tions.

Goldberg, A. E. 1995Constructions. A Construction Grammar Approach to Ar-
gument StructureChicago/London: University of Chicago Press.

Kroeger, P. R. 2004Analyzing Syntax: A Lexical-functional ApproadGam-
bridge: Cambridge University Press.

Kropp Dakubu, M. E., Hellan, L. and Beermann, D. 2007. Vergugacing Con-
straints in Ga: Serial Verb Constructions and the Extendedb \Complex. In
Muller (2007b), pp 99-119.

Li, C. N. and Thompson, S. A. 198Mandarin Chinese. A Functional Reference
Grammar Berkeley and Los Angeles: University of California Press.

Lipenkova, J. 2009Serienverbkonstruktionen im Chinesischen und ihre Aralys
im Rahmen von HPS®/Aasters Thesis, Freie Univeristat Berlin.

LIU, G. 1997.Eine unifikations-basierte Grammatik flir das moderne Ciigah
— dargestellt in der HPSGPh. D.thesis, University Constance, SFB 471, FG
Sprachwissenschaft, Universitat Konstanz, Germany.

Liu, H. 2009. Hanyu tongbin jiegou de jufa diwei [The syniacitatus of the
“shared object” construction in Chines€hongguo yuwen [Chinese language]
330.

Meurers, W. D. 1999. Raising Spirits (and Assigning ThemeJ.asroninger Ar-
beiten zur Germanistischen Linguistik (GAGL3), 173-226.

Meurers, W. D., Penn, G. and Richter, F. 2002. A Web-Baseunuctsonal Plat-
form for Constraint-Based Grammar Formalisms and ParéinB. Radev and
C. Brew (eds.)Effective Tools and Methodologies for Teaching NLP andgpL
18-25, proceedings of the Workshop held at 40th Annual Mgedf the ACL.
Philadelphia, PA.

253



Mdller, S. 2007a. The Grammix CD Rom. A Software Collectian Develop-
ing Typed Feature Structure Grammars. In T. H. King and E. Ehdgr (eds.),
Grammar Engineering across Frameworks 20&fanford, CA: CSLI Publica-
tions.

Muller, S. (ed.). 2007Proceedings of the 14th International Conference on Head-
Driven Phrase Structure Grammar, Stanford Department afglistics and
CSLI's LinGO Lab Stanford, CA, CSLI Publications.

Muller, S. 2008. Depictive Secondary Predicates in Germaeh English. In
C. Schroeder, G. Hentschel and W. Boeder (e&&g¢ondary Predicates in East-
ern European Languages and Beyopg 255-273, Oldenburg: BIS-Verlag.

Paul, W. 2005. The “Serial Verb Construction” in Chinese: Ar@an Knot.The
Linguistic Review25, 367—-411.

Penn, G. 2004. Balancing Clarity and Efficiency in Typed Eeat.ogic Through
Delaying. InProceedings of the 42nd Meeting of the Association for Caéapu
tional Linguistics (ACL’04), Main Volumep 239-246, Barcelona, Spain.

Przepiorkowski, A. 1999. On Case Assignment and “Adjunst€amplements”.
In G. Webelhuth, J.-P. Koenig and A. Kathol (ed&gxical and Constructional
Aspects of Linguistic Explanatippp 231-245, Stanford, CA: CSLI Publica-
tions.

Ross, J. R. 196 Constraints on Variables in Syntakh. D.thesis, MIT, reproduced
by the Indiana University Linguistics Club.

Sag, I. A. 2007. Remarks on Locality. In Muller (2007Db).

Sailer, M. 2004. Local Semantics in Head-Driven PhrasecBira Grammar. In
O. Bonami and P. C. Hofherr (edsEmpirical Issues in Formal Syntax and
Semanticspp 197-214, Online.

Schachter, P. 1974. A non-transformational account ofakegrbs. Studies in
African LinguisticsSupplement 5, 153-271.

Schiller, E. 1990. On the definition and distribution fo akvierb constructions. In
Z. A. M. Joseph Brian D. (ed.Y¥hen Verbs Collide: Papers from the Ohio State
Mini-Conference on Serial Verbpp 34-64, Ohio State University.

Sebba, M. 1987The Syntax of Serial VerbAmsterdam: John Benjamins.

Seuren, P. A. M. 1990. Serial Verb Constructions. In Z. A. &eph Brian D. (ed.),
When Verbs Collide: Papers from the Ohio State Mini-Comfegeon Serial
Verbs pp 14-32, Ohio State University.

Stahlke, H. 1970. Serial VerbStudies in African Linguisticg, 60-99.

Tai, J. H.-Y. 1988. Temporal Sequence and Chinese Word Ohdel. Haiman
(ed.),Iconicity in Syntaxpp 49-72, Amsterdam: John Benjamins.

Tai, J. H.-Y. 1989. Toward a Cognition-Based Functional rarear of Chinese.
In F. F. S. H. James H.-Y. Tai (edfunctionalism and Chinese Grammaip
187-226, Ohio State University: Chinese Language Teadksssciation.

Wippermann, D. 1993 iandongshi: Der Begriff der Verbalserie in der chinesis-
chen Linguistik Heidelberg: J. Groos.

254



Preposed negation in Danish

Bjarne @rsnes

Freie Universitit Berlin

Proceedings of the 16th International Conference on
Head-Driven Phrase Structure Grammar
Georg-August-Universitit Gottingen, Germany
Stefan Miiller (Editor)

2009
Stanford, CA: CSLI Publications

pages 255-275

@rsnes, Bjarne. 2009. Preposed negation in Danish. In Stefan Miiller (ed.), Pro-
ceedings of the 16th International Conference on Head-Driven Phrase Structure
Grammar, Georg-August-Universitit Gottingen, Germany, 255-275. Stanford,
CA: CSLI Publications. DOI: 10.21248/hpsg.2009.13.


https://orcid.org/0000-0003-2046-2029
http://doi.org/10.21248/hpsg.2009.13
http://creativecommons.org/licenses/by/4.0/

Abstract

In Danish the base position of the negation and negatedifjeaphrases
is between the subject and the finite verb in embedded clattsegever, in
embedded clauses introduced by a non-veridical complépeeistich ativis
(‘if’) or om(‘whether’) the negation and negated quantifier phrasestsan
appear between the complementizer and the subject. Thisopienon is
referred to as preposed negation. The paper investigagestiticture and
semantics of this construction. It is argued that preposegg@tion is no ad-
junction structure, but a special construction where tlgatien element is a
sister of the complementizer and the filler of a filler-gapsture. It is fur-
ther argued that preposed negation is associated withetgatum-focus of
a clause lacking an (aboutnessgpic. The negation of a verum predicate
explains why preposed negation fails to license strongthegaolarity items
and to rule out positive ones. The lack ofraric explains why preposed
negation is preferred with non-referential subjects artth weak readings of
indefinite subjects and why preposed negation is incomlgatitih ToPIC-
binding particles.The final section presents an HPSG-sisabf preposed
negation using Minimal Recursion Semantics (MRS).

1 Introduction

In Danish non-V1/V2-clauséssentential negation (and other sentential adverbs)
appears between the subject and the finite verb thus matiérigft-edge of the VP.
Even non-subject negative quantifier phrases appear irositign of the sentential
negation even though complements of the verb canonicdliywfahe verbal head,

cf. (1) and (2) below. | will refer to this asrdinary negation Cf. the examples
below?

@ fordi detny systemikke tillader ansggereunderl5ar (DK)
becausehenewsystemnot allows applicantsunderl5years

‘because the new system does not allow applicants underé2§’'ye

] am especially indepted to Stefan Miiller for numerous uistons and help with the analysis.
Furthermore | wish to thank Jarg Asmussen, Philippa Cookx Béldhauer, Jacob Maché, Line
Mikkelsen, Patrizia Paggio, Roland Schafer as well as tlthemce and reviewers of HPSGO09 for
discussion and comments. All remaining errors are my resipiity. This research is supported by
the Deutsche Forschungsgemeinschatiter the grant nr. DFG (MU 2822/2-1).

IHere I use the term V1/V2-clauses for clauses where the figiteprecedes sentence adverbials,
and the term non-V1/V2-clauses for clauses where the fimite follows sentence adverbials. Here
| will primarily be concerned with non-V1/V2-clauses as exsified in (i).

() fordi  Peterikke synger
BecauseéPetemot sings

2(DK) marks an example from KorpusDK (http://ordnet.dkftasdk), (I) an example from the
Internet. Other examples are constructed. The autherdiopbes have been abridged and sometimes
slightly modified for reasons of space.
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2 hvishuningenerstatning  fik, fordi  motorcyklisten ikke
if sheno compensatiolecamepecausenotor.cyclist. DEFot
havdeforsikret sig (DK)
had insured himself

‘if she did not get any compensation, because the motorstyladid no
insurance’

However, in certain non-V1/V2-clauses there is a furthessgaility: sentential
negation and non-subject negative quantifier phrases sarappear between the
complementizer and the subject, as shown below. | will rédethis pattern as
preposed negation

3) og hvisikke kunstenmagter atvise det, erdetikke kunst(DK)
andif not artDEF is.capable.ofo showthis,is it not art

(4) hvisingenarvingerder er, [...] ()
if no heirs thereare,[...]

Preposed negation is also observed in Norwegian and Swgltishnnessen,
2000; Jensen, 2001), but with (slightly) different propet In this paper, however,
I will only discuss preposed negation in Danish.

Despite the extensive literature on negation preposedioaggppears to have
received little attention. It is often mentioned as a furthessibility of negation-
placement in Danish, but apart from the descriptive ingesibn in Skafte-Jensen
(1995) it does not seem to have been subject to detailed. stimypaper thus ad-
dresses two fundamental questions: what is the structarevhat is the semantics
of preposed negation.

In line with previous analyses of finite negation in Engligting and Sag,
2002), | will suggest that the preposed element is a sisténeotomplementizer
and that the preposed negation is the filler of a filler-gapeddpncy. | will further
suggest that preposed negation is associated with spésialudse semantic pro-
perties. Preposed negation is associated with negatioalafity focus (“verum”-
focus) of a proposition lacking a topic. This account expdaihe peculiar be-
haviour of positive and negative polarity items with pregsiegation. Though
being sentential negation, preposed negation does noskcstrong negative po-
larity items and it licenses strong positive polarity item@rdinary negation on
the other hand licenses strong negative polarity items ales out strong positive
polarity items, when it is not associated with polarity feaf the clause. Thus
while ordinary negation can be associated with both pgidoitus and VP focus,
preposed negation is only associated with polarity focasnaay be seen as a struc-
tural means of signaling polarity focus. At the same timedhbject of a clause
with preposed negation obeys certain interpretative caimss: preposed negation
is preferred with non-referential subjects and with weadnegs of indefinite sub-
jects. Furthermore topic-binding particles as investdddior German in Breindl
(2008) are impossible with preposed negation. The congtrain the subject of
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a clause with preposed negation point to the conclusionthiese clauses lack a
topic, the subject being within the scope of the negatien,the focal information
(Ambridge and Goldberg, 2008). To account for the specificatics of preposed
negation and for the fact that only complementizers withexgjz semantics and a
specific phonological shape license preposing | will sugtneg preposed negation
is a construction, i.e. a specific pairing of syntax and seit&n

The paper is organized as follows. In Section 2 the basiceptigs of pre-
posed negation are discussed. Negation will be shown tothefpalarger picture
of preposing sentential adverbs and the construction wihiown to be subject to
semantic as well phonological restrictions on the licemsiomplementizers. Sec-
tion 3 deals with the structure of preposed negation. Thetooction is shown
to be a syntactic structure and not a lexical structure ordumation structure as
otherwise expected. In Section 4 the semantics and praggnaitithe construc-
tion are discussed. The construction is shown to be asedcigith negation of
the polarity of atopic-lessclause. Section 5 finally provides an analysis of the
construction within the frame-work of HPSG using Minimaldresion Semantics
(MRS).

2 Preposed negation

2.1 Preposingin Non-Veridical Contexts

Preposing of the negation is only possible in embedded seesecontaining a
complementizer. It is most often observed in conditionaluskes, but it is not
restricted to conditional clauses. Preposing is possilitle different kinds of non-
veridical complementizers, i.e. operators that do notikth@ truth of their propo-
sition (Giannakidou, 1999; Skafte-Jensen, 1596}.

(5) jegspekulerepd om ikke deterfor sent
I wonder PREPwhethemot it is toolate

(6) mon ikke deter for sent
MON not it is toolate
‘don’t you think it is too late’
@) bare ikke hankommer
BARE not he comes
‘I hope he doesn't come’

In (5) preposing appears in an embedded polar question) in é&deliberative
question where the addressee is not supposed to know themttstine question

SSkafte-Jensen (1995), however, gives (constructed) elesnop preposing in temporal (veridi-
cal) clauses.
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(Erteschik-Shir, 2009) and in (7) in an optative clatis€he complementizeat
(‘that) is especially telling, since it allows both a veiddl (assertive) reading and a
non-veridical (intentional) reading. Preposing is onlggible in the latter reading.

(8) a. [...]og lagt albuen papergamentet, at ikke vinden
[...] andplacedelbowDEF on pergamenbEeF thatnot wind.DEF
skulle spillemeddet(l)
shouldplay with it
‘and placed the elbow on the pergament so that the wind shratld
play with it’

b. *[...] og sagdeat ikkebarnet skulle lege meddet

[...] andsaid, thatnot child.DEF shouldplay with it

‘and said that the child should not play with it’

Preposing is not restricted to negation or negative quantifirases either. It
is also observed with a wide range of (polarity-) adverbenawith adverb phrases
where a preposed adverb is further modified by other advét)q¢f. also Skafte-
Jensen (1995)).

(9) hvisalligeveldu deltager [...]
if anyway you participate]. . .]

(20) hvisgodt du vil deltage [...]
if  AFFIRM youwantto participate...]

(11) hvis[apvp altsa alligevelikke] du deltager [...]
if that.isanyway not you participate].. . ]
‘if you don't participate anyway, that is’

Since preposing is only possible in complementizer clgusesnot observed
in embedded constituent questions with the possible eixeept hvorfor (‘why’),
where occasional examples of preposing are found, cf. (12).

(12) [...]1hvori  hanligefremspgrgetvorfor ikke Musikerne
[...] whereinhe actually asks why not musiciansDEF
benytterandreKonsonanteend Octaven [...] (I)
use other consonants thanoctaveDEF

2.2 ThelLexical Restriction on Preposed Negation

The fact that preposing occurs with many kinds of adverbdllikiads of non-
veridical contexts casts doubt on the claim that preposgdtima is motivated by
the close bond between conditional clauses and negatioiaiased by Jespersen

“Note thatbare (‘I hope’) andmon(‘l wonder’) may also occur as adverbs. Erteschik-Shir @00
actually claims thatmon(‘l wonder’) is always an adverb. | will not discuss this pbd#y further
her, but | assume that it may be both a complementizer andartad
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(1917) (p. 62). But also other properties of preposed negairgue against a
purely semantic account of the phenomenon. Conditionaaatios is no sufficient
criterion for preposing. Conditional V1-clauses do nobwallpreposing (contrary
to e.g. Norwegian as shown in Johannessen (2000)).

(13) far (*ikke) vi (ikke) pengene [...] (DK)
get(*not) we (not) the.money...]

Furthermore not even all conditional complementizersvalweposing - de-
spite their semantics. The complementiz&iemt(‘provided that’) andfald (‘in
case’) do not allow preposing, while the complementizess (‘if’) and dersom
('if") do.

(24) hvis/ dersomikke du vil deltage
if [/if not youwantto participate

(15)  *safremt /ifald ikkedu vil deltage
provided that in casenot youwantto participate

The relevant generalization appears to be a phonologistlatton on the com-
plementizers that allow preposing. Only mono-syllabic p@mentizers and com-
plementizers with an unstressed final syllatde(som(‘if’)) allow preposing. The
complementizersa'fremt andi'fald in (15) have a stressed final syllable. Given
that preposed negation is obligatorily stressed thisiotistn may again be seen as
a general restriction against having two adjacent stresgéables.

221 Sentential or Constituent Negation

Complementizer clauses with the word order C-Neg-Subjian@@st cases) struc-
turally ambiguous. The negation element may either be aogezp adverbial
phrase or it may be a modifier of the Subject-DP, i.e. corestitunegation of the
subject. Cf. the following structural bracketing (the stural representation of
(17) is motivated in Section 3).

(16) hvis[np ikke regeringen] griber ind (DK)

if not governmenbEF intervenes
a7 hvis[apvp ikke] [np regeringen] griber ind
if [[apvp] not governmenbEF intervenes

However, the two structures are prosodically distinguish®reposed nega-
tion is always stressed (Skafte-Jensen, 199Bjjile constituent negation is un-
stressed.

®Actually Skafte-Jensen (1995) note that only adverbs depaftbeing stressed can participate
in preposing. This excludes modal adverbs/particlesjikgyou know’) vist (‘presumably’).

®Jensen (2001) (p. 132) fails to distinguish preposed nemditbm constituent negation. She
claims that the subject is obligatorily stressed in the of@éNeg-Subj. But preposed negation is
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(18) a. hvig np oikke reGEringen]  griber ind

if not governmenbEF intervenes
b. hvis[apvp IKKE] [np regeringen]  griber ind
if not the.governmenintervenes

Another difference between between the two structures@piglthat preposed
negation scopes over the whole subordinate clause andstth@isubject. For that
reason preposed negation cancels out ordinary negatioasiaspbject position.
Thus preposing does indeed behave as sentential nedation.

(29) hvisikke seerne ikke var advaret— hvis seerne VAR
if not viewersDEF not werewarned— if  viewersbeEr WERE
advaret
warned

As expected, preposed negation like ordinary sententightien licenses the
presuppositional negative polarity advérdller (‘either’) in the second clause.

(20) hvisdu ikke forsggeratsikre dit netvaerkog Peterhellerikke gar
if younot try to secureyour networkandPetereithernot does

Also preposed negation occurs in neg-raising environmestsenvironments
where a matrix negation scopes over an embedded clause, (H&r5, 1989;
Sailer, 2006). Neg-raising only applies to sentential tiegaand not to constituent
negation.

(21) hvisikke du tror du kanklare det— hvisdu tror, du ikke
if not youthink youcanmanaget — if youthink, younot
kanklare det(l)
canmanaget

Thus there is very clear evidence that the word order C-N#g-S structurally
ambiguous and that preposed negation is different fromtitoest negation. Pre-
posed negation behaves as sentential negation in crusjgcts (if not in all re-
spects as will be shown in Section 4).

also possible with DPs that cannot be stressed at all anddhaot allow constituent negation since

these subjects fail to meet the semantic condition of pingid contrastive reading of (contextually

salient) alternative referents (Brandtler, 2006). Exasmre expletives as in (i) and the pronoun
man(‘one’).

@) a. hvisIKKE detregner
if NOT it rains

b.  *hvis[ikke DET] regner
if NOTIt rains

"Also the occurrence of preposed negative quantifier phrasés (4) above shows that we are
dealing with sentential negation. Negative quantifier pasacannot occur as constituent negation.
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2.3 Negation-Preposing or Subject Lowering?

The particular word order C-Neg-Subj may arise in two wayse hegation is

preposed as has been tacitly assumed in the previous dstussthe subject is

not in its canonical position outside the VP, but ratherdaghe VP. In both cases
the negation element will precede the subject as illustrat¢he figure below.

\
(22) hvis/if’ i Peter ikke/‘not’ ; kommer/‘comes’

To determine whether the negation is preposed or the subjéloivered” we
have to look at the distribution of other adverbs and othésrdeiners.

As mentioned in Section 1, adverbs delimit the left-edgehef\¥P in embed-
ded clauses. If the subject were inside the VP in the cortgtruander discussion,
we should expect adverbs left-adjoined to VP to precedeubgst, but they do
not. Adverbs occur between the subject and the finite verd\alen the nega-
tion follows the complementizer, showing that the subjeddtill in its canonical
position outside the VP. Cf.

(23) hvisikke radiatorerog ragr [alligevel] skal renoveres [...](I)
if not radiators andpipesanyway have.tobe.renovated

‘if radiators and pipes don't have to be renovated anyway’

Further evidence that negation is indeed preposed comesthe interaction
with the pleonastic complementizat(‘that’). In colloquial Danishthvis(if’) may
co-occur with the complementizat (‘that’).

(24) hvisat jegikke gjordedet,ville de tvingeenoverdosis  mig(l)
if thatl not did it wouldtheyforce anoverdoseinto me

If we were dealing with subject-“lowering” rather than pospg of the nega-
tion, we should expect the negatitkketo occur after the pleonastic complemen-
tizer at (‘that’) as in (25) below.

(25) *hvisat t;ikke [y, jeg; gjordedet],vile de [...]
if thatt; not I; did it wouldtheyl]...]

However, as noted by Jespersen (1917) (p. 62) and also imdead@009) (p.
327) the negation element obligatorily occurs to the lefthef pleonastic comple-
mentizerat (‘that’) as expected if the negation element is indeed egand the
subject is in its canonical position outside the VP.

(26) og hvisikke at Folketinget  kanstolepa de oplysninger,(l)
andif  not thatparliamenteF cantrust PREPtheinformation,

To sum up the basic properties of preposed negation so farséittion has
established that the construction under discussion isihgeeposing of senten-
tial negation which is lexically restricted to non-veridicomplementizers with a
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certain phonological shape. They must be mono-syllabiootain an unstressed
final syllable. The next section will investigate the sytitastructure of preposed
negation.

3 The Structure of Preposed Negation

In this section | turn to the structural analysis of prepasegiation. Preposed nega-
tion appears adjacent to the complementizer (Pedersef) a4 it is semantically
and lexically licensed by the complementizer as shown ini@e@. This pattern
may imply three things: the complementizer and the preposgghtion form a
kind of composite complementizer, the negation cliticizeshe complementizer
(Johannessen, 2000) or the complementizer and the negmtdexicalized collo-
cation as suggested by Pedersen (2009). Support for threstusal possibilities
comes from the fact that negation in some languages suréecadexical element
in the syntax (a non-projection word), i.e. the negationsduat project a syntactic
phrase as claimed for Swedish in Toivonen (2003). | will, bear, conclude that
preposed negation can indeed be syntactically complextatdatlexical analysis
or an analysis as a clitic is untenable. Secondly | show tregiqsed negation can-
not be analysed as either adjunction to C or the followingnStelad | will argue
that preposed negation is a daughter of CP and that the aegeément or the
negative quantifier phrase is extracted from the following l§is allows for two
possible analyses of preposed negation as either a compiefthe complemen-
tizer (as claimed for finite English negation in Kim and Sa@02)) or as a special
construction. Given the particular semantics of prepossghtion discussed in
Section 4. | will argue that it constitutes a special coretton.

3.1 Preposed Negation asa Lexical Structure

A first hypothesis is that preposed negation is part of a&dsitucture, i.e. that the
negation and the complementizer form a kind of compositeptementizer even
though complementizers are traditionally assumed to forolosed word class.
But if preposed negation is the result of a lexical processhaild expect it to be
an operation on lexical items and we should expect it to olesking-constraints
such that existing words block the formation of words wite #ame semantics.

Preposed negation cannot be the output of a lexical prodess pat the nega-
tion element can also be a syntactic phrase not availabléuftirer lexical pro-
cesses. The negation element may contain (negative yldggree words such
asslet(‘at all’) (cf. (27)) and it can also be a negative quantifierase (a DP or
an NP) with prenominal modification, cf. (28). Thus the nagain Danish is
a projecting word as opposed to the analysis of negation iedish in Toivonen
(2003).

(27) Hvisslet ikke derstar noget
if atallnot it saysanything
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(28) hvis[ingen (direkte)arvinger]der er
if no (direct) heirs thereare

The possibility of preposed quantifier phrases also argaasiga purely col-
locational analysis as suggested in (Pedersen, 2009) sirmtequantifier phrases
are productively formed and hardly count as collocatiomaistructs.

Furthermore a composite complementizer consistindna$ ('if’) and ikke
(‘not’) ought to be blocked by the presence of the compleimentedmindre‘un-
less’) which lexicalizes conditional semantics takinggeover negation. The fact
that it is not blocked suggests that preposed negation istatic formation. Thus
I conclude that preposed negation is indeed a phenomenandedit with in the
syntax.

3.2 The Syntax of Preposed Negation

Preposed negation is a syntactic phrase but where doeadhattructurally? Is it
a modifier of the following S or is it a modifier of the precedi@@ | will discuss
both possibities in turn and conclude that the data arguesidzoth possibilities.

Johannessen (2000) (p. 14) suggests that preposed negablmmwegian is
adjoined to C as shown in (29) below.

C

@) ¢ NEG
hvis ('if") ikke (‘not’)

In fact Johannessen (2000) suggests that preposed negliiimpes to C, but
as already shown in (27) and (4) above, preposed negatioamisb can be syn-
tactically complex and hence cannot be a clitic. Alterrativthe negation phrase
is a modifier of the complementizer so that the structure B) (& a modifica-
tional adjunction structure. The problem with this anayisithat the negation is
within the scope of the complementizer. Conditional seiaraiways takes scope
over the negation element giving the following interpretat IF(NOT(p)). This
is unexpected if the negation is a modifier of the complerzentisince the mod-
ifier is otherwise assumed to take scope over the modified ineaddificational
structures. Thus an analysis as modificational adjunctidd is at odds with the
semantic composition of the structure.

Another possibility is that preposed negation left-adjoto the following S
yielding the structure shown in (30) below.

cP
/\
C S
hvis (if’ /////A\\\\\\\\\\\
(30) (if")
ADVP S
ikke (‘not’)

de ggr noget‘they do something’)
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A first problem is that the structure in (30) obscures thetfzatthere is a close
dependency between the complementizer and the preposatiomeghey must be
adjacent and preposing is lexically restricted (cf. Sec®w2). If the negation
adjoins to the following S it is difficult to state that adjuion to S is only possible
if the negation is preceded by a complemenfizeith a particular semantics and a
particular phonological shape. But there is also otheresgé that (30) cannot be
the right structure. If the negation is allowed to left-adjtm S, we should expect it
also to be able to left-adjoin to the second conjunct of twardimated Ss occurring
with the right kind of complementizer. But this appears tareginal at best. Cf.

(31) ??/* hvig[s ikke Petervil] og [g ikke Louiseersyq]
if not Peterwill and not Louiseis ill

In addition preposed negation may be stranded in ellipsiss i§ unexpected
under the adjunction analysis since there is no S for thetimegelement to adjoin
to as also noted for English in Kim and Sag (2002).

(32) [Hvis ikke], er detikke ulovligt at havedem staendgDK)
If not isit not illegal tohavethemaround

The ellipsis data in (32) and the fact that the negation onérgimally can
show up before the second conjunct of a coordination as inig3dxpected if the
negation element does not adjoin to the following S but iifiidaughter of CP.
Thus | conclude that preposed negation is a daughter of Cioasidn (33) below.

CP
S
/\
(33) C ADVP  DP VP
hvis ikke Peter vil
‘if’ ‘not” ‘Peter ‘wants.to’

However, this analysis makes preposed negation remarkiiféyent from or-
dinary negation. Ordinary negation is adjoined to VP andsdo& occur as a
daughter of CP. Ordinary negation occurs in adjunctiontjpssto the left of the
verbal head, it can be separated from the verbal head by adjiencts and it may
occur adjoined to the second VP-conjunct of a coordination.

(34) fordi  han[ikke ser filmen]
becausdne not seesmovieDEF

8Negation adjoining to an S is otherwise only possible in alted metanegation (Horn, 1989;
Christensen, 2005). Negation adjoins to an (initial or ptretical) unembedded complementizer
clause with the complementizat(‘that’) or fordi (‘because’) and serves to deny an otherwise invited
(conversational) implicature.

0] ikke at jegfrygter for hunbliver sur, menjeger bangefor
not thatl am afraidPREPshegets angry,but | amafraid PREP...
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(35) fordi de [ikke {som raske mennesker {hurtigt} er
becausehey not such athealthypeople quickly are
i stand til atslukke ilden ]
capable oextinguishingfire. DEF (DK)

(36) fordi  hanikke lseseravis og [ikke ser fiernsyn]
becausée not readsnewspapeand not watchedelevision

Thus it appears that we would have very different analysemdihary nega-
tion and preposed negation. In addition we have not yet axtedufor preposing
of negative quantifier phrases. Negative quantifier phrasepart of a filler-gap
dependency given that the preposed phrase must be identifieéh complement
gap to the right of the main verb. Cf.

(37) hvisdu ingenbgrn  har _;
if youno childrenhave

(38) hvisingenbgrn  du _; har _;
if no childrenyou have

The preposed phrasegen bgrn(‘no kids’) is not just an adjunct but must be
associated with the object of the venhr (‘has’). Pursuing a unified analysis of
preposing, it thus appears to be the case that not only pedppsantifier phrases
but also the preposed negation is a filler. The advantagesdditalysis is that ordi-
nary negation as well as negative quantifier phrases adjahetVP and both kinds
of negative constituents may be dislocated to the left otthraplementizer given
the right kind of complementizer. The analysis of preposiaa filler-gap depen-
dency allows for a unified analysis of negation and negatiwentifier phrases.
Cf. the following representation.

CP

C o Sal

Thus the conclusion of this section is that preposing is erfdap dependency
where a complementizer selects an S with a slashed comsgtituel allows this
element to surface as a kind of complement of the complezafi

The ellipsis data shown in (32) may, however, be problenfatithis analysis of the preposed
negation element as extraction. In elliptical structutes gap of the negation is elided while the
filler is still there. While elision of a clause from which argament has been extracted appears to
be marginal, elision is much better if the extracted elen®ah adjunct.

(i) ??/* Petettror Poul bliver Igsladt i morgen. Hvemtror han?
Peterthinksbook DEF is releasedomorrow.Who thinkshe?

(i) Petertror Poulbliver Igsladt i morgen. Hvornatror han?
Peterthinks Poulis releasedomorrow.When thinkshe?

Thus it appears that the extraction site of adjuncts canidecebnd preposed negation and pre-
posed quantifier phrases positionally behave as adjuncts.

1% problem for the analysis as extraction is that preposedtimydoes not seem to obey “Across-
the-Board”-constraints otherwise observed in coordomafrom which a constituent is extracted.
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4 Preposed Negation as verumNegation

Having discussed the basic properties and the syntax obpegpnegation, a sec-
ond question arises: why does the syntax of Danish allowhisradditional place-
ment of the negation element? Two factors appear to be ttodie understand-
ing of preposing: the behaviour of (strong) negative polaiiNPI) items and the
interpretation of (indefinite) subjects with preposed tiega In this section | will
show that the behaviour of polarity items (PI) point to thenxadasion that pre-
posed negation is associated withRuM-negation (in the sense of Hohle (1992)).
Furthermore | will show that preposed negation is assatiaiéh anall_comment
information structure, i.e. a clause lacking an (abouthassric.

4.1 TheBehaviour of Strong Polarity Items

As observed in Section 2 preposed negation behaves likeéoyl sentential nega-
tion in crucial respects. However, preposed negation slotetally different be-
haviour wrt. strong polarity items. Strong polarity itengstlier positive or neg-
ative) are sensitive tantiveridical contexts (Giannakidou, 1999): strong negative
Pls are licensed by negation (or negative elements), sprosigjve Pls are ruled out
by negation. Weak PlIs on the other hand are licensedimveridicalcontexts (Gi-
annakidou, 1999) and may thus occur independently in dondit clauses. Weak
Pls are therefore expected to occur with preposed negajiven that also pre-
posed negation is licensed in non-veridical contexts (etti®n 2). Example (39)
shows that the weak Plogensind€‘ever’) can also occur in an unnegated condi-
tional clause.

(39) Hvis (ikke) du nogensinddnar oplevetmurstenstalplader og
if not youever haveseen bricks steel platesand
jernstaengeblive slaetigennemmed panden ()

iron sticks be cut through with foreheadEeF

Strong NPIs, however, are licensed in conditional claugesdinary negation,
but they are marginal at best with preposed negation. In)(dfifinary negation
licenses the polarity iteran rad gre(‘a red cent’). Example (40b) is marginal. As
one informant put it: it sounds as if you expect the users yogpad cent, which is
nonsense. Thus it seems that preposed negation is too whedtse strong NPIs.

Given ATB-constraints on coordination a preposed negati@ht to have scope over both conjuncts
always. While this is indeed possible, preposed negaties dot have to have scope over the second
conjunct. Thus the following examples allows for two reagin-(pvq) and—pvg.

@) hvis ikke CDU gar tilbageog FDPga frem
if not CDU goesback andFDPgoesfoward
‘if note CDU loses votes and FDP gains votes’
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(40) a. hvisbrugerne ikke skal leeggeenrgd gre, nar de stigerpa(l)
if usersbEFnot mustpay a redcent,whentheyenter PREP

b. ??hvisikkebrugerne skal leeggeenrad gre, nar de stigerpa
if not usersDEF mustpay a red cent,whentheyenter PREP

In a similar vein preposed negation is also too weak to rutestsang positive
Pls. The underlined strong positive Pl in (41a) — a somewhttaded expression
meaning “to be a top-professional” — cannot occur in a coomlt clause with
ordinary negation, However it is much better with preposeglation as in (41b).

(41) a. ??/*hvidu bareikke kandet pis, skal du lade veere
if  youjust not canthatstuff, don’t do it

‘if you are not a top-professional, then don'’t do it’

b. hvisikke du barekandet pis, skal du lade veere
if not youjust canthatstuff, don’t do it

‘if you are not a top-professional, then don’t do it’

On the account of Pls in Giannakidou (1999), NPIs are licgéngeen they are
in the immediate scope of an anti-veridical operator suciklkaes(‘not’). Thus it
appears that NPIs in clauses with preposed negation are tie immediate scope
of the negation. This failure to license strong polarityriteis also observed with
negated’ERUM-focus, i.e. when a finite verb within the scope of ordinargateon
is stressed (Hohle, 1992).

(42) ?72/* brugerneGIVER ikke enragd gre
usersDEF give  not a redcent

‘itisn’t the case, that the users give a red cent’

Negation focus, on the other hand, i.e. stress on the negal&@nent, does
license negative polarity items, arguing against an aisabfgpreposed negation as
involving negation focus, despite the fact, that the negai stressed.

(43) brugerne giver IKKE enrgdare
usersDEF give ikke a redcent

‘the users really don't give a red cent’

Following this reasoning it appears that preposed negaiassociated with
negated/erRuM-focus. The additionalERUM-predicateit is the case thafHohle,
1992) thus may explain the peculiar behaviour of the stroisg Regation of the
predicatet is the casaloes not license NPIs (Gajewski, 2007; Horn, 1989; van der
Wouden, 1997). Thus, it appears that ordinary negatiorhfwitvERUM-focus)

"The verb in (42) is within the scope of negation given thatsw in V1/V2-clauses is associated
with its canonical position to the right of the negation aseted in non-V1/V2-clauses. | assume
that it is associated with a trace as in the analysis of V1 add\German in Muller (2008) (chap.
9).
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gives rise to the paraphrase in (44), while preposed nagghi@s rise to the para-
phrase in (45).

(44) hvisbrugerne ikke skal  lseggeenrgdgre ...
if usersDEF not have.topay a redcent...
= if the users do not have to pay a red cent...

(45) ?7? hviskke brugerne skal lseggeenrgdgare ...
if not usersbEF have.topay a redcent...
= if it is not the casehat the users have to pay a red cent...

As the paraphrases make cledgRUM embeds a positive proposition, thus
explaining the impossibility of negative Pls and the pasigjtof positive Pls. Pre-
posed negation introducesv&RUM-predicate within its scope. With preposed
negation the polarity of the conditional clause is negated,the proposition as
such.

4.2 Thelnformation Structure of Preposing

But what distinguishes ordinary negation witaRumM-focus from preposed nega-
tion, if preposed negation is also associated witiRum-focus? Preposed nega-
tion is associated with an embedded clause with a partiégnfarmation struc-
ture. Where embedded clauses with ordinary negation aceiagsd with a basic
topic.commenrvarticulation, clauses with preposed negation are cheniaed by
the absence of BopIC. Clauses with preposed negation do not have an (aboutness-
) ToPIcin the sense of Krifka (2007). Evidence comes from the useofneferen-
tial subjects, the interpretation of indefinite subjectd #re use ofropic-binding
particles.

Preposed negation is preferred with non-referential stbjsuch aenhver
(‘everybody’) andalle (‘everyone’)1? Cf.

(46) Menhvisikke enhver skulle blive depri af denneelendige
but if not everyoneshouldget depressetbythis horrible
sommet...] (1)
summet...]

(47) ?? Merhvisenhver ikke skulle blive depri af denneelendige
but if everyonenot shouldget depressetbythis horrible
sommei...]
summet...]

Indefinite pronouns likenhver(‘everybody’) are non-referential and since an
(aboutness-yopric presupposes referentiality, indefinite pronouns are diegras
Torics (Pittner, 2004; Frey, 2004). The preference of preposedtitag with

12This observation is due to Line Mikkelsen (p.c.).
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non-referential pronouns thus receives a straight-fatveaplanation, if preposing
is associated with the lack of a topic.

Also the interpretation of indefinite subjects point to tbedusion that clauses
with preposed negation have mopric. Following Diesing (1992) indefinite NPs
exhibit either a weak (existential) reading or a strong égenor proportional)
reading. The weak reading is typical of non-topicality, l@tthe strong reading
is typical of topicality (Diesing, 1992). Preposed negatitoes indeed favour the
weak reading of indefinites again suggesting that the stigi@o Toric. Cf. (48)
where the indefinite subject has an existential reading.

(48) hanville uden tvivl have slaet sig ihjehvisikke [enrotte]i det
he would beyonddoubthave been killed if not a rat inthat
samme var kommetlgbendehen overgulvet  (DK)
momenthadcome runningacross floor.DEF

Ordinary negation in turn favours a strong reading of indiefinas expected if
the subject is @aoric. In (49) the indefinite is associated with a generic reading.

(49) Hvis[enatlet] ikkevil eller glemmerat forteelle Anti-Doping
If  [anathlete]not will or forgets totell Anti-Doping
Danmark]...] (DK)

Denmark]...]

This analysis of the information structure of preposinguigHer reinforced by
the behaviour ofropic-binding particles. ©pric-binding particles are particles
indicating ToPIC-shift or TOPIC-continuation (Breindl, 2008). A particle such as
derimod(‘in contrast’) can attach to a subject NP of either a V2-skaor a non-
V2-clausé® to indicate atopic-shift as shown in (50). In conditional clauses
ToPIc-binding particles are fine with ordinary negation (51), bigthly degraded
with preposed negation (52), since there ista®ic to bind.

(50) menat derimod stressser ud tilat veeresynderen (I)
but thatin contraststressappearstobe sinnerber

(51) Hvisderimod lgnstigningerne ikke tager af(l)
if  in contrastwages risingbEF not reduce

(52) ?7? Hvisikke derimod lgnstigningerne tager af
if  not in contrastwages risingbeF reduce

On the evidence presented in this section preposed nedatiged to negate
theveruM of anall_commentlause, i.e. a clause lackingraric.

BIn V2-clauses the particle occurs to the right of the subjjedhe so-calledNacherstposition
(Breindl, 2008).

0] Regeringen derimod prgveratfa  danskerndil  at arbejdemere(l)
governmenbEF in contrastries to makedanesDEF PREPto work  more
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5 An HPSG Approach

The crucial argument for positing a construction for preggbaegation is that it
is associated with a particular semantics. Preposed oegatiassociated with
negatedverum focus, thus the construction itself introduceverum predicate
which in turn is within the scope of negation. Cf. the exaragielow.

a. visPeterikke vinder
53 hvisPeterikk d
if Petemot wins
CONDITIONAL > NEGATION > PROPOSITION

b. hvisikke Petervinder
if not Peterwins
CONDITIONAL > NEGATION > VERUM > PROPOSITION

In Minimal Recursion Semantics the semantic represemtaigiven as a bag
of basic relationsgELS) which in turn are connected by means of labels giving
the functor-argument relationships holding between thevidual predicatesLBL
andARGh). Scopal relationships between the individual relatiomsiadicated by
so-calledgegconstraints équality modulo quantifiejsn the featureH_CONS An
argument position which igegrelated to a label does not have to be filled by that
label. The argument position can be filled by another labetkwim turn has the
first label as an argument. Thus other scopal elements canvame between two
elements, where the first outscopes the other (Copestake20@b) (p. 297). The
lexical entry for the complementizéwis (‘if’) is given below.

{compl ]
HEAD
CAT MOD<S>

SYNSEM| LOC
SUBCAT<S[LOC | CONT|LTOP D

CONT|LTOP[2]
if_rel

RELS< LBL >
ARG [3]

aeq
H_CONS< HARG >

LARG

The complementizer selects its clause through the featueeeAT. The comple-
mentizer introduces the basic predicdteel and the conditional semantics takes
as its argument the subcategorized S or a quantifier outsgdipé subcategorized
S as guaranteed by tlgegconstraint inH_CoONS This is crucial in accouting for
preposed negative quantifier phrases. The entry for thetinaga given below.
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The negation selects its modified VP through the featuo®. The negation in-
troduces the basic relatioreg rel taking as its argument the modified VP modulo
intervening quantifiers.

CAT | HEAD | MOD <VP{LOC | CONT|LTOP D
SYNSEM|LOC

CONT|LTOP 2]
negrel
RELS< LBL >
ARG [3]

qgeq
H_CONS< HARG >

LARG

Consider next the construction for preposed negation.

HEAD
LOC | CAT | SPR ()

SYNSEM SUBCAT ()

<>]
SLASH ()

REL
NONLOC|INHER {

[Hook @

verumrel
RELS< LBL >
C_CONT ARG [4]

qeq geq qeq
H_CONS< HARG [5]|,| HARG [7]|,| HARG [4] >
LARG LARG LARG

HEAD (1 compl

SYNSEM| LOC [10]

CAT
SYNSEM| LOC SUBCAT<>

o negrel
NT[2 , |
RELS< LBL [6] >@ list
NH-DTRS< non.veridical ARG 7] >
RELS
ARG1[F

LOC|CONT|KEY | LBL
SYNSEM[9]

NONLOC|INHER]| SLASH<>

The construction for preposed negation defines three dexgghhe complemen-
tizer, the negation and the clause. The first daughter ise¢hd bf the construction
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and it is constrained to be a non-veridical complementimbcategorizing for the
third daughter (the clause). The second daughter is camstido be negated (it
contains the negation relation as the first of its basic ima). This semantic
constraint ensures that not only the negailde ('not’) but also negated quanti-
fier phrases can be preposed. The second daughter is theffthergap associated
with the third daugher (theoc(al) value of the second daughter is structure-shared
with thesLAsH-value of the third daughter), ensuring that negative pgeda@uan-
tifier phrases are analyzed as complements of the verb. Ttieatian for positing

a separate construction is given in the constructionalezdrc_CoNT). The con-
struction introduces the basierumrelation which has the proposition in its scope.
The scoping constraints iR_CONS state that the complementizer adopes the
negation, that the negation outscopesveinirelation and that theerumrelation
outscopes the proposition. These constraints give tharsgoglationships shown
in (53b). The semantic representation for the whole coostm is constrained by
an independent semantics principle to be the union ok#hes andH_CoONsof the
daughters.

6 Conclusion

The paper has provided an analysis of preposed negationriisibancovering a
host of properties that appear to have gone unnoticed iténature. It is proposed
that preposed negation is associated with negagadmfocus of a propostion lack-
ing a topic and it has been argued that this should be anagzedconstruction
given that this semantics is not associated with a partidaldcal entry but with
a specific ordering of existing lexical entries. The analysis been formalized
in construction-based HPSG and it has been implemé&hiedhe TRALE system
(Meurers et al., 2002; Penn, 2004; Muller, 2007) as part gfeanmar fragment
of Danish which uses a core grammar for German, Persian, Men&hinese
and Maltese. The respective grammars can be downloadedlathitR://hpsg.fu-
berlin.de/Software/.
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Abstract

This paper discusses ergative case assignment in Hinditamutérac-
tion with aspectual verb complexes or complex predicatesitootions. It
is shown that ergative case is assigned by the last head asffextual verb
complex and that ergative case on the subject of intraesitrbs denoting
bodily-functions is associated with a counter-to-exp@atameaning. It is
then shown that aspect complex predicates in Hindi invaledistinct syn-
tactic structures, which have similar semantics. Whilesymgactic structure
involves argument composition, the other involves a headifier structure.
Itis argued that the existence of two structures favor aggies to the inter-
face between syntax and semantics which do not require aramiEomor-
phism between the semantics and syntax of aspect.

1 Introduction

Determining variation between languages allows linguisthiypothesize about
how much natural languages can actually vary. The syntaspéd is a fertile

ground for comparing approaches that explain variatiorh@interface between
syntax and semantics, given the varied surface realizaticmspectual functors
(e.g., verbal affixes, auxiliaries, ordinary verbs, see d&ylet al. (1994) for de-
tails). Koenig and Muansuwan (2005) compared two class potheses regard-
ing the mapping between aspectual functors and syntactictste. One class of
hypotheses, dubbed thellIFORMITY HYPOTHESIS holds that at a particular level
of representation, one can establish an almost isomorgtuss-linguistically uni-

form, correspondence between the syntax and semanticpettasThis is best

exemplified by Cinque (1999), who posits that the geometryeobal functional

projections (head-complement relations, in particulamresponds for the most
part to the geometry of semantic functor-argument relatidknother class of hy-
potheses, dubbeHEPRESENTATIONAL MODULARITY, holds that syntactic and
semantic structures are independent levels of repregertatlated by correspon-
dence rules and constraints which do not require a one-¢a-@ation either within

or across languages. As a consequence, Koenig and Muang20@8) argue, the
correspondence between the syntax and semantics of aspeetker and cross-
linguistic variation in the surface expression of aspddisginctions might reflect

the true extent of the non-correspondence between synt@uti semantic struc-
ture. Koenig and Muansuwan present data from Thai that stipip® Represen-
tational Modularity hypotheses. In this paper, we presentoborating data from

Hindi which show that the same (or, at least, identical inrellbvant respects) as-
pectual notions can be expressed in Hindi in two distinctsvaéspect markers
can be verbs that take main verbs as complements to form egmptdicates or
they can be verbs that modify main verbs. Although Hindi aspearkers have
been described in the previous literature (see (Hook, 1B@&shru, 1980; Butt,

1994)), a critical interaction between the order of verbthm complex predicate
structure and case assignment and verb-subject agreeagembdt This interaction
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provides compelling evidence, we suggest, that the syatsittictures involved in
these two kinds of aspectual complex predicates are trgyndt and cannot be
reduced to the same syntactic structure “deep down”. Himna parallels the split
in the syntax of aspect that Koenig and Muansuwan (2005)eaegists in Thai.

2 Hindi Aspectual Complex Predicates

In Hindi, aspectual complex predicates or verb complexes \iill use the two
expressions interchangeably) are formed by the combimafia verb that denotes
a situation-type (hereafter, theain verb) and a a finiteIGHT verb, an aspectual
functor which semantically modifies the main verb’s meaniright verbs are ho-
mophonous with form-identical lexical verbs that do notrgaspectual meanings.
We use the terntight to suggest that their meaning is more abstract than their non
aspectual counterpart meanings. A list of the most commamiHight verbs is
presented in Table 1. The combination of the main verb ard \igrb involve two
types of structures. In what is standard for a head-finaluagg, the non-finite
main verb can be followed by a finite light verb (1) to fornstandard aspectual
complex predicate constructionThe order of the main and light verbs can also
be reversed to form meverse aspectual complex predicate construgtignere the
finite light verb precedes the non-finite main verb{2).

(1) Ram=ne Leela=ko tamaachaamaar di-yaa
Ram=Erg Leela=Dat slap.M.Sg hitMV give-M.Sg:LV
‘Ram slapped Leela (hit Leela with a slap).

(2) Ram=ne Leela=ko tamaachaa de maar-aa
Ram=Erg Leela slap.M.Sg give:LV hit-M.Sg:MV

‘Ram slapped Leela (hit Leela with a slap).

Note that the inflection is carried by the light verb in tsiandard but by
the main verb in theeverseaspectual complex predicate construction (hereafter
standard and reverse CP construction). As we will show irendetail below, the
two constructions differ in more than just linear orderitpre generally, we will
argue that the two constructions differ in terms of whichovisrthe construction’s
head: the light verb in the standard CP construction, andrtam verb in the
reverse CP construction.

The gloss used for a light verb refers to its meaning as a &ulh.vAbbreviations are as follows:
MV = main verb, LV = light verb, F = feminine, M = masculine; Exgergative, Nom = nominative,
Gen = genitive, Dat = dative, Acc = accusative, Inst = inseatal, Loc = locative; Inf = infinitive;
Pfv = perfective, Impfv = imperfective; Pres = present; Propronoun; Sg = singular, Pl = plural.
The marker ‘-’ indicates a morpheme boundary, ‘=" separatelitic from a lexical item. Following
"’ we indicate whether the verb is a main verb or a light velltost examples in this paper were
created by the author and cross-verified by 3 native spe&kensnorthern India.
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Transitive light verbs  Intransitive light verbs

baith (sit) aa(come)
Daal (put) jaa (go)
de(give) paD (fall)

le (take) nikal (leave)
maar (hit) uth (rise)

nikaal (remove)

Table 1: Aspectual Light Verbs

3 Constituent Structure of Aspectual Complex Predicates

This section analyzes the constituent structure of thedarahand reverse CP con-
structions. We show that the two verbs form a constituentoith lzonstructions.
They differ in that only the standard CP constuction alloeain particles to in-
tervene between the two verbs and that the range of augdidinat can follow the
light verb-main verb combination is more restricted in tearse CP construction.

Butt (1994) shows that Hindi aspectual complex predicatestactions are
monoclausal and that, furthermore, the main and light vinios a constituent. We
briefly summarize Butt's arguments here (expanding herragmis when needed
to the reverse construction, which Butt does not discuss}.irfstance, although
the ordering of subjects and objects is fairly free in Hirtdg main verb and the
light verb in an aspectual complex predicate must be reecdeith other clausal
constituentsas a unit as demonstrated for the reverse construction in (3) (sée Bu
op.cit. for similar data on the standard CP construction).

3) a. [Leela=ne] [Shyam=ko] [cITThii] [maar
[Leela.F=Erg] [Shyam.M=Dat] [letter.F.Sqg] [hit:LV
likh-ii]

write-Perfv.F.Sg:MV]

‘Leela wrote a letter to Shyam.’

[Shyam=ko] [Leela=ne] [ciTThii] [maar likhii]

. [Leela=ne] [maar likhii] [ciTThii] [Shyam=ko]

. [maar likhii] [Leela=ne] [Shyam=ko] [ciT Thii]

. [maar likhii] [ciTThii] [Shyam=ko] [Leela=ne]
[ciTThii] [maar likhii] [Leela=ne] [Shyam=ko]

. [ciTThii] [maar likhii] [Shyam=ko] [Leela=ne]

. *[ciTThii] [likhii] [Shyam=ko] [Leela=ne] [maar]

i. *[ciTThii] [likhii] [Shyam=ko] [maar] [Leela=ne]

TQ -~ 0 2 0 T
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The scrambling possibilities in (3a)-(3g) show that thétigerb and the main
verb can be reordered with other clausal constituents as a unit, laadingram-
maticality of (3h) and (3i) shows that thegyustbe re-ordered with other clausal
constituents as a unit. The data in (3) indicates that the reab and the light verb
in a Hindi CP construction behave as a constituent with i@gpescrambling.

Butt (op.cit.) presents two additional kinds of data thaigest that the com-
bination of a main verb and a light verb behaves a single pageli First, the
complement of the light verb cannot be coordinated with nvairbs in the stan-
dard CP construction, as shown in (4a). Similarly, coorgidanain verbs cannot
follow light verbs in the reverse CP construction (see (4b))

4) a. *Leela=ne Shyam=ko CiTThii likh aur de
Leela.F=Erg Shyam.M=Dat letter.F.Sg write:MV and give:MV
maar-ii

hit-Perfv.F.Sg:LV
‘Leela wrote and gave a letter to Mohan.’

b. *Leela=ne Shyam=ko CiTThii maar
Leela.F=Erg Shyam.M=Dat letter.F.Sg hit:LV
likh-ii aur di-i

write.Perfv-F.Sg:MV and give.Perfv.F.Sg:MV
‘Leela wrote and gave a letter to Mohan.’

The impossibility of coordinating main verbs is not spectficthe aspectual
CP construction (standard or reverse). It also applies ia webs (or light verbs)
that are followed by (passive, imperfective, or tense) lsaneés?

(5) a. nadyaa haar banaa rah-ii
Nadya.F=Nom necklace.M=Nom make Stat-Perf.F.Sg
th-ii aur us-ii vakt pahan rah-ii
be.Past.F.Sgand that-Emph time wear Stat-Perf.F.Sg
ty, -ii
be.Past.F.Sg
‘Nadya was making a necklace and wearing it at the same time.’
b. *nadyaa haar [[banaa aur pahin]
Nadya.F=Nom necklace.M=Nom make and wear
rah-ii t-ii]

Stat-Perf.F.Sgbe.Past.F.Sg
‘Nadya was making a necklace and wearing it at the same time.’

C. *nadyaa [haar [banaa aur haar
Nadya.F=Nom necklace.M=Nom make and necklace.M=Nom
pahin] rah-ii th-ii]

wear Stat-Perf.F.Sgbe.Past.F.Sg

2Auxiliaries and light verbs show distinct syntactic betwasiwith regard to case marking, word
order, reduplication, and topicalization.
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‘Nadya was making a necklace and wearing it at the same time.’

Second, temporal adverbial modifiers suchkak (yesterday/tomorrow) can
appear in various positions to the left of the reverse CPpdisated in (6a) and
(6b), but not between the main verb and the light verb (6cjt @994:99) provides
examples that show that the same to be true of the standardrGRwaction.

(6) a. Leela=ne kal saaraa din gapm mein [maar
Leela.F=Erg yesterday all day.M chats.M.PI in hit:LV
bitaay-aa]

spend-Perfv.M.Sg:MV

‘Leela spent all day yesterday chatting.’
b. Leela=ne saaraa din gafgpmeinkal [maar bitaay-aa]
c. *Leela=ne saaraa din gafipmein [maarkal bitaay-aa]

The fact that main verbs cannot be coordinated when precefidlawed by
a light verb and no adverbial modifiers can intervene betwbkeright and main
verbs is analyzed by Butt (1994) as showing that the two viedbsve as a single
predicate. We would rather analyze it as meaning that thebgwtion of a light
and main verb idite in the sense of Abeillé and Godard (2002). For reasons of
space, we simply outline our analysis of the coordinatioth averbial modifica-
tion data, here:

o Adverbial modifiers likekal ‘yesterday/tomorrow’ are nolite and the com-
bination of alite and nonlite constituent is notite;

e Coordination oflite constituents is nofite in Hindi;

e Some phrase-structure constructions in Hindi, in parictie two infor-
mally stated in (7) and (8) are sensitive to the “litenessthefr daughters.

(7) S— XP* {WEIGHT non-Iite} \% [WEIGHT Iite}

HEAD

(8) V |WEIGHT lite
HEAD

— Vx {WEIGHT |ite}V[WEIGHT lite

The phrase-structure construction informally stated hig7almost identical
to the constituency assumed by Butt (op. cit.) for Hindi sk namely a string
of phrases followed by a verbal constituent that consista séquence of verbs
(main verb followed, optionally, by Bte verb and a sequence of auxiliaries). We
merely add constraints that require the XPs to be non-litevanbal constituent to
belite. The construction in (8), in turn, licenses a sequence @fkrbs construct
to consist of a string dite verbs. The phrase-structure constructions in (7) and (8)
together with the first two assumptions we listed above éxplee restrictions on
coordination and temporal modification presented in Buatdiv.) which we just
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discussed. Coordination and temporal modification makdéigheverb-main verb
combination or the main verb(s) ndite, and therefore unable to participate in the
sequence dite verbs licensed by construction (8).

Although the data presented so far suggest that the mainigirtdverb form
a lite constituent, an alternative hypothesis is that the twosedmbine in the
morphology and form some kind of compound. Butt (1994) piesi evidence
against that hypothesis for the standard CP constructigstoDrse clitics such as
hii (exclusive focus particle ‘only’) andhii (inclusive focus particle ‘also’) can be
inserted between the verbs in a standard complex predioatgraction (pp. 91-
93). In the standard CP, in order to take narrow scope overdtte the emphatic
particle must appear between the main verb and the light(@®b It cannot appear
after the verbal complex, either before (9c) or after anlauryi (9d).

(9) a. us=ne CiTThii bhii bhej di-yaa
Pron.3.Sg=Ergletter.F.Sg also send:MV give-Perfv.M.Sg:LV
(t"-aa)

(be.Past.3.59)
‘He sent a letter also (along with other things).’

b. us=ne ciTThii bhej bhii di-yaa
Pron.3.Sg=Ergletter.F.Sg send:MV also give-Perfv.M.Sg:LV
(t"-aa)

(be.Past.3.Sq)

‘He sent a letter (in addition to doing other things).’
c. *us=ne ciTThii bhej di-yadhii (t"-aa)
d. *us=ne ciTThii bhej di-yaa {taa) bhii

The same pattern that Butt observed for the focus partibleholds true of
a particular negative question construction exemplifiddvaeln the standard CP
constructionwh- + negmarker (‘why not’) can appear between the main and light
verb (10a) but not at the end of the clause (10b).

(20) a. tum apne beimaan naukar=ko nikaal kyd nahii
you self rogue servant=Datremove:MV why neg
de-te?
give-Impf.M.Sg:LV
‘Why don’t you remove your rogue servant?’ (Nespital 1997:2

b. *tum apne beimaan naukar=ko nikaal de-t®kahii?
The restriction on focus particles in the reverse CP is diffe Here phii can

only precede the complex predicate (11a) but cannot betétsbetween the two
verbs (11b) or, as indicated previously, appear at the etiteaflause.

282



(11) a. us=ne CiTThii bhii de bhej-aa
Pron.3.Sg=Ergletter.F.Sg also give:LV send-Perfv.M.Sg:MV
‘He also sent off a letter (in addition to doing other things)

b. *us=ne ciTThii debhii bhej-aa

Since the first predicate in the reverse construction istd ligrb, the ungram-
maticality of (11) may be semantic, namely the light verbrazrbe the scope of
the focus particle. Therefore, the fact thaii cannot appear between the two verbs
in the reverse construction does not provide evidence fagainst the claim that
the reverse CP construction involves some kind of compandi

Finally, while the standard construction can appear wigtttl range of Hindi
auxiliaries (12), the reverse construction is more resticNeither the progressive
nor the passive auxiliary can appear in a reverse congirnyciis shown in (13a)
and (13b) respectivel.

(12) Shyam=ka ghar beech di-yaa jaa
Shyam.M=Gen house.M.Sgsell:MV give-M.Sg:LV go
rah-aa hai

stay-Imperfv.M.Sg be.Pres.3.Sg
‘Shyam’s house is being sold off.’

(13) a. *Shyam kitaab jor=se de phekh
Shyam.M book.M.Sg force=Inst give:LV throw:MV
rah-aa th-aa
stay-Imperfv.M.Sg be.Past-M.3.Sg
*Shyam threw the book forcefully.’

b. *Kitaab jor=se de phekh-aa ga-yaa
book.M.Sg force=Inst give:LV throw:MV go-M.Sg
th-aa

be.Past-M.3.Sg
‘The book was thrown forcefully.

To summarize, constituency tests show that the main and Vigitbs in the
standard and the reverse CP construction form a single Vaétitaent (with or
without following auxiliaries). The two structures diffar that the reverse con-
struction does not allow the insertion of any element betwtbe two verbs and
does not co-occur with the passive or progressive auxdbari he two trees below
(informally) represent the constituent structure we wardnfter assume for the
standard and reverse CP constructs, respectively.

SWe currently have no cogent explanation for the fact thatréiverse complex predicate con-
struction cannot be followed by the passive or the passive@grpssive auxiliaries.
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(14)
a. V b. \Y

MV LV Aux* \ Aux
PN
LV MV

4 Case-marking and subject-verb agreement

The previous section has shown that both the standard ang\tbese complex
predicate constructions form a V-V constituent. We now @négase assignment
and subject-verb agreement data that is critical to comgatie Uniformity and
Representation Modularity hypotheses. We suggest, basdideagovernment of
subject case assignment, that the light verb is the headabfctinstituent in the
standard CP construction (at least when no auxiliary fadlosnd the main verb is
the head of that constituent in the reverse CP construcéishow that the same
case assignment constraints that are operative for simmptigate constructions
can model case assignment facts for the standard and thsee@nstruction as
well, but only if the light verb is the head of the V-V constituent in the staddaP
construction, and the main verb in the reverse CP consbructi

In this paper, we focus on the alternation between the unedaakd the erga-
tive case on the subjett.Hindi is generally considered to havesalit-ergative
case system; the ergative case is aspectually driven . ldigdtive case can also
be assigned to the subject of a semantically defined clastrahsitive verbs (Butt
and King, 2005; De Hoop and Narasimhan, 2008).

Ergative subject case assignmentramsitive or ditransitive verbs is straight-
forward. When the verb is in the perfective aspect (markethbysuffix-(y)aalii),
their subjects bear ergative case marking, as illustratezkample (155. In con-
trast, when the verb is imperfective i.e. either in the habiaspect (16a) or the
future (16b), the subject cannot bear ergative case andisuked.

(15) Shyam=ne ghar=ko banaa-yaa
Shyam=Erg house=Dat make-Perfv.M.Sg
‘Shyam made the house.’

(16) a. Shyam ghar=ko banaa-taa hai
Shyam house=Dat make-Impfv be

‘Shyam makes the house.’

“The unmarked case in Hindi is phonologically null and has\dakeled as Nominative by some
scholars (Kachru, 1980; Butt, 1994; Butt and King, 2005).wideer, both proto-agent and proto-
patient roles can be unmarked for case and we therefore aaliiarked

5In infinitive clauses, the subject is typically assignedvatase, but see Butt and King (2005)
for data from the Lahori dialect of Urdu where the subjecindifiitive clauses alternates between the
ergative and dative case.
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b. Shyam ghar=ko banaa-yeg-aa
Shyam house=Dat make-Fut-M.Sg
‘Shyam will make the house.’

As Kachru (1980:52) points out, volitionality does not playole in the as-
signment of ergative case to the subject of transitive vierbndi. Non-volitional
verbs such abhool (forget), kho(lose), orjaan (know) can also select for ergative
subjects. Only the verb’s aspect marking (perfective) ensit

The assignment of ergative case to the subjecistadnsitive verbs is more
complex. The subject of most intransitive verbs are unnthfke case, as shown
by the verbfisal (slip) (see (17)); even verbs likehaag (run), uchal jump) or
baith (sit), where the agent must employ some volition, take omyuamarked
and not an ergative subject, as (18) shows. But, some iitivenserbs (called
intransitive unergative verbs by Butt and King (2005)) calest either an ergative
or an unmarked subject, as (19) illustrates.

(17) Shyam(*=ne) fisl-aa
Shyam.M(=Erg) slip-M.Sg
‘Shyam slipped.’

(18) Shyam(*=ne) bhaag-aa
Shyam.M(=Erg) run-Perfv.M.Sg
‘Shyam ran.’

(19) Shyam(=ne) khaans-aa
Shyam(=Erg) cough-Perfv.M.Sg
‘Shyam coughed (without meaning to).’

Intransitive verbs that can optionally select for an exgatiubject are primar-
ily bodily function verbs (including sound emission) vesagh aschaas(cough),
chiikh (sneeze)bhauk(bark),ciik (scream)cillaa (yell), muut(urinate), andhuuk
(spit) (De Hoop and Narasimhan, 2008). But the intransiieeb nahaa'bathe’,
one of the few Hindi verbs denoting grooming actions (mokebggrooming ac-
tions are expressed via a N+light verb complex predicase),also take ergative
subjects as the attested examples in (20)-(21) show.

(20) kissi=ne nahaa-yaa nahii th-aa
any=Erg bathe-M.Sg neg be.Past-3.Sg
‘Nobody had bathed.’

(21) ghar aa-kar nal=ke niichee saabun=se malmal-kar
home come-do tap=Gen below soap=Inst scrub.scrub-do
ek-ek=ne = nahaa-yaa
one-one=Erg bathe-M.Sg
‘Upon coming home, each one bathed under the tap by scruifhand)
with soap.’
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One frequent analysis of ergative case assignment to gitikanverbs is that
ergative case indicates conscious control or choice tleatubject’s referent exerts
over the action (see Mohanan, 1994; Butt and King, 2002). edthis analysis,
ergative case on the subject of intransitive verbs indictitat the action is within
the internal control of the subject’s referent. Severadsiéid corpus examples
(cross-checked with consultants) suggest that this asaky$ncorrect. Consider
the following example, where it is very doubtful that the dogde a conscious
choice not to bark.

(22) court mein bahut log moujuud th-ee phir bhii  kiisii par
court in many people present be-Past.3.Plstill any on
bhii kuttee=ne bhauunk-aa tak nabhii
also dog=Erg bark-M.Sg even neg
‘Many people were present in court but still the dog did narebark at
anyone.

Example (22) and similar corpus examples suggest an diiwegriaypothesis,
which for lack of space we state here without further jusdtfien. Ergative marking
on intransitive verbs describing bodily functions (indhgl sound emission verbs)
indicates that the property expressed by the sentence iitsraigject runs counter
to expectations given the subject’s denotation. For exapifpis unexpected for a
dog not to bark in the situational context of (22).

The above facts show that the assignment of ergative cake subject can be
captured by the following constraints:

(23) Default Unmarked ConstrainBy default, the subject is unmarked.

(24) Transitive Perfective Constraintf the verb is transitive and perfective, then
the subject is assigned ergative case.

(25) Contrary to Expectation Constraintf the verb is intransitive and
perfective, denotes a bodily function, and the subjectsggagsd ergative
case, then the action is unexpected given the &ctor.

Let us now turn to case assignment in the CP constructionsndisated pre-
viously, the same case assignment constraints that opmraiegle predicates can
model the case assignment facts in the CP constructionszioBseresearch on
the standard CP construction has argued that the light \Wdya assigns case to
the subject (Butt, 1994): The subject must be ergative ifligie verb is transi-
tive, and nominative (unmarked in our terminology) if thghli verb is intransi-
tive. For instance, although the main veyha (sing) is transitive in both (26) and
(27), the subject is only assigned ergative case in (26)s iBhbecause the light

®In Sinhala, another Indo-Aryan language, the selectiomgftée case for the subjects of involi-
tive verbs is correlated with whether or not the event wapssipd to be intentional Inman (1994).
Also see Malchukov (2008) for similar data from unrelatetglaages.

286



verb Daal ‘put’ is transitive whereas the light vegaD ‘fall’ is intransitive. (The
(in)transitivity of the light verb itself is an idiosynciatproperty of light verbs
that is a carry-over from their main verb usage, as, seralytiboth Daal ‘put’
andpaD ‘fall' are (monadic) aspectual functors.) A similar pattés illustrated in
the contrast between (28) and (29) for the main \@itkh (scream). The subject
is unmarked if the light verb is intransitive (28) and is gssid ergative case if
the light verb is transitive (29). Finally, note that amongransitive verbs, only
verbs denoting bodily function can appear in the standarc@Rtruction (a re-
striction we explain below). That the assignment of ergatase depends on the
transitivity of the light verb in the standard CP constraitis explained by the
Transitive Perfective Constrainprovided the light verb governs case assignment
in that construction.

(26) Ram=ne gaanaa gaa Daal-aa
Ram.M=Erg song sing:MV put-M.Sg:LV
‘Ram sang a song (had to).’

(27) Ram gaanaa gaa paD-aa
Ram.M song sing:MV fall-M.Sg:LV
‘Ram sang a song (without wanting to).’

(28) Ram  ciikh paD-aa
Ram.M scream:MV fall-M.Sg:LV
‘Ram screamed suddenly.’

(29) Ram=ne ciikh Daal-aa
Ram=Erg scream:MV put-M.Sg:LV
‘Ram screamed violently.

Different conditions on the assignment of ergative casdyafapthe reverse
construction. Here it is properties of the main verb thategos assignment of
ergative case. For instance, even though the light derigive’ is transitive, the
subject in (30) is unmarked for case, because the mainbrehg(run) is intran-
sitive. Conversely, when the intransitive light vgaa ‘go’ in (31) combines with
the transitive main verbeechsell’ to form a reverse CP construction, the complex
predicate selects for an ergative subject. In both (30) ahy then, the transitivity
of the main verb, not the transitivity of the light verb, deténes the assignment
of ergative (vs. unmarked) case to the subject.

(30) Ram de bhaag-aa
Ram.M give:LV run-M.Sg:MV

‘Ram ran (rapidly).’

"Note that bodily function verbs do not seem to be able to apipahe reverse CP construction;
we have no explanation for this restriction.
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(31) Ram=ne apnaa makaan jaa beech-aa
Ram.M=Erg self house go:iLV sell-M.Sg:MV

‘Ram sold his house.’

The summary of case assignment patterns in Hindi aspecRiab@structions
is as follows. While the transitivity of the light verb det@nes the presence of
ergative case on the subject in the standard CP construdtierthe transitivity of
the main verb that determines the presence of ergative catbe subject in the re-
verse CP construction. Case assignment in Hindi compledigate constructions
is therefore position-dependent, i.e. it is determinedheyttansitivity of the last
verb of the complex predicate.

Subject-verb agreement data provide additional suppothfoclaim that the
main verb is the head of the construction in the reverse CBtagrtion and the
light verb in the standard CP construction. Hindi verbs agsdéth the highest
unmarked argument in number and gender. In a single predicatstruction, the
finite verb agrees with the subject if it is unmarked (32a}th# subject is marked
for case, the verb instead agrees with the object if it is uketh as shown in (32b)
and (32c). When there is no unmarked argument in the clause/erb receives a
default masculine singular inflection (32d).

(32) a.Leela ghar aa-tdi hai
LeelaF home.M.Sg come-Pred=Sg be.Pres.3.Sg

‘Leela comes home.

b. Leela=ne  ghar khariid-aa
Leela.F=Erg houseM.Sg buy-M.Sg
‘Leela bought a house.’

c. Leela=ne  gaadii khariid-ii
Leela.F=Erg vehicleF.Sg buy+.Sg
‘Leela bought a vehicle.’

d. Leela=ne  gaadii=ko beechaa
Leela.F=Erg vehicle.F.Sg=Datsell-M.Sg

‘Leela sold the vehicle.

In the standard and reverse aspectual CP constructionslliashedinite verb
agrees with the unmarked argument. As shown below, thevigihtin the standard
construction agrees with the subject if the subject is uketh(33a) or with the
object if the subject is overtly marked for case, as showi3&b) and (33c).

(33) a. baaz parinde=par jhapaT gay-aa
eagleM.Sg bird.M.Sg=Loc swoop:MV go-M.Sg:LV
‘The eagle swooped on the bird.’
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b. Leela=ne = Shyam=ko xat likh
Leela.F=Erg Shyam.M.Sg=DatletterM.Sg write:MV
maar-aa
hit-F.Sg:LV
‘Leela wrote a letter to Shyam (hurriedly).’

c. Leela=ne = Shyam=ko CiTThii likh maari
Leela.F=Erg Shyam.M.Sg=DatletterF.Sg write:MV hit-F.Sg:.LV

‘Leela wrote a letter to Shyam (hurriedly).’

The unmarked subject NP in (33a) is masculine and therefoeelight verb
is assigned masculine gendgai-yaa(go) instead of femininga-yii. When the
subject is marked for case, the variaar (hit) agrees with the unmarked direct
object in (33b) and (33c). In (33b), the finite verb is infletfer masculine gender
since the direct objeotat (letter) is masculine and similarly, the finite verb in (33c)
is inflected for feminine gender sincél Thii (letter) is feminine.

In the reverse CP construction, it is the main verb that agneth the highest
unmarked argument, the subject in (34a) and the object ih)(84d (34c). In
(34b), the main verlkikh (write) is inflected for masculine gender since the highest
unmarked NP, the objectat (letter), is masculine and similarly in (34&kh is
inflected for feminine gender since the objecEThi (letter) is feminine. Overall,
the examples in (33) and (34) show that the last verb in theptmpredicate,
irrespective of whether it is the light verb or the main vexgrees with the subject.

(34) a. baaz parinde=par de jhapt-aa

eagleM.Sg bird.M.Sg=Loc give:LV swoopM.Sg:MV
‘The eagle swooped on the bird (forcefully).’

b. Leela=ne = Shyam=ko xat maar likh-aa
Leela.F=Erg Shyam.M=Dat letterM.Sg hit:LV write-M.Sg:MV
‘Leela wrote a letter to Shyam (hurriedly).’

c. Leela=ne = Shyam=ko citthii maar likh-ii
Leela.F=Erg Shyam.M=Dat letterF.Sg hit:LV write-F.Sg:MV
‘Leela wrote a letter to Shyam (hurriedly).’

5 Hindi CP constructions and the Uniformity vs. Repre-
sentational Modularity hypotheses

Let us now come back to the issue we started with, namely haferomally iso-

morphic the semantic and syntactic structures of Hindi etsipé markers truly are.
The properties of heads are a critical determinant of cagesadanguages; sim-
ilarly, agreement is another relation between heads anddbpendents. There-
fore, the fact that the assignment of ergative case or sbgeb agreement is
determined by the properties of the main verb in the reveRe&@hstruction and
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the light verb in the standard CP construction indicate feidihce in headedness
between the two constructions. The light verb is the heatlérstandard CP con-
struction and the main verb is the head in the reverse CPraatisnh. It is gener-
ally assumed in the kind of syntactic approach Cinque preptisat agreement is
a relation between heads and their specifiers and, in thenMiist framework of
Chomsky (1995), checking of case features is also predicaidhe presence of a
head-specifier relation. The difference in case assignarghbigreement between
the standard and reverse CP construction therefore syrengiports the hypoth-
esis that the light verb is the head of the standard CP catistnuand the main
verb is the head of the reverse CP construction. But such potigsis is hard to
reconcile with the Uniformity Hypothesis, which posits tiizere is a uniform set
of aspectual functional heads across languages and wahguages. If the light
verb is an aspectual functional head in the standard CP dkas tthe main verb

as its complemerit (i.e., as a complement of a complement of a complement . ..

as Cinque’s Uniformity Hypothesis would predict, it shoalldo be an aspectual
functional head that takes the main verb as its complemignthe reverse CP. Af-

ter all, both constructions express the same perfectivaisers. There are some
minor, hard to pin down subtle semantic differences betwberstandard and re-
verse CP constructions, but none that would affect the otispegeometry of the

relevant functional heads and main verbs.

At this point, we can imagine two possible solutions to thisumgdary. First,
one could explore the possibility that, even though thetligdrb is still a func-
tional aspectual head higher than the main verb in the re\€R it is the main
verb that “counts” as a head for ergative case assignmensasjdct-verb agree-
ment. We do not presently know of any independent motivaforsuch a claim
(which, of course, could reflect our lack of imagination) ftk&ard movement of a
verb, for example, does not typically affect the head stafuke functional heads
it moves to the left of. Second, one could treat the light y@din verb combina-
tion in the reverse CP construction as being an instancernpoanding (since we
do not know of any marker than can appear between the light ased the main
verb in the reverse CP construction) and exempt compourfdamg the purview
of the Uniformity Hypothesis. This line of inquiry seems eJess appealing to
us, as the relative productivity of the reverse CP constmagnakes it hard to see
how one would distinguish the kind of compounding purpdstgaesent in reverse
CP constructs from true VV syntactic combinations. Moream@ntly, exempting
compounding from the purview of the Uniformity Hypothesieatly weakens it,
and would run counter to its current scope, as it is stangasumed that suffixal
tense is the expression of a higher functional T head. Wettaka@dmittedly cur-
sory discussion to suggest that the Hindi facts presentkestggs to the Uniformity
hypothesis, although a firm conclusion must await a moreotigir discussion. In
what follows, we show that the Representational Modulaiypothesis and the
approach taken in Koenig and Muansuwan (2005) for Thai g straightfor-
ward model of the two Hindi aspectual CP constructions.

The ergative/lunmarked alternation is captured by the ruald85)-(40). As
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discussed previously, the default case value is unmarked.
(35) Default Unmarked Constraint|case /unmarke%i

The default in (35) is overriden when either of the other t@secassignment
constraints apply. Th&ransitive Perfective constraimequires us to define tran-
sitivity, which we define here not in terms of properties of #RG-ST list (its
inclusion of two NPsynsendescriptions), but rather in terms of the attribute/value
pair [TRANS +]. We have two reasons to define transitivity in terms of saoh
attribute/value pair rather than directly in termsag{G-sT membership. First, as
we mentioned above, the constraint must apply to “traresitiight verbs whose
ARG-ST need not include two NP descriptions (as when a “transitligtit verb
combines with an intransitive main verb, but can still bafisitive” as an idiosyn-
cratic property left over from their main verb uses. Secdrefiting transitivity as
a feature is useful to model the positional nature of ergaassignment within the
sequence of main verb, light verb, and auxiliaries. We haxggasted above that
in the standard CP, the transitivity of the light verb detees the assignment of
ergative case to the subject. This is true when no auxiliaipws the light verb
(as in 26)-(29). But, matters are more complex when auigkafollow the light
verb. When the passive (36), or passive and imperfectivdiaties together (37)
follow a transitive light verb, the subject remains unmarkkn contrast, when the
tense auxiliary follows a transitive light verb, the sulbjpears ergative case, just
as when no auxiliary is present, as shown in (38).

(36) Shyam=ka ghar beech di-yaa ga-yaa
Shyam.M=Gen house.M.Sgsell:MV give-M.Sg:LV go-M.Sg
‘Shyam’s house is being sold off.’

(37) Shyam=ka ghar beech di-yaa jaa
Shyam.M=Gen house.M.Sg sell:MV give-M.Sg:LV go
rah-aa hai

stay-lmperfv.M.Sg be.Pres.3.Sg
‘Shyam’s house is being sold off!’

(38) Shyam=e ghar beech di-yaa hai
Shyam.M=Erg house.M.Sgsell:MV give-M.Sg:LV be.Pres.3.Sg

‘Shyam has sold the house.

It is rather straightforward to explain why the passive angerfective do not
license ergative case assignment as these auxiliarieoatensitive and perfec-
tive. The behavior of the tense auxiliary is more complex ssems “transparent”
to the transitivity and perfectivity of the auxiliary thatgqeedes it. When the tense
auxiliary follows a transitive light verb, the clause’s gadi bears ergative case, but
when it follows the passive or progressive auxiliaries,désl not. To model this
rather complex set of facts, we make the following assumptio
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e Ergative case assignment to the subject of “transitivebsexpplies to all
verbs that bear the head propertigRANS  + |;
ASP perf

e The value of therTRANS andPERFattributes of the tense auxiliary are iden-
tical to the values of its verbal complement;

e Each verb in the verb complex sequence licensed by conistny@&) include
the argument structure of the preceding verb in its argureatture, i.e.,
induces argument composition. This constraint does ndyapphe combi-
nation of the light verb and main verb in the reverse CP canstn, as such
combinations are not licensed by the construction in (8) bigua modifier-
head construction (see below);

Based on the above discussion, fransitive Perfective Constrairih (24) is
modeled as follows. (We use the relational constréast-memberto select the
last daughter of the sequence of verbs licensed by the catistn (informally)
represented in (8).) Note that the aspectual value of the igareated as a head
feature since it affects verbal morphology.

(39) Transitive Perfective Constraint
verb-complex-c
DTRS

The assignment of ergative case to the subject of intraasitérbs i.e., the
Counter to Expectation Constraiim (25) is more complex. It applies only to a
small semantically-defined subset of intransitive verld eeguires that the con-
versational background support the contention that thdybfudhction is counter-
to-expectation for the subject’s referent.

T/\ LAST-MEMBER(([, [2]) A

TRANS +
HEAD
ASP perf

(40) Counter to Expectation Constraint
[iv-Ixm

HEAD -ASP [perfﬂ

counter-expect-re
ARG-ST <N[CASE erg}> EVENT Y
N = | BGRND ARGL
ARG2

bodily-function-re
RELS EVENT
ARG

SEM
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We have now implemented the basic ergative case assignmesiraints for
Hindi. Crucially, the same rules model the assignment ofemiitcase in single
verb clauses as well as (standard and reverse) complexatedionstructions. To
model the difference in headedness between the standartienelverse CP con-
structions, we propose that only the standard complex gaealiconstruction in-
volves argument composition; the reverse complex preglicatstruction involves
a head-modifier structure. WithinPsG constructions similar to the standard CP
have been analyzed as involving an operatiommument compositiomherein
the light verb is considered an operator that subcategofarethe main verb, and
its argument structure also includes what its complemerit sabcategorizes for
(cf. Hinrichs and Nakasawa (1994) for German, or Abeilld @odard (2002) for
Romance complex predicates). We suggest that an argummaposdion analysis
is also appropriate for the standard aspectual CP constnuict Hindi. This is
illustrated in the abbreviated phrase structure tree ip (41

(41) Standard Construction (Argument composition)
{HEAD }

MV comp LV head

o 53] [,

(42) Reverse Construction (No argument composition)
[HEAD }

LV mod MV head

[HEAD |:MOD{ASPperfI| [HEAD }

Note that our argument-composition analysis of the stah@d& construction
accounts for the fact that main verbs that do not denote ypddiictions cannot
combine with transitive light verbs in the standard CP cartsion. We assume that
only verb whose subject can alternate between ergative mméuked case do not
lexically specify their case value. Since the subject abinsitive verbs that do not
denote bodily functions never alternate, their case valagittly unmarked Since
light verbs compose their argument structure with that efrtherbal complement,
the unmarked case value of this intransitive verb wouldiclagh the ergative
value that a transitive light verb would require.

In the reverse CP construction, on the other hand, the mamnis¢he syntactic
head because it assigns case to the subject and agreesantigiiest unmarked
argument. Furthermore, argument selection in Hindi, a ‘i language, takes
place from right to left as shown in (41); i.e., the light vevbuld be expected to
follow the main verb if it were the head of the reverse cortdiom). We therefore
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need a different mechanism to account for the light verb aathmerb combina-
tion. We analyze light verbs in the reverse construction adifiers that take what
they modify as arguments, since modifiers (e.g., adjectivesdverbs) in Hindi
typically precede the expressions that they modify (Kach@80). We model the
modifier status of the light verbs in the reverse constractie shown in (42). The
reverse CP construction exemplified in (30) is modeled in).(48re the subject
Ram appears only on the specifier and argument-structaref ise main verb, as
there is no argument composition in the reverse constimuctithe light verbde
‘give’ modifies the head of the phrase, the main veHaag‘run’, which deter-
mines the subject’s case. Crucially, the non-null valugneMoD feature indicates
that the light verb cannot be the head of the constructios émguring that it cannot
assign case to the subject in spite of being the clause’srdentead.

(43)
phrase
HEAD
SPR O
COMPS ()
phrase phrase
SPR () HEAD
compPs () SPR <>
HEAD  [cASE unmarked comps ()
_
Ram
word word
HEAD {MOD [ASP perfﬂ HEAD
SPR <>
SPR O
comps () compPs ()
ARG-ST () ArG-sT ([2])

de bhaag-aa

Treating the light verb-main verb combination in the reee® as an instance
of modifier/head combination makes for an interesting pelrbetween Hindi and
Thai. Both languages involve the same two possible strestiar the expression of
aspect (aspectual verbs heading a head-complement séractd aspectual verbs
modifying a main verb). The difference between the two laggps reduces to
whether the complement or modified verb is a VP (Thai) or a \h¢lijiand paral-
lels the difference between serial verb constructionsitivalve sequences of VPs
or sequences of V discussed in Andrews and Manning (1999).

81t should be noted that, although our analysis of the revecseplex predicate construction
accounts for all the data we are aware of, other analysis @ssilge, as reviewers pointed out to
us. One may analyze the reverse CP construction via the Kitype-raising analysis proposed in
Kim and Sag (2002) for French postverbal negatias (and other similar functors). In a nutshell,
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6 Conclusion

This paper has made several contributions. First, we desti complex set of
ergative case assignment constraints in Hindi and thedraction with aspectual
complex predicate constructions. We suggested that aarscontrol is not the ap-
propriate information contributed by ergative case fobgestenoting bodily func-
tions, and provided evidence that the last verb in the sagueflite verbs assigns
case (ergative, in particular), and, finally, we showed ihigtthe main verb, not
the light verb, that governs ergative case assignment imeierse CP construc-
tion. Second, we argued that this last fact, as well as coratimg subject-verb
agreement data support the claim that the head of the sth@Rrconstruction is
the light verb, but the head of the reverse CP constructidimeisnain verb. Third,
we argued that the fact that case-marking is “positionalfyp®rts the conclusion
that the mapping between aspectual semantics and synétctiture need not be
uniform within a language, an argument similar to the onesgméed in Koenig
and Muansuwan (2005) for Thai. Such data present a chalkenipe hypothesis
(such as in Cinque (1999)) that the semantic structure afcsal functors is al-
most isomorphic to the syntactic structures that expresniOn the other hand, a
framework such aspPsGthat distinguishes between syntactic and semantic heads
and allows for semantic and syntactic information to beiglytdissociated can
easily model these facts. Finally, we presentedHarG analysis of the Hindi
ergative case assignment constraints as well as of thessthadd reverse CP con-
structions. Clearly, more work is needed, but the intrigyiarallels between the
syntax of aspect in Hindi and Thai suggest that aspectubbwen be either heads
or modifiers and this split can occur within the same language
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Abstract

In this paper we investigate German idioms which contaimpéologi-
cally fixed clauses (PCI). To provide a comprehensive HP®Grihof PCls
we extend the idiom theory of Soehn (2006) in such a way thedrit dis-
tinguish different degrees of regularity in idiomatic eepsions. An in-depth
analysis of two characteristic PCls shows how our two-disimmal theory of
idiomatic expressions can be applied and illustrates thpesof the theory.

1 Introduction

The literature on idioms often focuses on VP idioms suclkials the buckebr
spill the beanswhere a particular verbal lexeme combines with a partiddR or
PP complement. These combinations show different degifeexibility. Hardly
any attention has been paid to idioms which comprise commleiuses. Idioms
with phraseological clauses are mentioned in passim irspbitagical studies such
as Fleischer (1997) but have never been in the focus of erapstudies, or of
detailed theoretical discussions. As clausal parts ohigi@re structurally more
complex than NPs or PPs, they are ideally suited for invatig a greater range
of structural and semantic variation in idiomatic expressi

In this paper we will look at phraseologically fixed clausB€l) in German.
The discussion of PCls is particularly interesting in ligiitattempts to combine
aspects of Construction Grammar with HPSG. One of the impoinsights of
Construction Grammar is that constructions may span maredHocal tree. This
contrasts with the lexical nature of HPSG and its historiged to context-free
phrase structure grammars. Another result of phrasea@brggsearch is the insight
that idioms are not all of the same kind. In the context of R@swill want to
distinguish between decomposable and non-decomposablasqWasow et al.,
1983), and between grammatical and extra-grammaticamisli¢illmore et al.,
1988).

We start with a presentation of the empirical properties efrfzan PCls (Sec-
tion 2). In order to get the necessary theoretical toolsteirtanalysis, we extend
an existing approach to idioms in HPSG to be able to diststgum our theory
between different types of idioms (Section 3). In Sectiomé theory is applied
to the PCl data. Section 5 contains a short comparison totamative attempt to
formalize basic ideas of Construction Grammar in an HPSSpiad framework.
A short summary and conclusion are given at the end of therpape

2 Data

In (1) and (2) we list idioms with phraseological clauses [jP€ach PCl in (1)
combines with a particular verb or a small group of verbs.iftiehavior resembles

TWe would like to thank lvan Sag for the lively and inspiringdlissions at HPSG'09 in Géttin-
gen, which led to numerous improvements of our theory. Tlyakio Janina Rad6 for proofreading.
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the behavior of the wortheadwayin the English expressiomake headwayi.e.
they act as a complement in a VP idiom where both the verb anddmplement
are part of the idiom. The PCls are declarative clauses)(((t€)), interrogative
clauses ((1-a), (1-b), (1-d)), and a free relative claugd-iae). The PCls in (2) are
adjunct clauses.

D) PClis a complement clause to one or a small group of verbs

a. wissenwo BartheldenMost holt
know whereBarthel the young winegets
(‘know every trick in the book’)

b. (nicht)wissenwo X_datderKopf steht
not know whereX the head stands
(‘have a lot of stress’)

c. glaubenX_ acctritt einPferd
believe X kicksa horse
(‘be very surprised’)

d. wissenwo (X_acc/dat)}der Schuhdriickt
know whereX the shoe presses
(‘know what is worrying X’)

e. hingehenbleiben(sollen),wo derPfefferwachst
go/ stay  (should) wherethe peppergrows
(‘go/ stay away’)

f.  glaubenX's Schweinpfeift
believe X's pig whistles
(‘be very surprised’)

2) PClis an adjunct

a. bis derArzt kommt
until the doctorarrives
(‘ad nauseam’)

b. wennOsternundPfingsterauf einen/denselbeTagfallen
when Easterrand Pentecoston one/ the same day fall

(‘never’)
c. aussehergls hattenX_datdie HihnerdasBrot weggefressen
look asifhad X the chickenthe breadeaten away

(‘look stupefied)
d. wieGott X _accgeschafferhat

as god X created has
(‘naked")

Apart from their idiomatic semantics, the PCls have thecstmal properties of
regular German sentences. On closer scrutiny, they digplagteresting contin-
uum of grammatical and lexical fixedness and flexibility.

In (1-b), (1-c), (1-f), (2-c), and (2-d) the constituent ikedt with X is anaphoric
to the matrix subject. In (1-d) the constituent marked witis Xptional and need
not be anaphoric to the matrix subject.
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3) Ich mochte wissen, wo (dich/dir) der Schuh driickt.
(lit.: 1 want to know where the shoe presses you)

PCls permit a certain degree of grammatical variation. Egrsaof some Ger-
man dialects prefer to use proper nouns with definite agticldhese speakers use
a variant of (1-a) with a PCI subject of the forter Barthel(the Barthe). Sim-
ilarly, until-clauses in German may optionally contain an overt comphdizrer
dass(thaf). Indeed, a variant of (2-a) with an overt complementizeatigsted, i.e.
bis dass der Arzt komnfantil that the doctor arrivels

However, not just any grammatical variation is permitte@t us consider the
idiom in (1-b). Outside of idiomatic phrases a combinatidéa possessive dative
NP and a definite NP can be freely replaced with a construgtitin the same
dative NP and a definite NP that contains a possessive detrniihe possessor
is then coreferential with the dative NP. The pattern isstiated in (4-a). This
otherwise systematic variation is not possible with theridi We use “#” to in-
dicate the non-availability of an idiomatic interpretatioThe same alternation is
also excluded for (2-c).

(4) a. Ichhabe Peter den/seinen Kopf verbunden.
(lit: ‘1 bandaged Peter the/his head")
b. Peter weil3 nicht, wo ihm der/#sein Kopf steht.

Another systematic variation is the active-passive adtéon. None of the PCls
with a transitive verb in (1) allow a passive in their idiomaneaning.

(5) a. #wissen, wo vom Barthel der Most geholt wird (passiviLe))
b. #wissen, wo X vom Schuh gedriickt wird (passive of (1-d))
c. #glauben, X wird von einem Pferd getreten (passive of){1-c

Finally, the PCl in (1-c) is a verb-second clause. In freesuysee can find
two kinds of alternation. First, verb-second complementusks alternate with
verb-final complement clauses. Second, any constituertieotliause can occur
as the first constituent (in theorfeld) in verb-second clauses without a change in
meaning. Both types of grammatical alternation are excudégl-c).

(6) a. #lch glaube, dass mich ein Pferd tritagsclause)
b. #lch glaube, ein Pferd tritt mich. (different first comséint)

All alternations discussed in (4)—(6) are neutral with ego the truth-con-
ditional semantics of the literal reading of the PCls, buhef the alternations
influence the information structure. Among the latter kinel\aalence alternations,
clause type alternation, and constituent fronting. Thisckass of alternations is
impossible with PCls. The permitted alternations, dassinsertion and the inser-
tion of a definite determiner in front of a proper name, do rifeca information
structure.
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Let us, next, turn to variation at the level of changing oringdexical material.
Some lexical variation is clearly permitted. In (2-b) thdithays can be changed,
the subject may be any combination of Easter, PentecosChristmas. However,
some form of the veriizusammen-) falleis obligatory.

(7) #wenn Ostern und Pfingsten auf demselben Tag liegenégarikommen/
am selben Tag sind.

We also find some variation with respect to the matrix predithat the PCI
occurs with. The expression in (2-c) may combine with anyrixg@tredicate that
describes someone’s facial expression or someone’s auear The same vari-
ation is also found with other PCls that express a similaterdn They all are
comments on the way the referent of the matrix subject looks.

(8) aussehergin Gesichtmachentastehen,
look/ a face make/ appear
a. als hatten X die Huhner das Brot weggefressen. (=(2-c))
b. als hatte es X die Ernte verhagelt
lit. look as if X's harvest was destroyed by hail.
c. als hatte X ein Lineal verschluckt.
lit. as if X had swallowed a ruler
d. wie eine Kuh, wenn’s donnert.
lit. like a cow when it thunders

There is also some systematic variation in the matrix pegdgcthat express the
idea of “thinking”. All PCls that occur witlglauben(believg in the present tense
also marginally acceptenken(think) in the present tense. In past tense, however,
they systematically prefatenken

9) Ich glaube/ ?denke/ 7?*glaubte/ dachte
| believePREY think.PREZ believedrAsT thoughtPAST
a. mich tritt ein Pferd. (=(1-c))
b. mein Hamster bohnert. (lit.: my hamster is polishing tberf
c. ich stehim Wald. (lit.: | am standing in the woods)

In addition to the variation of obligatory material, somel®@®ay host more
lexical or semantic material. For example, there is vamatn the tense form of
some but not all PCls.

(20) temporally flexible idioms
a. Ich hab damals Tetris gespielt, bis der Arzt gekommen ist.
(pres. perfect of (2-a))
(‘l used to play Tetris ad nausam’)
(www.stern.de/digital/computer/scheibe/
scheibes-kolumne-pc-nostalgie-619141.html, 14.1®200
b. Erwusste nicht, wo ihm der Kopf stand. (simple past of)L-b
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(11) temporally fixed idioms
a. #Sie hat nicht gewusst, wo Barthel den Most geholt ha¢s(gerf. of

(1-a))
b. #lch glaube, mein Schwein hat gepfiffen. (pres. perf. €)1

Similarly, modals are allowed in some but not all of the PCls.

(12) modally flexible idioms
a. Hudezeck versteht sich auf die Kunst, die Lachmuskelrusstra-
pazieren, bis der Arzt kommen muss. ((2-a) withs})
(www.fnp.de/fnp/mobil/rmn01.c.5440589.de.htm, 142009.)
b. Als Reiseleiter ist Terje ein Mann der Praxis und weil3, nvamnd wo
auf Reisen der Schuh driicken konnte. ((1-d) weiblld)
(www.skantur.de/allgemein/award.htm, 14.10.2009.)

(13) modally fixed idioms

a. #Peter soll bleiben, wo der Pfeffer wachsen kann. ((1it)stould
b. #ch glaube, mein Schwein kdnnte pfeifen. ((1-f) wethuld)

PCls do not tolerate negation (see (14)), but non-truttditimmal modifiers
such asigentlich(actually), sprichwortlich (proverbial) can usually be added (see

(15)).

(14) a. #Peter weil3, wo ihn der Schuh nicht driickt. ((1-dhwigation)
b. #Peter weil3, wo Barthel den Most nicht holt. ((1-a) witlyai#on)
c. #wenn Ostern und Pfingsten nicht auf einen Tag fallen )(@dth
negation)
(15) a. Peter weil3 nicht mehr, wo ihm eigentlich der Kopf stéfi-b) with
actually)
b. Martha weil3, wo Barthel den sprichwortlichen Most h{{lL-a) with
proverbial)

Focus sensitive particles such asch (as wel) andselbst(even) are allowed
if they combine with lexically free slots of the PCls but ndten combining with
lexically fixed constituents. This is illustrated in (16).

(16) a. Peteweil3, wo [selbstihn]/ [auch ihn] der Schuhdriickt.
Peterknowswhereeven him/ him as wellhim the shoe presses
(‘Peter knows what is worrying even him/ him as well.)
b. Peterweil3, wo ihn #[auch/ selbst der Schuh] driickt.

Itis possible to add a negation to the expression in (1-theifrtegation is inside
the embedded free slot.

an Petemveil3, wo [nichtihn sondernrdenHans]der Schuhdriickt.
Peterknowswherenot  him but the Hans the shoe presses
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(‘Peter knows what is worrying not him but Hans.")

The following picture emerges from our inspection of thepgamies of PCls:
First, the information structure of the literal meaning toist be changed. This
implies that the application of valence alternating opereat is excluded (passive,
possessive dative shift) and so are changes with respebettopicalized con-
stituent. Second, the propositional semantic core of tieeali meaning must re-
main constant. In some restricted cases it may be modifieddsiahand temporal
expressions. Third, syntactic and semantic alternatiomp@ssible if they concern
free slots in the PCI or if they do not affect the informatidrusture or the core
propositional semantics of the PCI. Fourth, obligatorypmaic relations may
hold between elements inside the PCI and matrix elements.

The properties of PCls show that they cannot be treated a$aligls with
spaces”. Instead, they are inherently complex syntacits with different degrees
of flexibility. This is parallel to what was observed for oth&ioms in Wasow et al.
(1983) and elsewhere, and clearly sets PCls apart from fikyd forms such as
proverbs.

3 TheTwo-Dimensional Theory of Idioms

In this section we propose an extension of the theory of uleegy developed in
Richter and Sailer (2003), Sailer (2003), and Soehn (20@8&)er summarizing

the most important parts of that theory in Section 3.1, weésiginificantly extend

it in Section 3.2 to capture the different degrees of redgiyldound in idiomatic

constructions in a straightforward way. As PCls are charasd by a high de-
gree of syntactic regularity, this extension is partidylanportant for a systematic
analysis of PCls.

3.1 Internal and External Idiosyncrasies

The two-dimensional theory of idioms builds on the distioctbetweendecom-
posableand non-decomposablalioms in Wasow et al. (1983). In our terminol-
ogy, decomposable idioms will be treated as combinationgoofls with external
irregularities, non-decomposable idioms are analyzecessps whose structures
areinternally irregular.

Decomposable idioms comprise expressions suchase wavegcause trou-
ble) andspill the beangdivulge informatio). They show a considerable degree of
syntactic and semantic flexibility. Following Wasow et 4983) and Gazdar et al.
(1985) we treat them as syntactically free combinations afds with an idiom-
specific meaning: In its idiomatic use the waill is synonymous talivulgeand
the wordbeansneansnformation Our theory forces the two idiom-specific mean-
ing variants ofspill andbeansto co-occur obligatorily. Under this perspective the
expressiorspill the beangs not idiosyncratic with respect to the way it is put to-
gether from its syntactic and semantic components. Whagieisial about it is that
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it contains two words with a highly restricted distributjdhe idiomatic variants of
spill andbeans For this reason we regard the idiomatic variants of theselsvas
distributionally or externallyidiosyncratic.

To implement the idea of distributional restrictions folijawo new attributes
have been introduced into the grammar architecture. Bosthn (2004) proposes
the featureLiISTEME.! Its value is a unique atomic identifier for each item that is
listed in the lexicon. This feature allows us to distinguigitween the wordpill in
the meaninglivulge used in the idionspill the beansand the non-idiomatic word
spill. Second, the list-valued featuo®LL (context of lexical licensing) is defined
on the sortsign For every lexical item, the value @foLL is a non-empty list of
objects of sortbarrier. These barrier objects specify two things: (i) a syntactic
domain (in which they apply), and (ii) a requested licengingperty. A general
principle guarantees that in each structure, for eachdéxiem in this structure,
and for eachbarrier object on thecoLL list of each lexical item, the licensing
property holds in the syntactic domain specified in liagrier object. To take a
concrete example, the lexical specification of the idiomatrd beansintroduces
acoLL list with onebarrier object on it. The barrier demands that the idiomatic
word beansco-occur with a verb whoselSTEME value isdivulge-spilland that
the wordbeansact as the theme argument of that verb. Since the idipith the
beansis very flexible syntactically, the licensing domain of owample is the
entire utterance in which the idiomatic wdpgansoccurs?

The external dimension of idiosyncrasy is complemented byreension of
internal idiosyncrasy. Non-decomposable idioms, suclsas logs are syntacti-
cally and semantically frozen. This type of idioms may evamehan otherwise
unattested syntactic structure. Wasow et al. (1983) menéimong othersking-
dom comeandtrip the light fantasticas extreme cases. An analysis in terms of
fixed phrasal expressions appears to be most appropriatecte expressions. An
expression such aaw logss stored in the lexicon as a complex phrase with fixed
syntactic structure and the idiosyncratic mearsngre

The theory of idioms in Sailer (2003) and Soehn (2004, 200@&r®an en-
coding of such internally idiosyncratic phrases in HPSG thigectly exploits the
coLL feature. If a phrase has the specificatiao(L elis, it is regular, or non-
idiomatic. In this case the rules of regular syntactic antagic combinatorics
apply to it. Aninternally irregular phrase has the spedifica[coLL nelis§ and is
exempt. In this architecture, the lexicon contains the djetsons of words and of
internally idiosyncratic phrases. The lexical entriesh#f katter are callephrasal
lexical entries(PLE). The PLE for the expressidkingdom comén (18) provides
a simple example.

'For most purposes, this feature corresponds to the featixeeAL -1D (LID) in Sag (2007b). In
contrast to Soehn (and Sag), we assumeltl&teME is not a head feature. See Section 3.2 for our
motivation.

2The exact formalization of the collocational mechanismosrelevant in our present discussion.
See Soehn (2004, 2006) for details.
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(18) The phrasal lexical entry &fngdom come

[phrase
PHON[1] ®
. CAT LISTEME kingdom-com
CONT MAIN  paradise
DTRS[N-DTRS ([PHON [1] (kingdom], [PHON (come)]>]

| coLL nelist

The phrase in (18) cannot be a regular phrase of English gsm@emantics
is not derived regularly from the semantics of its constitae The irregularity is
possible because the specificatiam[L nelisf exempts the phrase from the prin-
ciples of combinatorial semantics. With respect to therivdkesyntactic structure,
there is no identifiable syntactic heddor this reason we specify it as consisting
of two non-head daughters, but leave the details of the syateombination un-
derspecified. This accounts for the fact that it is not clelaatexactly the syntactic
relation is between the two wordthgdomandcome

The analysis accounts for the irregularity of the expregssamd it also captures
the idea that the two words in it are regular members of thdignigxicon. This is
a direct consequence of merely mentioning the phonologmlailes of the daugh-
ters without restricting their syntactic or semantic swoe in any other way. The
grammar must independently license signs with the requareshological proper-
ties. This requirement can be met by the regular wéidgdomandcome This
mechanism may seem trivial at first, but it illustrates agigled locality restriction
on idiosyncratic phrases: A phrasal lexical entry can oabally license idiosyn-
cratic properties of a phrasal node, but it cannot introddimesyncratic properties
at its daughters or at any deeper level of syntactic embgddin

Thus far it may seem that the central attributeLL, is used for two unrelated
and independent purposes: It encodes idiosyncratic lolisivphal requirements,
and it specifies whether a phrase is internally irregulamvéier, these two dimen-
sions of irregularity are in fact related. Inspired by thedadhat all lexical elements
may enter into collocational relations (Sinclair, 19913jl& (2003) formulates the
Predictability Hypothesis

(29) Predictability Hypothesis (Sailer, 2003, p. 366):
For every sign whose internal properties are fully pretiietathe distri-
butional behavior of this sign is fully predictable as well.

Since simple lexical items such as basic words or nondetaxgmes are in-
ternally idiosyncratic, they may also display idiosyniralistributional properties.

3Historically the expression stems from the phrisekingdom comin the Lord’s Prayer. There
the nourkingdomis used with a determiner, and the entire expression is @&Jawot a noun phrase.

“As discussed in Sailer (2003), this sets apart our HPSGniegatof internally idiosyncratic
phrases from an analysis that reliesemblocinsertion or the analysis in Tree Adjoining Grammar
in Abeillé (1995), which treats non-decomposable idiom#lisyncratic trees of arbitrary depth.
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Similarly, internally idiosyncratic phrases may also staigtributional irregulari-
ties. Again, the phraskingdom comés a good example. It is almost exclusively
restricted to the combinations with one of the three prejoos inuntil/till/to king-
dom comée Based on this observation we may assume that a more complete d
scription of thecoLL list of the PLE (18) should mentionlzarriers object whose
purpose it is to require thdtiingdom comeébe the complement of one of these
prepositions.

3.2 Partial Regularity in Irregular Phrases

While the idiomkingdom comés syntactically irregular, the majority of idioms is
not. ldiomatic expressions are characterized by a paatictiliomatic’ meaning
and by their frozen syntactic structure, but apart fromrtbeusual fixedness they
have regular internal syntactic properties. Typical exasipre expressions such
askick the bucketdie) andsaw logs(snorg. In both cases, we assume that the
syntactic structure is that of a transitive verb that corabiwith its direct object.
In the version of our theory in Section 3.1 we had to encodeegillar aspects
of the structure of idioms explicitly in each phrasal lexieatry. This introduces
an unwanted descriptive overhead in grammars which alreanain all relevant
syntactic well-formedness conditions on phrases. In thegit section we propose
an extension of the theory that captures the insight thayrimeegular phrases are
merely irregular with respect to the syntax-semantics rmapiput not with respect
to their syntax.

The core innovation is a distinction between constraing &pply to differ-
ent modules of the grammar. We tentatively assume that #rer@honological,
syntactic, and semantic principles. Thee®AT PRINCIPLE is a syntactic con-
straint, the 8MANTICS PRINCIPLE is one of the semantic ones, and linearization
principles count as phonological constraints. SincedbeL value of signs is the
place where we mark their idiosyncrasies, this is also wiwerepecify to which
degree a sign exhibits idiosyncratic behavior. For thappse, we enrich the struc-
ture of coLL values. From now on they are of savll. The subsorts o€oll
specify the degree of regularity of an expression. For ui@gitems an attribute
REQ(UIREMENT) is defined, whose value is a list barrier objects. This list cor-
responds exactly to the earlieoLL value. The details are provided induRE 1.

The names of the maximally specific subsortoll are inspired by the cor-
responding classification of idioms in Fillmore et al. (1988 that system the
idiom kingdom comeés classified as extra-grammatical because it only shows reg
ularity with respect to its phonological properties. In bigrarchy, it is classified
as an irregular construction which obeys the restrictidnshonologically regular
constructions but not those of syntactically or semantiaagular constructions.
It receives a phrasal lexical entry with tle®LL value extra-grammatical-idiom

5The British National Corpus contains 35 occurrencekingdom comeut of which 5 are irrel-
evant (band name or coincidental co-occurrence of the twalsyp14 reflect the biblical usage, 13
are with one of the above-mentioned prepositions, 3 otlrersses okingdom comas a noun.
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Figure 1: Sort hierarchy below the saull

coll
regular/\
reg-sem reg-syntax reg-phon irregular

REQ list
all-regular

grammatical-idiom extra-grammatical-idiom basic-word

The idiomsaw logss a grammatical idiom according to Fillmore et al. (1988)d a
is therefore specified agpLL grammatical-idionj. The maximally specific sort
grammatical-idiomis a subsort of bothegular-phonologyandregular-syntax For
that reason it is subject to all syntactic and phonologiciigiples, but not to the
principles of regular semantic composition. Finally, regyphrases have theoLL
valueall-regular and obey all principles of syntax, semantics and phonology.

In Section 3.1 we said that the principles of grammar onlyafipsigns with
an emptycolLL list. This theory must now be revised and made sensitivestauib-
sorts ofcoll. Syntactic principles such as theMEDIATE DOMINANCE PRINCI-
PLE (ID PRINCIPLE), the HEAD FEATURE PRINCIPLE, the NONLOCAL FEATURE
PRINCIPLE etc. must be modified. All syntactic principles defined ongbesign
are relativized to apply only to signs with tli®LL specificationregular-syntax
This can be achieved by simply adding a further antecedetitgmriginal for-
mulation of the principles. The relativized version of th2 PRINCIPLE in (20)
illustrates this technique.

(20) Relativized ID RINCIPLE:

[COLL regular-synta%
= (phrase:> (HEAD-SPECIFIER SCHEMA or HEAD-COMPLEMENT-SCHEMA OF . . .))

Idioms that are not extra-grammatical are still subject ltsyntactic well-
formedness conditions according to ttwl hierarchy, becausgrammatical-idiom
is subsort ofegular-syntax It follows that each grammatical idiom must obey one
of the ID SCHEMATA. For example, the VBaw logss specified as a regular head-
complement construction, and as such it is licensed by theDHCOMPLEMENT
ScHEMA. No special steps need to be taken to guarantee this result.

Let us finally turn to the principles of semantic compositiowhile many
idioms are syntactically regular, they all show semantiosgncrasy. To capture
this behavior, the principles of semantic composition rteduk relativized parallel
to what we did in (20). The relativizedeEmMANTICS PRINCIPLE is given in (21),
where SP is the description of the originaNANTICS PRINCIPLE.
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(21) Relativized E8MANTICS PRINCIPLE:

[coLL regular-semantics=> SP

The sort hierarchy in EURE 1 is constructed in such a way that we exclude
the existence of irregular phrases that are semanticalylae but syntactically or
phonologically irregular. On the other hand, as soon as asghis syntactically
irregular, we expect it to be semantically irregular as wellthis respect we agree
with the assumptions in Fillmore et al. (1988).

So far we have focussed on the principles of grammar. Let usaumsider
the question of what constitutes the lexicon. All propertad signs with the
coLL specificationregular follow from the properties of their constituents and
from the general combinatorial principles of the grammagn$ with thecoLL
valueirregular, however, require a further specification of those of thedpprties
that are not predictable from general grammar rules. Thegipation is given
in the lexicon. In our sort hierarchy belowoll we distinguish three subsorts of
irregular. The sortggrammatical-idiomandextra-grammatical-idionare confined
to irregular signs that have non-trivial internal syntadiructure. In the context
of the present discussion, these are phrasal signs. Thbasictwordis reserved
for signs without internal structure. In the present disaus this means that it
is thecoLL value of words. Words (which we view here as non-recursigasji
always display an unpredictable form-meaning combinatidrich qualifies them
as irregular. The idea that basic words are necessarilguilaie and that phrases
cannot have theoLL valuebasic-wordis captured in the principle in (22).

(22) BASE-LEXICON PRINCIPLE:

[word ] < [coLL basic-word

In the preceding discussion we deliberately ignored the tfzet words may
have internal structure as well. As soon as a more elaboiate an morpho-
logical structure (such as the one presented in Sag et &3)R% adopted, the
BASE-LEXICON PRINCIPLE heeds to be refined in such a way that the most basic,
non-recursive subsort gign replaceswvord on the lefthand side of the principle.
Furthermore, the type hierarchy belasll will need some extension as well in
response to additional principles of the morphological bvatorics.

The lexicon is defined by means of adND PRINCIPLE. This principle pro-
vides lexical entries for all irregular signs. In (23) LE eef to lexical entries
of basic words, PLE refers to phrasal lexical entries of greatical or extra-
grammatical idioms.

SAll idioms considered in this paper are phonologically faguNonetheless we include the type
regular-phonto allow for a relativization of the principles of phonolegl combinatorics such as the
CONSTITUENTORDERPRINCIPLE.
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(23) WORD PRINCIPLE:

{sign }:>(LE1\/,,,LE,L\/PLE1\/...\/PLEn/)

CoLL irregular

In Section 3.1 we emphasized the importance of tlsrEME attribute for
our theory of idioms. The name “listeme” is chosen very dstibely in Soehn
(2006) because Soehn assumes that all listed expressiotigbate their own
uniqueLISTEME value. This means that every lexical entry, phrasal or nay m
have its owrLISTEME value. An internally irregular phrase suchkaek the bucket
has aLISTEME value, saykick-the-bucket-idiomwhich differs from theLiISTEME
values of all of its daughters. While theedD FEATURE PRINCIPLE guarantees
that all head features suchasoRM, Aux are shared between the phrasal mother
and the head daughter, the idiomatic phrkisk the buckeand its head daughter
do not share thelSTEME value. It follows that Soehn’s assumption thet TEME
is a head feature is not compatible with the present ardhitecFor this reason we
treatLISTEME as acategoryfeature instead. With the new position in the feature
geometry, it is necessary to introduce a principle for thegation of LISTEME
values in regular phrases. The principle that takes cateabis given in (24). Itis
among those principles that apply only to non-idiomaticagles.

(24)  The LSTEME PRINCIPLE:

DTRS headed-phras SYNS LOC CAT LISTEME[L]
coLL all-regular DTRS[H-DTR [SYNS LOC CAT LISTEME [1]]|

As a consequence of our classification of grammar principis syntactic,
semantic and phonological, the structure of¢b# hierarchy, and the fundamental
lexical principles (22) and (23), there are four possiletitfor a well-formed sign:
Basic words always exhibit some degree of idiosyncrasy emdiagled out as hav-
ing their own irregular collocation typéasic-word Phrases come in three flavors.
A phrase may be completely regular, in which case it hasctbeL all-regular
and is subject to all principles of grammar. If it is irreguld must be licensed
by one of the phrasal lexical entries in thed®D PRINCIPLE. If a phrase is of
COLL TYPE grammatical-idiom it is subject to the regular syntax principles. If a
phrase is amxtra-grammatical-idiomit is irregular to a degree that it is exempt
from the principles of syntax.

Before closing this section let us briefly return to the rdi¢he Predictability
Hypothesis (19). This hypothesis establishes a link batvieternal irregularity
and the potential of specifying external idiosyncrasy. Ha version of the theory
in Section 3.1, all and only regular signs have an engayL list. In the modified
architecture of the present section, only signs withca L value of sortirregular
have anrReQ attribute, and only they can be specified for externallySgieratic
behavior. The idea of the Predictability Hypothesis is aiyeencoded in the sig-
nature of the grammar module that handles irregularity.
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Note that our new architecture foresees cases in which amaity irregular
sign is not distributionally constrained. While this pdsidly is denied in most
of the work on collocations, it seems to be the standard gstsoimin formal ap-
proaches to grammar. It is also compatible with the origfioaiulation of the
Predictability Hypothesis. So far, we do not see compeltemsons for claiming
that idioms such akick the bucketre distributionally constrained. In previous
versions of the theory we were forced by the architecturessoime that there was
somebarrier object inside thecoLL value, although no such object was explicitly
specified. With the new version of the theory, it is possibledmbine thecoLL
valuegrammatical-idiomof a phrase with an emptyoLL REQist.

4 Modeling Phraseological Clauses as Phrasal L exical
Entries

In FIGURE 2 we sketch the PLE for the idiom in (2-a). The PLE specifies it
overall clause is a modifier with the semantizknauseamThe phrase is a head-
complement combination, where the head daughter is theogitegm bis (until).
The non-head daughter is a finite clause. Inside the compleriere must be a
verbal word with theLISTEME valuekommerwhose subject is a definite singular
NP with the wordArzt as its lexical head. The PLE specifies theLL value as
grammatical-idiom Consequently, all principles of syntax apply, which means
that we do not need to specify tiEAD value of the clause nor the effect of the
SUBCAT PRINCIPLE or of the HEAD-COMPLEMENT SCHEMA. The REQ value
of the clause is empty, which expresses the observatiorttibeg are no further
constraints on the distribution of the PCI.

The data section showed that there are some restrictiorfeatructure of this
PCI: While tense and modality may vary, negation is not pttedi This can be
expressed by requiring that there be no negation in the obot¢he PCI. For other
PCls we must also ban modal operators from the semanticseqgions. Since
modalities can be contributed by modal verbs and by adJsrhilae restriction
must be imposed on operators in heNTENT value of the PCls.

In Section 2 we saw that all PCls we considered disallow radttions that
change the information structure of their literal meani8ace the constituents of
PCls are non-idiomatic in our theory, the literal meaningheir combination is in
principle available. As there are various proposals to rhiodermation structure
in HPSG, it should in principle be possible to formulate aprapriate constraint
on information structure. For reasons of space, we will nospe this direction
here. Instead, we exclude valence alternations by oth&styb restrictions in
the PLEs. To exclude the passive and the dative-possedsiraadion in (1-a)
and (1-b), we impose syntactic restrictions on Almes-sT or thevAL value of the
words in the expressions, which are all available in PLEs.kdep the analysis
simple and as complete as possible, we will stick with thiatsgy for the rest of
the paper.
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Figure 2: Sketch of the phrasal lexical entrybi$ der Arzt kommt
[phrase

HEAD MOD [L CONT e]
CAT
ssL LISTEME ad-nausea
CONT MAIN ad-nauseam’(e)
[head-complement-struc

HEAD prep

LISTEME bis
H-DTR |SSL CAT

verb
VAL COMPS { |L CAT HEAD )
DTRS VFORM fin

word

LISTEME kommen
C-DTRS{ |DTRS |...H-DTR
SS L CAT LISTEME arzt,D

VAL SUBJ<NP|:
DEF +, g

[grammatical-idio
|REQ elist

CoLL

Let us now turn to a more intricate example. The data (25)-@&al details
about the frozenness of the PCl in (1-c). We compare the PthEirta) sentences
with a parallel non-idiomatic construction in the (b) sentes. (25) shows that the
PCI requires an anaphoric relation between the matrix stibjed the accusative
argument in the PCI. As we remarked earlier, neither an @aeriplementizer nor
a change in the constituent that occupies thefeld are permitted (see (26) and
(27)). The PCl may not occur in therfeld of the matrix sentence (28).

(25) a. Ichglaub, mich/#dichtritt ein Pferd.
| believeme/you kicksa horse
‘| am very surprised.’
b. Ichglaub, mich/dichjagt eineKuh.
| believeme/you chasesa cow
‘| believe a cow is chasing me/you.’

(26) a. #lch glaub, dass mich ein Pferd tritt.
b. Ich glaub, dass dich eine Kuh jagt.
(27) a. #lch glaub, ein Pferd tritt mich.
b. Ich glaub, eine Kuh jagt dich.
(28) a. #[Mich tritt ein Pferd], glaub ich.
b. [Dich jagt eine Kuh], glaub ich.

In FIGURE 3 we sketch the relevant PLE. Th®LL valuegrammatical-idiom
accounts for the syntactically regular internal structurbe PCI is specified as a
verb-second clause whose lexical head is the tretkbn This verb must take two
arguments. The first one is an indefinite NP headeBfieyd The second one is an
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accusative NP which is fronted. This condition follows froine LocC value iden-
tity, [1), between the element on theG-sT list and the highest non-head daughter,
which is a filler daughter. The VP might be modified by adjunetkich is ac-
counted for by only requiring thatetenbe the syntactic head of the construction.
The appeal to the regular expression notati@mTgs HDTR ™) is only meant as a
more readable abbreviation of a (technically more accuratational expression
that relates the head daughter of the head-filler structuite head daughters.

Next we turn to thecoLL REQ value. As in the other sentences in (1), the
combination of the matrix verb and the PCI behaves like irodgmsable idioms
of the typespill the beansexcept that the complement is now a clause instead of
an NP. According to the theory in Soehn (2004), this mearisttteamatrix verb
selects a complement with a particulasTEME value. The complement clause,
in turn, has a non-emptyEQ list. The element on itREQ specifies that the PCI
must co-occur with a particular matrix verb, the listeswprise-glauben The
PCI must be the complement clause of this matrix verb. Fuoribee, the sort
specification indicates the syntactic domain within whiled to-occurrence must
hold. In Soehn (2004) the sorp_neis used to specify that the relevant domain is
theLocAL value of the smallest projection of the matrix verb that dustés both
the matrix verb and the complement clause. In other wor@sPtl must occur as
a sister to (the trace of) the matrix verb. What is most imgoarfor our purposes
is that information about the matrix verb is available in thenulation of the PLE
of the clausal complement. This is necessary to encodetlthatbeX value of the
embedded direct objedg], is identical with that of the matrix subject.

To sum up, the PLE in IEURE 3 excludes passive alternation (see (5-c)), be-
cause it specifies that the veritenoccurs with a transitive argument structure. It
also requires that the PCIl be a verb-second clause (se¢ I§§-apecifying that it
is a head-filler structure, and it determines the first cturestit (see (6-b)) by spec-
ifying it in the PLE. The anaphoric relationship betweenéhgbedded accusative
and the matrix subject is also encoded directly.

There is in fact further evidence that a special relatignstulds between the
embedded PCl and the matrix predicate, and that the magdiqate is not the free
form of the verbglauben We already saw in (9) that, depending on the tense form,
the matrix verb is either a form aflaubenor of denken The relevant judgments
are shown in (29).

(29) a. Ich dachte, mich tritt ein Pferd. (pastdeinkenpresent in the PCI)
b. ??Ich glaubte, mich tritt ein Pferd. (pastgtéuben present in the PCI)
c. #lch glaubte, mich trat ein Pferd. (pastgbduben past in the PCI)
d. ?Ich denke, mich tritt ein Pferd. (presentieihkenpresent in the PCI)

The combination o§laubenand the PCl is a decomposable idiom, because the
very same variation of the matrix predicate can be obsenidgdather PCls (see
(9)). German has a special listeme (which we saliprise-glaubehwhich com-
prises forms oflaubenanddenkerin its paradigm and combines with complement
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Figure 3: Sketch of the PLE for the idioglauben, Xacc tritt ein Pferd
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clauses that express (negative) surprises, astonishoremtnoyance. (30) shows
that this listeme can be found with non-idiomatic completredauses as well.

(30) Ich glaub/ ?denk(e)/ ?*glaubte/ dacht(e)
a. derhat’nenVogel.
he hasa bird ('...heis crazy’)
b. dasmussjetztecht allesnochmalneugemachtwerden.

thismust now reallyall again newmade be
(‘... this must all be redone [annoyed]’)

We conclude that even though the matrix predicate is not ribe form of
glaubenitis an instance of a (special) attitude predicate that etsurs outside of
idioms. For this reason, the matrix predicate need not blegtesl to a particular
PCI. However, the PCl in IEURE 3 must be collocationally bound to this special
matrix predicate, and the PCI must impose its context requiént in the lowest
dominating VP to exclude its own topicalization.

5 Modelability under Strict Locality Assumptions?

The two-dimensional theory of idioms is capable of capwirihe properties of
PCls. Being able to refer to deeply embedded parts of a plimaaePLE is an
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important ingredient of this theory. It makes HPSG esphciakll-suited to in-
tegrate a fundamental insight of Construction Grammar: sBantions can span
more than a local tree (Fillmore et al., 1988; Jackendof§5)9

In this section we briefly consider a few interesting aspefta second ap-
proach to construction-like phenomena in HPSG, which sféepossible alterna-
tive to our analysis of PCls. However, we do not intend a thghocomparison
of the two approaches and only point out a few interestinglaiities and differ-
ences. In a recent series of papers (Sag (2007a,b) and)adthees shown that
various phenomena of apparent non-locality can be encaglad an extension of
HPSG’s feature geometry and a restructuring of signs. Ifirtreework proposed
there,Sign-Based Construction Gramm&BCG), phrasal signs no longer contain
their daughters. Insteadpnstructobjects are introduced that correspond to local
trees. Signs only occur as nodes in these constructionsntdrsee consists of a set
of constructions, each of which represents a local treethase trees do not form
a single joined feature structure. With this architectat@@nge the formulation of
PLEs like the ones in IBURE 2 and FGURE 3 is not possible.

To account for non-locality SBCG uses two head featurestigteane attribute
LEXICAL-ID and the attributexARG whose value is the subject of the sentence.
These two attributes are sufficient to describe the cort#ruén (2-a), because
the obligatory elements in the embedded clause are thealexé@adkommerand
the subjectArzt, i.e. exactly those parts that are locally available for akerall
construction.

(31) A SBCG description dbis der Arzt kommt

bis-der-arzt-kommt-cxt

moD [sem [1]] }

SEM ad-nauseanft])

DTRS <[L|D bis] , S[XARG [LiD arzt]]>

LID kommen

MOTHER |:

To allow modal verbs and temporal auxiliaries we can simghluane that the
LID value of a verbal complex is identical with that of the mosemlg embed-
ded lexical verb in the verbal complex. To exclude modal amdpioral variation
in other idioms, we could impose the same kind of restrictias in Section 4,
i.e. we could describe which operators may not occur in timectt values of the
daughters.

Recall that truth-conditionally neutral, grammaticaligtion occurs in some
but not all PCls. In the two-dimensional account we refeh®ARG-ST value of
an embedded verb to exclude passive and other valenceatiteim Since SBCG
allows reference to the highest subject in a PCI, activsipasalternations can
similarly be excluded by requiring a particulam value inside thex ARG value.
Alternations that do not involve the subject are harderdattbecause it is only the
subject information that percolates up the tree.

This brings us to an interesting problem. Information altbetarguments in-
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side a PCl is not only necessary to restrict valence alt®mait is also important
to express the coreference constraints attested with m@is; Fhe PCl in (1-c)
is a good example. The accusative NP inside the PCI must beraym that is
anaphorically related to the matrix subject. The accusatbject is on theRG-ST
list of the embedded verb. The matrix subject is onAke-ST list of the matrix
verb, the matrix verb has access to the value of the embedded verb and to its
XARG value. However, neither of them can be used to establistkdétween the
embedded accusative NP and the matrix subject. The samleprobcurs in other
cases where the PCl contains an embedded open slot that erusaphorically re-
lated to the matrix subject: The PCls in (1-b) and (2-c) remgich a relation to
an embedded dative object. A potential way out within SBC@ésintroduction
of a percolation mechanism for the entikeG-ST values instead of the more re-
stricted subject percolation mechanism. While this sotutvorks for the cases of
German PCls that we have found so far, the English examp&2nngight still be

a problem. In this expression the element X must be coreiafenith the matrix
subject. However, X is embedded in a locative modifier. Usilesative modifiers
are on theaARG-ST list, the locality assumptions of SBCG do not seem to leage th
necessary kind of structure accessible to enforce coreferbetween X and the
matrix subject.

(32) look as if butter wouldn’t melt [in X’s mouth] (‘look copietely innocent’)

At the moment, we do not see which kind of solution is most appate for
the general locality assumptions that underly SBCG. We kbage this issue to
future research.

6 Conclusion

In this paper we drew attention to a largely neglected ssbatd idioms: Idioms
that contain full clauses, phraseologically fixed clauge€l). We investigated
properties of German PCls and arrived at new generalizatiout their potential
fixedness and flexibility. While there is a certain range aitagtic and lexical
variation, all PCls we investigated forbid the applicatarsyntactic processes that
change the information structure of their literal meaning.

To account for the frozenness of PCls together with theiuleggnternal syn-
tactic structure we substantively modified the two-dimenal theory of idioms
developed in Richter and Sailer (2003), Sailer (2003), aneh8 (2006). These
earlier versions of the theory had already incorporatediistinction between de-
composable and non-decomposable idioms, but only the raddifieory lets us
express the systematic differences between grammatidabdra-grammatical id-
ioms. The theory captures the empirical properties of GarRfals.

"See (Milller, 2007, Chapter 12.3) for further critical reksaon SBCG's locality assumptions
and fundamental open questions about its architecture.
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We very briefly compared our account with a possible altéraanalysis in
the framework of Sign-Based Construction Grammar (SBC@mM& properties
of PCls may be problematic for SBCG’s strict locality asstions. Our theory
can be seen as taking a middle position between the SBCG wieieh demands
that constructions only span local trees, and the traditiQonstruction Grammar
perspective, which holds that constructions can be ofraryistructural complex-
ity. In our system a construction is licensed by a phrasatébentry (PLE). A
PLE does two important things: First, an idiosyncratic seticaand/or syntactic
combination is licensed in a local tree. Second, restnistican be imposed on con-
stituents that are embedded inside this combination. Thegipperty is a weak
version of a locality assumption: A PLE can only license apnsgncrasy in an
immediate mother-daughter relation. The second propeotyever, is a weak ver-
sion of a complexity assumption: We can refer to propertiesl@ments that are
deeply embedded in the structure of the phrasal sign lickbgehe PLE. In this
setting it is crucial to realize that the embedded consitsieust be independently
well-formed. This means that we can restrict which ones eftkll-formed signs
may occur inside the overall expression, but a PLE cannehdie embedded, id-
iosyncratically structured signs. In this sense, our aagdncorporates the idea
of arbitrary depth of constructions, but it also inherits thsight of phrase structure
grammars that complex structures are built from local trees

The two-dimensional theory of idioms that we developed is ffaper helps
us to reduce the amount of individually specified idiosysgria the description of
idiomatic constructions even further than its predecesue principles of the reg-
ular syntactic combinatorics apply to grammatical but dexemposable idioms.
We obtain a very flexible grammar architecture which covexs apparently con-
tradicting tendencies in the domain of idioms at the same:tiithe need to allow
forirregularity at all levels; and the observation that frid®ms are not completely
arbitrary in their structure but largely obey regular pijahes of grammar.
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Abstract

The paper aims to present approach to HPSG phonology which would ac-
count for underlying forms of phonemes. It shows some of the issues arising
in monostratal analyses of phonology, and proposes a solution based on a no-
tion of underlying representations. The approach presented, partly inspired
by Optimality Theory, resolves cases of neutralisation and opacity by formu-
lating constraints which either restrict the surface representation or relate it
to the underlying form.

1 Why are underlying forms desirable in HPSG
phonology?

Since most work in HPSG is focused on syntax or morphology, standard represen-
tations of phonology are reduced to supplying a word with a feature of type phon,
a string of symbols equivalent to the orthographical spelling or pronunciation of
the word (and its particular variants). Such strings are afterwards combined in
higher-level objects to form phrases. While such a simplified approach is sufficient
for solving problems based around syntax, morphology, and semantics, the HPSG
does show a lot of potential for expanding the phonology within its framework.

One notable attempt to do so was undertaken by Bird (1995), who introduced
constraint-based phonology into HPSG. The framework outlined in Constraint
Based Phonology: A Computational Approach is essentially a monostratal sys-
tem, where well-formedness of a particular word or phrase is decided by phono-
logical and morphological constraints. This system allowed for linking phonology
and morphology, and resolved issues by ruling out ill-formed segments and word
structures.

The framework proposed was based around the principles of COMPOSITIONAL-
ITY and a requirement that a framework be MONOSTRATAL. The latter meant,
in simplified terms, that any phonological representation has only one level, corre-
sponding to forms actually appearing in the surface representations, and no abstract
representation is stored:

An even stronger constraint than those mentioned above is the require-
ment that a linguistic framework be MONOSTRATAL. This means
that there is only a single level of linguistic description; descriptions
pertain to occurring surface forms and not to artificially constructed
abstract representations. As we shall see in section 1.5.1, the re-
quirement that a linguistic framework be monostratal is equivalent to
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the true generalisation condition from Natural Generative Phonology.
(Bird 1995, 1.4.5, p. 34)

Although such an approach would seem to be desirable in a computational frame-
work, the phonological phenomena in various languages cannot be adequately de-
scribed without a further reference to an underlying representation of a phoneme
(Shoun 2005, 4.4). The cases pointed out in Shoun (2005) include eg. neutralisa-
tion phenomena in Bengali, there is no proposal as for the actual implementation
of the underlying forms in HPSG phonology, however - which is the aim of this

paper.

Evidence for usefulness of underlying representations can be seen in consonant al-
ternations and voicing processes in languages where those phenomena are compli-
cated, even though Bird (1995) seems to disregard events such as final devoicing as
purely phonetic processes which need not be described with binary features, based
on Port and Crawford (1989):

The data show that speakers can control the degree of neutralisation
depending on pragmatics and that information about the underlying
contrast is distributed over much of the word. The data support a scalar
valued neutralisation effect in the German voicing rule, and clearly
refute a rule using a binary voicing feature. (Port and Crawford 1989,
257f)

Assuming such a position avoids the problem entirely by postulating that no in-
stances of homophony due to devoicing exist, or in general that many alternation-
related phenomena can be simplified as phonetic processes, while a substantial
amount of evidence points out to the contrary.

In Polish (my native language), for example, the phoneme /g/ exhibits the following
alternations:

(1) ksigga a tome (nom.sg.) [keenga] lq]
ksiag of tomes (gen.pl) [keonk] k]
ksiedze to a tome (dat.sg.) [keendze] [dz]
ksiazka a book (nom.sg.) [kedw[ka] (]
ksiazek of books (gen.pl.) [keowiek] [3]

Although these alternations result from historical palatalisation and voice assim-
ilation processes, all of them are fully productive in modern Polish, in specific
morphology-related cases, like noun declension patterns.
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Likewise, in Polish - unlike eg. German - the process traditionally called "final ob-
struent devoicing" is intertwined with a process of "voice assimilation". Voiced ob-
struents are devoiced word-finally and before voiceless obstruents, while voiceless
obstruents become voiced before voiced obstruents, including across word bound-
aries (Rubach 1982, 4.2, 4.3). As aresult, /d/ and /t/ can both surface as [t] and [d]
accordingly, phonetically identical with the "default" form of their opposite-voiced
counterpart. Before sonorants (except, in most cases, across word boundaries),
obstruents retain their "underlying" voice values, and so, in a traditional monos-
tratal framework, we would have no way of arriving at this basic form if we simply
described sonorants as either alternations of their surface representations or under-
specifications (as suggested by Bird (1995), 1.5).

(2a) kod code [kot]
kody codes [kodi]
kod dostgpu access code [kod dostempu]
kod miasta city code [kot masta]
kod pocztowy postal code [kot patftovi]
(2b) kot cat [kot]
koty cats [koti]
kot domowy house cat [kod domovi]
kot maty small cat [kot mawi]
kod perski Persian cat [kot perski]

The above data demonstrates that obstruents in Polish can behave in three ways
depending on context:

1. assimilate their voice to that of the following segment (before other obstruents,
including across word boundaries),

2. retain their "underlying" voice feature (before sonorants, except word-finally),
3. become voiceless regardless of their "underlying" voice feature (word-finally
before a pause or before sonorants).

This example (not unlike the neutralisation example in Bengali, in Shoun 2005)

will be used as a basis for representing the possibilities of accounting for underly-
ing forms in HPSG phonology, in a further section.

1.1 Underspecification and Surface Constraints

Before presenting an approach utilising the notion of underlying representation to
resolve these issues, it is worth looking at some of the views on alternations in
HPSG phonology presented so far. One of the possibilities in line with Bird’s orig-

321



inal idea would be to use purely surface-relevant constraints, providing separate
structures for various levels of the sentence if necessary (words, utterances, sylla-
bles, etc.). Such a solution is adopted by Bird and Klein (1994) and suggested by
Hohle (1999).

There are two possibilities of expressing the phenomenon of Polish final devoicing
within such a framework:

1. Restrict the word structure in such a way that no voiced word-final obstruents
are allowed, and the phrase structure in such a way that all obstruent segments must
agree in voicing.

2. Restrict the word structure in such a way that no voiced word-final obstruents are
allowed before a sonorant, and the phrase structure in such a way that all obstruent
segments must agree with voicing.

Of these, solution 1. leads to an obvious conflict whereby in a phrase "kod dostgpu”
the phrase demands a voiced [d] while the word demands a voiceless [t], and there-
fore no proper form can be generated. Solution 2. leads to an underspecification,
where in the cases of "kod", "kot", "kod pocztowy" or "kod dostgpu", the voicing
value is correctly predicted, but in "kody" or "koty" (word-medially), it is not de-
termined at all (it is [d] v [t]), and we are in fact left with no means to predict it.
We simply cannot "consult" it with anything.

Hohle (1999) attempts to tackle Russian obstruent voicing rules, not very different
from the Polish ones, and in his approach seems to allow for different phoneme
surface representations arising on different levels (Hohle 1999, fig. 7). While
it is possible to differentiate between the representations of a particular phoneme
present on the word level and the phrase level (by simply not making them identical
in HPSG sense, and by arriving at the two by separate means), this leads to prob-
lems with coordinating the entire structure - see the notes on principles adopted for
this framework in section 2., "Representing the Representations".

1.2 Morphology and Stem Spaces

Apart from Bird’s and Hohle’s proposals regarding HPSG phonology, an attempt
to tackle phonological alternations (including irregular patterns displayed by some
forms) is demonstrated in Deriving Inflectional Irregularity, Bonami and Boyé
(2006). Here, a notion of stem space is introduced: declension patterns are based
around a number of stem spaces, accounting for all stem alternations in inflection.
For example, instead of (as assumed in transformational phonology) deleting end-
ings of French feminine adjectives to produce masculine ones, the two are assumed
to have different basic stem spaces (Bonami and Boyé 2006, 2.2).
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But while French is (relatively) simple in terms of phonological processes, adopt-
ing such a framework in Polish would be complicated for a number of reasons:

1. In Polish, the voicing phenomena - as demonstrated above - are not only affected
by the declension pattern, but also by the context of the following and preceding
words. Eg. the lexical item "kod" cannot be simply a part of a class of nouns where
[d] occurs in the stem before affixes and [t] in the nominative, unless we further
account for the fact that the [t] in the nominative may alternate with [d] anyway.

Moreover, entire clusters may change their voice features:

(3a) mozg a brain [musk]
mozg byt a brain was [muzg biw]

(3b) zjadt he ate [zjatw]
zjadl go he ate him [zjadw go]

2. Polish is further complicated by other phonological phenomena accounting for
further alternations:

(4a) kocha loves [koxa]
kochaja (they) love [koxajow]
kochajac loving [koxajonts]

(4b) robi does [robli]
réb do (imp.) [rup]

(4¢) zjedli they (masc.) ate [zjedli]
zjadliwe edible (neut.) [zjadlive]
zjadt he ate [zjatw]
zjedzony eaten (masc.) [zjedzoni]

(4d) Paryz Paris [parif]
paryski Parisian (masc.) [pariski]

The above examples demonstrate some of the processes: alternation between nasal
vowels followed by a glide and oral vowels followed by a nasal consonant in (4a),
alternation between [u] and [2] in (4b), alternation between [1] and [w], [¢] and [a],
as well as [d] and [dz] in (4c), and disappearance of fricatives in (4d). In addition,
all obstruents (and extra-syllabic approximants) are also affected by voicing rules,
best exemplified in (4c).
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In the more extreme cases like (4c), virtually any segment found in a word can
alternate with something else, leading to some situations where representing al-
ternations exhibited by individual phonemes is actually easier than representing
alternations of all possible stem forms.

3. Approaches based on morphological tools, unlike those based on global phono-
logical constraints, essentially say nothing about the permissible structures of the
words themselves, as long as they are assigned into productive patterns. In an
optimal system, aside from handling alternations, it would be desirable to predict
which words are well-formed according to the phonotactics of a given language,
especially since, as demonstrated before, global constraints are useful in ruling out
erroneous forms in situations where the choice of a proper form of a stem, affix,
etc., is based purely on phonological background. On the other hand, introducing
separate information about phonotactics would in many cases overlap with what is
already handled by morphology.

The above remarks should demonstrate the major problems arising when using
morphology-based tools and noun classes for adequately representing actual pro-
nunciation of spoken words. While such an approach could be expanded, it would
have to become mind-bogglingly complex for some languages, while invoking un-
derlying representation removes the need for merging morphological, phonologi-
cal and phonostylistic phenomena into one monster of a framework - every process
can be dealt with separately by operating at the level at which it occurs and on
the phonemes or features it is related to. No distinction between phonotactics and
inflection becomes necessary, even though more advanced morphological issues,
like the examples back in (1), can be addressed by invoking both morphological
classes and the underlying representations.

2 Representing the Representations

This section is concerned with establishing the structural side of the framework
which would involve underlying features. A well-functional framework should
achieve the following aims:

(a) Allow formulated rules to operate at various levels of the structure (stem, word,
syllable, utterance, etc.)

(b) Accurately provide just one surface form for any phoneme in the complete
utterance.

(c) Append lower-level representations in higher-level representations (words into
phrases, syllables into feet, etc.)

(d) Allow for interactions between the underlying representation and the surface
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representation in cases where the underlying representation is directly relevant to
the surfacing form.

Principle (a) is dictated by the observation that certain phonological phenomena
are limited within syntactic context, such as word boundaries or phrase boundaries,
and the constraints have to be formulated in a way accounting for this (Bird 1994,
2.2).

Principles (b) and (c) are related: because of the observation mentioned in (a), var-
ious constraints operating solely on one level of the structure (word, phrase, etc.)
would predict different criteria of well-formedness. For example, a constraint de-
manding that the word-final segment be voiceless would apply to the PHON struc-
ture of a word object, but not to the PHON structure of a phrase object. Similarly,
constraints operating across word boundaries would not say anything about the
PHON structure of a word object.

As a result, for a situation like the exemplary interaction between Polish final de-
voicing and voice assimilation processes (2a and 2b), we are left with a choice of
either predicting different phonological structures for different levels of syntactic
and morphological representation, or postulating that all surface representations at
all levels have to be the same. Hohle (1999) appears to use (presumably for simpli-
fication) the first case scenario, and in his representations, different phoneme sorts
(used for contrastive voicing) appear at the level of the word and at the level of
an utterance. Applying this to our Polish devoicing example would yield a situa-
tion in which the phrase "kod dostepu" would have a PHON listing [kod dostempul],
but its first daughter element would still display a structure ending in a voiceless
obstruent: [kot].

Such a solution makes it possible to account for predictions made at different lev-
els, but causes problems with principle (c), that is, it requires a separate system for
appending daughter elements together (since we cannot simply append [kot] and
[dostempu] to get [kod dostempu]. Again, introducing underlying representation
seems to be an advantage here, as it does not require clearly defined and sorted
phonemes (which would be superfluous, Shoun 2005, 4.2), but allows forms to
combine precisely because higher level structures are appended based on the un-
derlying structure of their elements, while the surface structure may be separately
predicted.

2.1 Summary of Proposals

To summarise - a system I propose is a system where the underlying and the surface
forms are stored separately, where the higher level lists are appended separately

325



(from underlying and surface lists of daughter elements), and where the underly-
ing and surface forms can interact through formulated rules and constraints. The
following section shall encompass all the major technical details of such an ap-
proach.

The approach presented here uses two levels of phonological representation, but
is otherwise non-transformational and does not rely on rule ordering. The no-
tion of underlying representation goes way back to transformational phonology,
but can be found also as a solid basis in more recent phonological theories, most
notably Optimality Theory. Applied in HPSG, it would not produce the surface
forms through ordered rules or evaluating a number of universal constraints, but
by allowing constraints that relate the surface representation to the underlying one.
Constraints could be formed involving either of the representations (underlying and
surface), but the surface representation could be restricted to depend on the under-
lying representation in cases where it cannot be arrived at purely through surface
level constraints.

The way the relationship between the underlying representation and the surface
representation operates essentially resembles the core ideas of Optimality Theory
(Prince and Smolensky 1993/2004, 1.2), where surface representations are selected
depending on the criteria of surface well-formedness (markedness) and closeness
to the underlying representations (faithfulness). However, in this HPSG-based ap-
proach, the relationship is unambiguous and rather than relying on an algorithm
selecting the most favourable form according to a universal constraint hierarchy
(as is the case in OT), the surface forms are predicted based on language-specific,
global constraints.

The notion of the underlying representation adopted here adheres to that in Shoun
(2005, 4.2), ie. there is no clearly defined "list" of underlying phonemes for a
language. Segments which show no productive alternations within a stem can be
represented as identical to the surface form, disregarding baroque historical recre-
ations. Finally, some of the core structural and technical sides of this approach are
based on Bird’s original proposals (Bird 1995).

2.2 Organising Segments

Although phonology in HPSG is traditionally handled through lists, the solution I
propose is to use a new type of object, which I term here segs (for "segments").
This seemingly bizarre decision is dictated by the aforementioned principles: in
order to coordinate the PHON values of utterances, phrases, words, etc., and at the
same time allow constraints to operate at different levels, segs can be divided into
subtypes, ie. utterance-segs, phrase-segs, word-segs, etc. Furthermore, due to the
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implementation of underlying representation, segs contains list features (UR-LIST
and SR-LIST) for coordinating daughter elements, similar to DTR-LIST used by
HPSG phrases.

The structure of segs would look like the following:

segs
SR-LIST list

(5) | UR-LIST list
FIRST  ph-str
REST segs V e-list

(ph-str here stands for "phonetic structure”, and corresponds to the structure used to
express the relationship between the UR and the SR, ie. one-to-one, one-to-many,
or one-to-none)

While the FIRST feature of segs always has to be a phonetic structure, the REST can
either be another segs or an empty list. Such a selection of REST value is not the
only option: my original concept was to allow either segs or ph-str, in a manner
resembling how phrases and words (or morphemes) are handled in HPSG syntax.
However, such an approach requires us to either formulate numerous constraints
twice, or introduce a phonological equivalent of Head Feature Principle. It is thus
easier to settle down for ending all final segs in an empty list. While this adheres to
the conventional way of handling list-like objects, it may cause its own problems
with implementation by demanding an object which, in traditional HPSG ontology,
belongs to an entirely different class than segs. One more possibility would be to
replace e-list with a new, feature-empty subtype of ph-str, but for simplicity’s sake
I will just use the familiar e-list throughout the paper for segs and other list-like
structures.

(in reality, the detailed structuring of segs is not as crucial as it seems, because
most phonological structures can be introduced into the lexicon by specifying just
UR-LIST, as shall be seen further on)

Last but not least, note that the features FIRST and REST are named after lists. In
reality, HPSG ontology would demand these to be named distinctly in order to dif-
ferentiate segs from regular lists: S-FIRST and S-REST are one of the possibilities,
but I will use FIRST and REST throughout, again, for the sake of simplicity.

As an example of subtypes, in this model, the PHON feature of the word object will
be an object of type word-segs, whose non-empty daughter elements will also have
to be word-segs. But if the word object and eg. another word object get appended
into a higher level phrase object, the PHON value of that phrase will be composed
of phrase-segs objects.
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segs — word-segs \/ phrase-segs \ utterance-segs ... etc.

(6a) word — {Word }

PHON | SEG-LIST word-segs

(6b) |:word-segs:| N [word-segs :|

REST segs REST word-segs
The structures for every level of the sentence will be, thus, different, but the con-
straints operating on UR-LIST and SR-LIST will demand that the actual phonetic
representations in the daughter elements (stored in eg. word-segs: UR-LIST) be
carried over and appended into mother elements (eg. phrase-segs: UR-LIST).

The correspondences between the underlying and the surface representations are
handled through an object of type ph-str ("phonetic structure"), of which I propose
three subtypes:

complex
) UR rep
simple complex-rep empty
(8) ph-str — |UR rep| V . V
SR-LIST list UR rep
SR rep SR
FIRST  rep

REST  complex-rep \ e-list
(rep stands for "representation”: the actual phonetic description of features)

The simple object corresponds to the casual scenario where one underlying form
corresponds to one uttered segment ("phone"). The complex object accounts for
epenthesis, a case where one underlying phoneme corresponds to a more complex
phonetic structure of two or more segments. Finally, the empty object accounts for
deletion, ie. a situation the underlying segment is not visible on the surface at all.
The two latter objects will be seen in action in section 2.2. on opacity in Turkish.

The formulation rules of UR-LIST and SR-LIST are expressed through the following
constraints (for all three subtypes respectively):

[segs i
ur-LisT ([1], [3])
sr-LIST (2], [4])
segs [simple
(7a) | FIRST simple| — | FIRST UR [1]
REST segs SR
[segs
REST UR-LIST
i | SR-LIST ]
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segs

UR-LIsT {[1])
segs
(7b) FIiST simple | — SRALIST <>
REST e-list simple
FIRST UR
SR
[segs i
ur-LisT {[1], [3])
sr-LIsT ([2], [4])
segs [complex
(8a) | FIRST complex| — | FIRST UR
REST segs | SR | SR-LIST
[segs
REST UR-LIST
i | SR-LIST
[segs ]
ur-LIST ([1])
segs
(8b) FIiST complex| — SR-LIST <>
REST e-list complex
FIRST UR [1]
L SR | SR-LIST [2]]]

[segs i
ur-LIsT (1], [2)
SR-LIST ([3])
segs
(9a) | FIRST empty| — | FIRST {empty }
REST segs UR
segs
REST UR-LIST
SR-LIST
[segs
segs UR-LIST <>
(9b) [FIRST empty| — [SR-LIST ()
REST e-list FIRST [emp,y}
L UR [1]

While it would be possible to group UR-LIST and SR-LIST into a single list, thus
simplifying the system, dividing them has an advantage visible particularly in com-
putational implementations: the UR-LIST and SR-LIST objects contain the clearest
linear phonetic representation of a particular utterance, phrase or word, which can
be invoked to generate the entire structure for the word’s PHON. For example, spec-
ifying a word’s SR-LIST is enough to predict structures for all the possible lexical
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items with that surface representation, in a manner in which specifying PHON is
traditionally used.

The UR-LIST and SR-LIST features are among the more important ones in this
framework: they are used to coordinate generated structures, most importantly ap-
pending daughter phonologies to the PHON of mother objects: words into phrases,
etc. Using them, rather than simple concatenation of entire PHON structures, al-
lows for using different subtypes of segs for different syntactic objects and restrict-
ing rules to various levels of the sentence structure. While the PHON structures
of words and phrases can be composed of different objects, the core phonological
representations are required to be the same. Such an approach combines principles
(a) and (c) mentioned in the beginning of the second section.

With these general foundations of the framework in mind, below is an exemplary
PHON structure provided according to my proposals for the English word "cat":

Mword 1
[word-segs 1
ur-LisT (K], [=], [t])
sr-LisT ([k], [], [t])
e [k]}
_Word—segs ]
ur-LisT ([a], [t])
srR-LIST {[a], [t
(10) PHON | SEG-LIST <-Eirlp[lg>ur [aeq
FIRST
5w [o
REST [word-segs T
UR-LIST <[t]>
sR-LIST (|t])
REST simple
FIRST | UR [{]
SR [t]
i i i |REST  e-list 111

As seen above, the segs hierarchy is introduced as a feature of SEG-LIST ("segment
list"), and not PHON directly. While SEG-LIST is used for linear phonology (and
rules operating on segments), other structures can be introduced into the frame-
work, eg. SYL-LIST used for syllables, similar to the solutions introduced in Bird
and Klein (1994). This expansion, though possible, will not be covered in this
paper.
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As can be also seen, the subtype of a segs object used above is word-segs. The
reason for the division of segs into various subtypes is to allow formulating rules
pertaining to a particular level of representations, as mentioned before. To pro-
vide a short example, in English - in much simplified terms - we can postulate a
constraint, working on the level of the word, demanding that all surface obstruent
clusters have to agree in voicing (in actuality, that would be true for English only
for word-final clusters). We restrict this constraint to the word level by evoking
word-segs:

word-segs word-segs
(11) [FRsT | SR obs| — | FIRST | SR | VOICE
REST | FIRST | SR 0bs REST | FIRST | SR | VOICE

With such a constraint formulated, the form [kats] will be well-formed, while
[katz] will violate the constraint. However, because the context is restricted to
the word level, the phrase [kats, dount, flar] is fine, even though the cluster [sd]
occurs across the word boundary in the phrase object’s PHON:SEG-LIST:SR-LIST.

2.3 Final Remarks

The system proposed here is an approach to HPSG phonology in which segments
are described dually in terms of their underlying and surface features, and phono-
logical phenomena are handled through constraints restricting or relating the two.
Specifying the underlying representation in lexical items would allow us further
to leave the surface representation entirely unspecified, thus the possible transfor-
mations of the phonemes (such as the ones in example (1)) can be handled purely
through constraints.

The simplest constraint linking the surface representation to the underlying one
would demand that the SR be identical with the UR. This would, of course, only
work in all contexts for an ideal language with no phonological rules (dream on?):

ph-str
UR
SR

(12) ph-str —

Actual applications of the UR/SR distinctions will be demonstrated in the follow-
ing sections using more specific examples, primarily the aforementioned Polish
voicing phenomena.

Here I would like to remark that, to focus on the general ideas of this approach,
I will not go into the topic of representing individual phonemes in terms of fea-
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tures, and my examples will be only as complex as necessary. For the exhaustive
analysis for representing phonemes, consult Bird and Klein (1994), Bird (1995,
ch. 4) and Hohle (1999). For example, in my analysis, VOICE will the the fea-
ture of rep (representation) directly, without introducing divisions such as LARYN-
GEAL/SUPRALARYNGEAL.

3 Word Final Obstruent Devoicing Meets
Obstruent Voice Assimilation

The analysis in this section is based around the data and processes in (2), with the
goal of adequately describing Polish obstruent voicing processes through HPSG
constraints. As mentioned before, there are three elements of the process:

1. Obstruents before other obstruents, including across word boundaries, assimi-
late their voice to that of the following obstruent, regressively (obstruent clusters
have to agree in voicing).

2. Obstruents before sonorants, but not across word boundaries, retain their under-
lying, distinctive voice.

3. Word-finally, voiced obstruents become voiceless before sonorants or a pause
(all word-final obstruents must be voiceless before sonorants or a pause).

The above is true for mainstream Polish, but in south-western variants, the voicing
context may be different (Hohle 1999). This will not be dealt with here, although
the provided example may easily be altered to account for different voicing phe-
nomena.

The phenomenon of word-final devoicing (3) seemingly acts at the level of the
word. However, because it can be "overridden" by voice assimilation (1), the two
processes are intertwined and both have to be dealt with at the level of the utterance
(thus, the objects utterance and utterance-segs will be involved).

Before dealing with the rule on the global level, we can use the examples in (2a)
as evidence for this phenomenon. We can establish the underlying structure struc-
ture of /d/, in simplified terms, as the following (the voiced form it takes in the
intervocalic position):

rep
obs

(13) Ur |MANNER obstruent
PLACE  coronal
VOICE +
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While the feature MANNER is specified here as obstruent, later on I will use the
object obs to stand for a group of rep objects with MANNER: obstruent. Hohle
(1999), in fact, uses the manner of articulation as a basis for subtypes of segments,
eliminating the feature MANNER, while indeed rendering obs an existing object.

As mentioned before, because the surface representation can be generated through
constraints, declaring anything about the surface structure of the phoneme would
be superfluous. Using the same descriptive structure for the underlying and the sur-
face representation, in terms of features (as opposed to alternating between phone-
mic sorts, cf. Hohle 1999, 3.25) allows us to work with, for any phonological
phenomenon, only the features in question, and also organise phonemes into nat-
ural groups by invoking the features defining the group. While /d/ in Polish can
undergo alternations of its place and manner of articulation (potentially becoming
/dz/ or, in its devoiced version, /t¢/), I am going to focus solely on the phenomenon
of voicing here, and so, only the feature VOICE will be relevant.

Also note that in this example, it is assumed that all representations are simple
objects. While epenthesis and deletion exist in Polish, they are, again, beyond
the scope of this example and the related constraints can be easily produced by
comparing both the global constraints described in the previous section and the
examples from the following one.

In Polish, we are dealing with a situation where sometimes the VOICE values of
obstruents are determined by the phonological context (before other obstruents,
at the end of the phonological word), and sometimes by faithfulness to the UR
(everywhere else).

First, we can attempt to translate the rule of voice assimilation:

utterance-segs utterance-segs
(14) | FIRST | SR obs| V | FIRST | SR | VOICE
REST | FIRST | SR 0bs REST | FIRST | SR | VOICE

This works like the English example previously used - any segment consisting of
two obstruents found in an utterance must have a singular value of voice in the SR.

Now we have to formulate a constraint determining the voice of an obstruent in
any other case (before a sonorant or a pause). We can, for example, formulate the
following:

utterance-segs
utterance-segs

simple
(15) | FIRST [SRP ] — | FIRST | SR | VOICE

obs FIRST | SR | VOICE
REST —[UR 0bs|
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The above constraint demands that if any obstruent followed by a non-obstruent
is found in an utterance, its surface voicing has to be equivalent to its underlying
voicing. This is, however, imprecise for Polish, since the actual situation is like that
only in the word-final context. But neither can we restrict the context to word-final
in any word-segs, because that would demand every single final obstruent to be
voiceless, even if the following obstruent is voiced, which would lead to violating
the previous formulated constraint (14).

One way of solving the situation would be to expand the structure of a phoneme
with a class of morphology-related features, eg. determining if it is a word-final
segment or not. This new information is introduced into the simple object as a
feature NP (for "non-phonetic"):

simple
(16) UR rep
SR rep

NP | WORD-FINAL boolean

With this expansion, we can determine all word-final obstruents in an utterance.
We first need to introduce rules to determine the value of feature WORD-FINAL:

word-segs
> word-segs
(17a) | FIRST simple
. FIRST | NP [WORD-FINAL +
REST e-list
word-segs
> word-segs
(17b) | FIRST simple
FIRST | NP [WORD-FINAL —
REST segs

Now, we can restate the previous obstruent devoicing rule to include the new infor-
mation about word-final segments, but operate at the utterance level:

[utterance-segs

simple

(18a) | FIRST |SR obs
NP | WORD-FINAL +
[REST = [UR obs]|

utterance-segs
FIRST | SR | LG | VOICE —

[utterance-segs

simple utterance-segs
(18b) [ FIRST |SR obs|| — | FIRST | UR | LG | VOICE
NP | WORD-FINAL — FIRST | SR | LG | VOICE

[REST —[UR obs]

In this case, any word-final obstruent before a non-obstruent in a complete utter-
ance is devoiced, and any non-final obstruent retains its underlying value of VOICE.
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This way also, the value of the final obstruent in the cluster is always predicted, al-
lowing the preceding obstruents to assimilate their voice to it in order to retain the
constraint (14).

Do note that we can establish other morphology-related features in NP, like a fea-
ture STEM-FINAL. In the above examples, the features are encoded into simple
structure, and would have to operate differently when introduced into a complex
object, though the above case should suffice for the presented example at least.

4 The Issue of Opacity in Turkish

The purpose of this section is twofold: to return to the processes of epenthesis and
deletion, and to demonstrate how accounting for underlying forms can be used to
deal with opacity-related issues (rule interaction at more than one level), usually
problematic in monostratal frameworks.

In Turkish (based on data for the OT analysis in Sanders 2003, 5.3), two separate
processed occur: 1. consonant clusters are broken through epenthesis, and 2. /k/ is
deleted intervocalically when a suffix beginning with a vowel follows. However, in
the case where /k/ is followed by a consonant, the two take effect at the same time:
/k/ is deleted, but triggers epenthesis nonetheless:

1. /baf/ + /m/ — [bafum]
2. lajak/ + /w/ — [ajau]

But: 3. /ajak/ + /m/ — [ajamum]

The above description is somehow simplified - there are lexical exceptions to this
rule, and the /k/ may not completely disappear (in some contexts it may become
another consonant, most importantly /j/ before front vowels, or its deletion may
lengthten the preceding vowel) - this also depends on dialectal variation. How-
ever, here, the case of complete disappearance is assumed, mainly to account for
destructive processes in which ghost segments are undesired.

One way to account for such a process in HPSG is to invoke morphology, which
is indeed a viable solution. However, I will attempt to demonstrate that with the
notion of the underlying representation, HPSG can handle such cases of opacity
purely through phonological constraints.

In a typical monostratal framework, introducing the constraints prohibiting both
consonant clusters and [k] before vowels could, possibly, lead to a situation where
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neither [ajakum] nor [ajakm] are considered well-formed while the form [ajatm]
is, but, first of all, we would have no way to arrive at it, and, more importantly,
where any cluster of two vowels would have to be acceptable, while in Turkish,
that is not exactly the case - the vowel clusters, aside from borrowings, emerge
almost uniquely from the deletion of /k/. To account for this fact, the framework
would have to postulate the presence, but not articulation, of /k/, as a ghost segment
in the cases where it is deleted, but still present for the purpose of epenthesis.

Within the framework presented, it is possible to eliminate the need for such non-
surfacing phonemes by translating the two rules (epenthesis and k-deletion) to in-
volve two different levels of representation. This should not be confused with "or-
dering" the rules, as the two constraints apply simultaneously, but take into account
the UR and the SR separately.

To begin with, epenthesis can be formulated by stating that a consonant (here, for
simplification, just /m/) can surface either as a single phone, or as a segment:

complex
ph-str simple complex-str
(19) {UR [mﬂ |:SR [mﬂ SR |FIRST [w]
REST [m]

Now, because epenthesis takes into account the underlying structure of the word,
we can translate this rule into the framework by formulating a constraint demand-
ing than any underlying consonant must be followed by a surface vowel:

(20) [segs ] s

FIRST | UR cons

segs segs segs
REST e-list REST | FIRST | SR vow REST | FIRST | SR | FIRST cons

The context for k-Deletion is the occurrence of a following vowel (in simplified
terms, again). Therefore, the necessary constraint would demand than any under-
lying /k/ followed by a vowel must not surface, ie. be an empty subtype segs object,
appending nothing to the SR-LIST:

segs segs
(21) | FIRST | UR [k] |V |FRST|UR K | = [segs }
FIRST empty
REST | FIRST | SR vowel REST | FIRST | SR | FIRST vowel

The final result of the two constraints (20 & 21) is that the only permissible situ-
ation is the one where deletion and epenthesis co-occur. The presence of an un-
derlying /k/ triggers an epenthesis, but the /k/ does not surface itself, because it is
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followed by a surface vowel. The presence of a non-surfacing /k/ may also be used
to formulate a constraint demanding the aforementioned vowel lengthening.

5 The Conclusion

With the presented examples and the description, I hope to have shown that it is
possible to have a functional phonological framework utilising underlying forms
in HPSG, which would tackle neutralisation and opacity without going into arbi-
trary complexity. Although other proposals for handling phonology in HPSG exist
and, indeed, are constantly being developed, the approach presented here aims
to be widely applicable and resolve phonetic alternations on purely phonological
grounds, while still leaving a lot of space for expansion and not being detached
from the structures of morphology and syntax.
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Abstract

This paper explores the use of HPSG for modeling historical phonolog-
ical change and grammaticalization, focusing on the evolution of the pro-
nunciation of word-final consonants in Modern French. The diachronic ev-
idence is presented in detail, and interpreted as two main transitions, first
from Old French to Middle French, then from Middle French to the mod-
ern language. The data show how the loss of final consonants, originally
a phonological development in Middle French, gave rise to the grammati-
calized external sandhi phenomenon known as consonant liaison in modern
French. The stages of development are analyzed formally as a succession of
HPSG lexical schemas in which phonological representations are determined
by reference to the immediately following phonological context.

1 Introduction

The prevalence of silent final consonants is a striking feature of French orthogra-
phy. Even English speakers with no direct knowledge of French may be aware
of this, if they know the approximate spelling and pronunciation of familiar loan
words such as those in (1a). On the other hand, the equally familiar examples in
(1b) show that final consonants are pronounced in some French words.

(1) a. s’il vous plait [si(I)vuple], merci beaucoup [meusiboku], rendez-vous
[padevu], faux pas [fopa], coup d’état [kudeta)]
b. cul-de-sac [sak], bonjour [bdzus], apéritif [apewitif |, No&l [noel]

As we will see in more detail below, the final consonants in all of these words
correspond to sounds that were pronounced in older stages of French, but were then
subject to a process of deletion that targeted different consonants and different se-
ries of words to varying degrees. The resulting distribution of pronounced vs. silent
consonants was further complicated by normative pressure and orthographic influ-
ences (“spelling pronunciation™), as well as analogical tendencies, with significant
but haphazard effects.

The preservation of silent final consonants in French orthography is thus moti-
vated by historical considerations, and enforces distinctions in writing that are no
longer made in speech. For instance, the singular and plural nouns in (2a) and the
verb forms in (2b) all share the same pronunciation:

(2) a. cou/cous “neck(s)”, coup/coups “strike(s)”, colit/coiits “cost(s)” [ku]
b. couds/coud [ku] (from coudre “sew”)
More significantly, the consonants in question may be silent in some contexts but

pronounced in others, giving rise to synchronically active ()~C alternations. First,
the addition of a (vowel-initial) inflectional or derivational suffix can “reactivate”

TThis research was undertaken as part of the PHONLEX project, directed by Jacques Durand,
with support from the French National Research Agency (ANR).
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the stem-final consonant. For example, the masculine singular adjective bourgeois
is pronounced [burzwa], but the feminine bourgeoise [buszwaz] and the derived
form bourgeoisie [buszwazi]| both contain a pronounced intervocalic “s” (realized
as [z]). Further examples of this morphological alternation are shown in (3):

(3) découpage [dekupaz] vs. coup [ku]
débutante [debytat] vs. début [deby]

Similarly, and most importantly for our purposes, a normally silent final con-
sonant may be pronounced in connected speech when followed immediately by a
vowel-initial word. This ()~C alternation is a well-known feature of French pro-
nunciation known as “consonant liaison”. The examples in (4) are all plural NPs
in which both words carry the plural marker “s”, which as illustrated in (2a) above
is normally silent. However, because the second word in (4a) begins with a vowel,
the liaison consonant [z] appears as a contextually-licensed phonological realiza-
tion of plural marking. This [z] cannot appear in (4b), where the second word is
consonant-initial.

(4) a. Champs-Elysées [ [azelize], Etats-Unis [etazyni]
b. champs fleuris [ [aflgri] (“flowery fields”),
Etats Généraux [etazenewo] (“Estates-General™)

Further examples of liaison in [z] can be found in the expressions Beaux-Arts
[bozax| and vis-a-vis [vizavi]. Other frequently occurring liaison consonants are
[t] (prét-a-porter |pwetaposte]) and [n] (bon appétit [bonapeti], vs bon voyage
[bivwajagz]).

The analysis of consonant liaison has been the subject of active debate, par-
ticularly in generative phonology. An early approach assumed underlying phone-
mic forms containing a final consonant, which was then deleted in the appropri-
ate contexts — i.e., before another consonant or before a prosodic boundary —
by a “truncation” rule (Schane, 1968). The data above can be dealt with using
such a rule, which broadly speaking reproduces the historical evolution responsi-
ble for the modern forms. But not all cases of liaison can be adequately analyzed
in terms of truncation, and more concrete approaches assuming representations
closer to the surface forms can be shown to provide a more complete account of
the data. The analyses proposed in the HPSG literature naturally tend to follow
this surface-oriented, non-transformational approach. See for example Bonami
and Boyé (2003) for the morphophonology of prenominal adjectives and Bonami
et al. (2004) for the interaction of syntactic and phonological constraints in liaison.

From a diachronic perspective, however, the abstract representations and op-
erations considered in more recent work to be unnecessary and unmotivated for
synchronic analysis become the principal objects of study, corresponding to histor-
ically attested or reconstructed forms and their evolution over time. Analyses of
language change are thus surface-oriented and transformational at the same time.

The hypothesis adopted in this paper is that while the grammar of a language
can change radically within the space of a few generations, this global change is
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the sum of smaller, individual changes that can be modeled in terms of succes-
sive, overlapping alternative grammars corresponding to periods of variation (i.e.
coexisting, competing analyses) eventually leading to reanalysis.!

2 Early developments

The sound changes that led to the development of French from Vulgar Latin have
been extensively studied and are relatively well established, although authors often
disagree on points of detail and chronology.> The loss of final consonants men-
tioned in the previous section as the source of consonant liaison began at the end of
the Old French? period (from the 13th century onwards), but a number of changes
from earlier periods are also relevant, and will be outlined here.

A major difference between Latin and French is the position of word stress.
Polysyllabic words in Latin were stressed on the penultimate or antepenultimate
syllable, while in French word stress falls on the final full syllable. This differ-
ence is not the result of massive stress shifts in French. In most words, the stress
remained on the same syllable, but all following syllables at the end of the word
were systematically reduced.

Already in Vulgar Latin, the antepenultimate stress pattern was largely elimi-
nated by deletion of the post-tonic vowel. Later (but still in the pre-literary period
of Gallo-Romance) final syllables were reduced: a was weakened to become the
central vowel ¢ (the precusor of modern “mute e”’), while most other vowels were
deleted altogether.

(5) a. tabula > tdbla > tdble “table”
b. célapu(m) > célpo > colp “strike”

Final consonants (other than m) were preserved and did not stand in the way of the
reduction/loss of final vowels:

(6) a. béllas > béles “beautiful-fp!”, béllos > bels “beautiful-mp!”
b. pértat > portet “[he] carries”, ténet > tient “[he] holds”

Vowel deletion created many new final consonants and consonant clusters. These
underwent devoicing (in the case of the obstruents d, 8, v, z > ¢, 0, f, s5), and most
clusters of three consonants were simplified by deleting the second element.

(7) a. novu(m) > neuf “new”, grande(m) > grand > grant “large”

b. coélapos > colps > cols “strikes”, t€mpus > temps > tens “time”

ICf. the approach to grammaticalization of Harris and Campbell 1995. For an earlier approach to
formalizing reanalysis in HPSG to model syntactic change, see Bender and Flickinger (1999)).

2See e.g. Bourciez and Bourciez (1967); Fouché (1961); Zink (1986).

3The following abbreviations and approximate chronology are adopted in this paper: Old French
“OFr” (10th—13th cent.), Middle French “MidFr” (14th—16th cent.), Modern French “ModFr” (17th
cent. to present day).
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These changes bring us to the period of the earliest surviving OFr literary texts
(11th century). From this point on, we have textual evidence of the effects of
sound changes in progress, keeping in mind that written forms are only an indirect
representation of contemporary pronunciation.

The erosion of final consonant clusters continued, extending to sequences of
two consonants. Various changes affected the first consonant in such clusters: vo-
calization of [ to u, deletion of obstruents, but preservation of r and n. The second
consonant was usually maintained. One effect of this change was that stem conso-
nants were frequently deleted in favor of inflectional suffixes (s or 7).

(8) a. vivere > vivre “to live”, vivo > vif “[I] live”
vs. vivit > vift > vit “[he] lives”
b. colp > coup “strike” vs. col(p)s > cous “strikes”
sdccu(m) > sac “sack” vs. sdccos > sacs > sas “sacks”

This had particularly significant consequences for nominal morphology, because
the stem allomorphy in words like (8b) helped trigger a change in the status of the
final stem consonant (see §4.2).

Single final consonants were maintained through the end of the OFr period,
with one exception: 6. In most cases this consonant developed from an intervocalic
t or d in Latin, which became word-final after the deletion of final vowels. The
sound weakened and fell silent by the end of the 11th century:

(9) a. maritu(m) > marif > mari “husband”
nep6te(m) > neveub > neveu ‘“nephew”
b. fide(m) > feif > foi “faith”
mercéde(m) > merceif > merci “mercy”

Another important source of 6 was the 3sg verb ending -, which already showed
signs of weakness in Vulgar Latin. Following the loss of final vowels in Gallo-
Romance, this ¢ was reinforced if it came into contact with another consonant. In
such cases, t was maintained (10a), even if the reinforcing consonant was subse-
quently lost through cluster simplification. Following a vowel, on the other hand, ¢
> 6 was lost at the same time as the cases in (9).

(10) a. doérmit > dormt > dort “[he] sleeps”,
présit > prist > prit “[he] took”
b. portat > pérted > porte “[he] carries™

s

dormi(vi)t > dormif > dormi “[he] slept”

The earliest OFr texts still contain written forms with final “t/d” (e.g. Paris and
Pannier, 1872, pp. 97-99), but these letters rapidly disappeared from the orthogra-
phy, except in exceptional cases like er “and”. This consonant left no phonological
traces in later stages of French. It should be mentioned, however, that orthographic
“t” was later reintroduced analogically in some 3rd person verbs like dormit “[he]
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slept” and fut “[he] was”, which then rejoined forms like (10a) where ¢ had always
been preserved.*

3 Middle French

In the second half of the 12th century, a new wave of deletions began, affecting all
remaining final consonants. The process was a very gradual one, however, contin-
uing through MidFr and beyond. For various reasons, these changes in pronuncia-
tion did not generally lead to stable orthographic changes. The relatively phonetic
spelling of the 12th century began to lag behind the evolution of the language, and
silent letters became an increasingly pervasive feature of French orthography.

3.1 Texts and evidence

The texts of this period do offer occasional indications of consonant loss, including
the simple omission of the relevant letters (froi instead of trois “three”, naturé in-
stead of naturel “natural”) or the substitution of non-etymological — presumably
also silent — consonants (coureux for coureur “runner”, sant for sang “blood”).
Poetry is a particularly rich source of evidence, because the loss of final consonants
made available many new pairs of rhyming words: vert:vers, rechief:bouclier.’
But given the conservative nature of poetic pronunciation, such rhymes only be-
came accepted long after the loss of the consonants in popular speech. Further-
more, the ends of verses constitute a highly specific prosodic context where words
were not necessarily pronounced as they would have been in connected speech.

Contemporary metalinguistic descriptions confirm, in fact, that the pronunci-
ation of final consonants varied according to the immediately following context.
The practice of pronouncing the same written word in distinct ways depending on
what follows, which as we saw in §1 is so characteristic of ModFr, was already in
place, in some form, by the 13th century. One of the rare linguistic texts from this
period, the Orthographia Gallica, contains the following rule: “Whenever a word
beginning with a consonant follows a word ending in a consonant, the consonant of
the preceding word must not be pronounced, even though it is written, for example
apres manger must be pronounced apre manger.”’

The available evidence points to a weakening of word boundaries in late OFr,
such that a -C#C- boundary came to be treated like a medial consonant cluster,
and thus subject to various simplification processes that had already left their mark
within words in OFr. In general, the first consonant in such sequences was deleted,
but different combinations were presumably affected at different times, and to vary-
ing degrees. One would expect, for instance, for final obstruents to have survived

*For the history of the analogical epenthetic ¢ in inversion constructions like Porte-t-il ? “Does
he carry?”, see Tseng (2008).

SFouché (1961, p. 663, 783), Brunot (1966, p. 430)

Fouché (1961, p. 664, 783)

"Translation of Rule VIII, Stiirzinger (1884, p. 17-18).
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longer before words starting with “r”” or “1”, cf. the hypothetical example petit rost
“small roast” of Morin (1986), in which the [t] should have been temporarily pro-
tected from deletion as part of the resyllabified complex onset [tr]. Unfortunately,
the texts of this period do not allow us to reconstruct the progression of the sound
changes to this level of detail, and by the end of MidFr, all consonant initial words
constituted triggers for deletion of a preceding final consonant. Here are some ex-
amples from the earliest recognized grammars of French, dating from the mid-16th
century (Thurot, 1883):

(11) a. sans cause, soubz couleur, ung combat tel, faictz plaisans, suis sayn
san cause, sou couleur, uncombatel, faiplaisans, suisayn

“without cause, under color, such a combat, pleasant facts, [I] am
healthy” (Palsgrave, 1530)

b. Les femmes sont bonnes “The women are good”
¢ femme son bones (Sylvius, 1531)

Not all final consonants were affected uniformly by this process. According to
Palsgrave, m, n, and r were not deleted in preconsonantal contexts; the same three
exceptions were already mentioned in the Orthographica Gallica. Other grammar-
ians of Palsgrave’s time say that final r was in fact deleted, at least in some words,
such as infinitives in -er. On the other hand, they recommend the pronunciation of
many consonants that Palsgrave says are silent (in particular f, [, and ¢/g). Upon
closer examination, the increasingly abundant phonetic descriptions of this period
(16th—17th cent.) contain many contradictory details, reflecting the different au-
thors’ individual opinions about a system that contained areas of instability and
variation, for reasons that will be discussed in the following sections.

Before a vowel-initial word, consonants were preserved, as the weakening of
the word boundary -C#V- led to the resyllabification of the consonant from coda
to onset position. The fricatives [s] (written “s/x/z”) and [f], which after the final
cluster simplifications described in §2 occurred only after vowels or the sonorants
r/n, underwent voicing to [z] and [v], respectively, in words like cors “body” and
vif “alive”. Final stops were not affected in this way, so for example final “t/d”
retained the unvoiced pronunciation [t] before a vowel in words like tout “all” and
quand “when”. (With only minor modifications, this is still how liaison consonants
are pronounced in ModFr.)

The following examples from Saint-Lien (1580) illustrate the preservation of
final consonants in pre-vocalic contexts, which is obviously the origin of consonant
liaison in ModFr (Thurot, 1883):3

(12) a. toutainsi que tu fais aux autres “‘just as you do unto others”
tou tinsike tufai zau zautres

b. vous estes un homme de bien “you are a good man”
vou zeste zun nome de bien

8See also Livet (1859, p. 508).
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The early grammarians mention isolated exceptions to this rule concerning pre-
vocalic contexts. For example, as mentioned at the end of §2, the final “t” of et
“and” was purely orthographic, and was never pronounced, even before a vowel.
Such cases rapidly multiplied in ModFr, as the status of final consonants evolved.

Finally, we need consider the pronunciation of final consonants with no im-
mediately following word. Given the hypothesis that the changes described above
resulted from the weakening of word boundaries at the end of the OFr period, fi-
nal consonants should not have been affected in these “pre-pausal” contexts. One
manuscript of the Orthographia Gallica seems to confirm this: “But at the ends
of sentences or in the middle of a sentence at a pause, [consonants] can be pro-
nounced”.’ The grammarians of the 16th century maintained this general rule, as
we can see from the ends of the examples in (11-12), but with many exceptions.
For Palsgrave, for example, final m, n, r, and s/x/z were distinctly pronounced, but
¢, f, I, p, and t were “but remissely sounded” (13a). On the other ahnd, final ¢ and
p following a/e retained their full sound (13b).

(13) a. auec, soyf, fil, beaucoup, mot
aue, soy, fi, beaucou, mo

“with, thirst, thread, much, word”

b. chat, debat, ducat, combat, hanap, duvet, regret, entremet “dessert”

Again, there was much disagreement from author to author concerning individual
words or series of words. The overall tendency in the transition to ModFr was for
more and more final consonants to fall silent in pre-pausal contexts.

3.2 Summary of sound changes

The rather jumbled picture that the early grammars present is the product of new
forces that were partially dismantling the phonetic changes of the preceding period.
To summarize the earlier changes, recall that in OFr period, the erosion of final
unstressed syllables created a rich inventory of final consonants, and consonant-
final words had the same pronunciation in all syntactic/prosodic contexts. The
MidFr sound changes described in the previous section affected final consonants
according to the immediately following phonological context:

(14) a. Final consonants were lost before a following consonant-initial word.
Final consonants were preserved before a following vowel-initial word,
with voicing of [s] (and [f]).

c. Final consonants were preserved before a pause.

This purely phonological formulation is an idealization that ignores syntactic and
lexical conditions that are likely to have existed, but for which we have insufficient
evidence. The process eventually extended to all consonants, but some words were
affected much later than others, in particular several series of words ending in r,

“Translation of H79, Stiirzinger (1884, p. 18).
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[, and f (Fouché, 1961, p. 669-70). The process lost steam and gave way to other
developments towards the end of the MidFr period (that is, before the 16th century
and the publication of the first grammars).

After the application of (refconx), some words still had a single, context-
independent pronunciation, e.g. those ending in a full vowel. But consonant-final
words developed two distinct pronunciations: a long form, corresponding to the
original, historical pronunciation and used in pre-pausal and pre-V contexts, and a
short form, derived from the long form by truncation and used only in pre-C con-
texts. Words originally ending in [s], and some ending in [f], developed a distinct
pre-V long form in [z]/[v], so three contextually-determined forms in all.

4 Modern French

In this section we trace the development of the ModFr pronunciation of final conso-
nants as the new changes already visible in the grammatical descriptions of the 16th
century took hold. The effects of these changes, which were not purely phonolog-
ical in nature and were highly unpredictable, led to major changes in the inventory
and distribution of contextually alternating forms.

4.1 From Middle French to Modern French

While the roots of ModFr consonant liaison are already clearly visible in the ide-
alized system described in §3.2, the pronunciation of this stage differed from the
ModFr system in several respects.

First, many words no longer have distinct contextual forms in ModFr. For
example, the noun coup “strike” now always has a silent consonant, while the
preposition avec “with” always has a pronounced final [k]. Second, for words that
do still have distinct forms, their distribution is no longer determined exclusively
by the following phonological context. In particular, the short form, originally
restricted to pre-C contexts, is now often found before vowels, for example in cases
of unrealized optional liaison (foujours ici “still here” [tuzugisi]).

Finally, the pre-pausal context in ModFr has realigned with the pre-C context.
This means, significantly, that the short form has become the form of the word
used in isolation, i.e. the citation form. While the citation form does not necessar-
ily reveal the basic or “underlying” phonological form, it does represent the core
phonological content of the word, perceived by speakers as sufficient for its iden-
tification. As an example, the phonological form [boku] is recognized as the word
beaucoup in ModFr, while [bokup] is a contextually restricted form that cannot
be uttered in isolation. The situation at the end of MidFr, after the application
of the changes in (14), was the opposite: the short form [boku] would have been
unacceptable out of context, because the citation form of the word was [bokup].

The usage described in 16th century grammars does not exactly reflect the
results of the MidFr sound changes in (14); the effects of further developments can
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already be observed at this time. Recall from (13), for example, that for Palsgrave,
many final consonants were silent before a pause. The following transcription by
H. Estienne (1582) gives an example of late MidFr pronunciation (Livet, 1859, p.
381-82):

(15) Vous me dites tousiours que vostre pays est  plus grand de beaucoup et
Vou me dite touiours que votre pays est[?] plu gran de beaucoup e
plus abondant que le nostre, et que maintenant vous pourriez bien y viure
plus abondan que le notre, e que maintenan vou pourrie bieny viure
a meilleur marché que nous ne viuons depuis trois mois en ceste ville :

a meilleur marché que nou ne viuon depui troi mois en cete ville :
mais tous ceux qui en viennent parlent bien vn autre langage
mai tou ceux quien viennet parlet bien vn autre langage

“You always tell me that your country is much larger and more abundant
than ours, and that now you could live well there, more cheaply than we
have been living for three months in this city: but all those who come from
there speak another language”

Etienne’s transcription is mostly consistent with the effects of the MidFr sound
changes, keeping in mind that he does not indicate voicing alternations, and that it
is not possible to distinguish pronounced and unpronounced nasals using his naive
notation.

The final consonant is pronounced in fousiours, ceux, and viennent, although
they are followed by consonants. These are not exceptions to truncation (14a),
but instances of pre-pausal pronunciation (14c), reflecting the presence of prosodic
boundaries before sentential complements and around relative clauses. Estienne
explains that these consonants could be dropped in rapid speech. They must be
dropped in ModFr.

The pronounced final consonants in meilleur and parlent do constitute excep-
tions to (14a). As mentioned above, words ending in  were among the last to be
affected by truncation, and thus among the first to respond to normative and ana-
logical influences working to revert the change. The [r] of meilleur was restored
in pre-C contexts before the end of MidFr, and survived in ModFr. The pre-C pro-
nunciation of ¢ in parlent was also a normative reaction, to prevent the merger of
singular and plural 3rd person verb forms. This pronunciation, unlike the previous
one, was not adopted in ModFr. Note finally that if Etienne’s transcription of est
with two pronounced final consonants in pre-C context is accurate, it represents a
completely artificial spelling pronunciation, recommended to my knowledge by no
other grammarians, and totally abandoned in ModFr.

The transcribed passage contains no exceptions to the rule requiring the pro-
nunciation of consonants in pre-V contexts (14b). We can see that liaison was more
systematic at this stage, realized whenever the phonological context allowed it, for
example in the sequences pays est, beaucoup et, and mois en. This pronunciation
is no longer posible today, because ModFr imposes additional syntactic constraints
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on liaison (e.g., no liaison between subject and verb, no liaison after a prepositional
phrase).

4.2 Contextual alternations in Modern French

This section examines in more detail the various ways in which contextually alter-
nating forms were reorganized and reanalyzed in ModFr.

We have seen that the pronunciation of words like foujours and beaucoup be-
fore a pause changed in early ModFr, from the long forms [tujurs] and [bokup]
to the short forms [tujus] and [boku]. This could be seen as an extension of the
MidFr sound change, with final consonant truncation spreading from pre-C to pre-
pausal contexts. This cannot be the only explanation, however, for a number of
reasons. First, contemporary descriptions do not document a process of gradual
phonetic loss. It is true that, immediately after providing the transcriptions in
(13a), Palsgrave writes, “how be it, the consonant shall have some lyttell sounde”
(ch. 27). Similar recommendations continue into the 17th century: “Il ne faut
pas la prononser trop distinctemant” (Dobert, 1650). It is unclear, however, just
what the phonetic interpretation of such remarks should be. Other authors explic-
itly recognize the co-existence of two competing pronunciations, one with and one
without the final consonant: “cette lettre [p] est indifferente. . . quelques personnes
font cette lettre muétte, mais il vaut mieux la prononcer” (De la Touche, 1696).1°
The change evidently involved two overlapping usages, one of which eventually
replaced the other, and not a progressive phonetic erosion (e.g. [p] > [¢] > ).

A second argument against treating pre-pausal “truncation” as a sound change
is that it did not apply systematically. Although many words lost their final con-
sonant pre-pausally, many others retained, or even regained theirs. As one illus-
tration of this, three of Palsgrave’s examples in (13a) now have pronounced final
consonants: avec, soif, fil. And finally, it seems unlikely that pre-pausal trunca-
tion (when it occurred) could be an extension of pre-C truncation, since this last
process was no longer productive at this stage; we observe no new deletions after
the 16th century, and in fact, final consonants were reappearing for many words
in pre-C contexts. An important factor here is the adoption of large numbers of
Latinate borrowings in the learned usage of this period. These words reintroduced
many consonantal sequences that had disappeared from the inherited lexicon, and
undermined the phonotactic pressures that once motivated (14a).

We can conclude that the changes affecting the pronunciation of final con-
sonants in ModFr were therefore not primarily phonological. They were instead
guided by functional pressures (the tendency to neutralize unnecessary distinc-
tions) and, to a surprising extent, normative influence. The contextual alternation
of word forms introduced in MidFr was a costly complication in the grammar. It
may have eased pronunciation, but it offered absolutely no other functional advan-
tages. On the contrary, stem consonants and inflectional suffixes were deleted in a

10Cited by Thurot (1883).
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significant proportion of word tokens.!! The language compensated by developing
other strategies, such as making determiners and subject pronouns obligatory, giv-
ing rise in the end to a system where for the most part speakers could simply do
without the information so unreliably encoded by final consonants.

It would have made sense, given these circumstances, for contextual alterna-
tions to be eliminated altogether. This is in fact what happened for many words,
in particular for the entire class of singular nouns (outside of fixed expressions).
We have already seen, for example, that pre-C truncation came relatively late for
many words ending in r/l/f (e.g. trésor, calcul, relief), and that normative forces
were often successful in reversing its effects (Fouché, 1961, p. 669-70). The fi-
nal consonant was also restored in many monosyllables, e.g. duc, cap, chef. This
tendency is partly explained by functional considerations: a final consonant repre-
sents a major portion of the phonological content of a monosyllable, and without
it, many words become homophonous and therefore ambiguous.

The question is, then, why final consonants were not restored more systemati-
cally, since there would always be some functional advantage to be gained. More-
over, since the final consonant was still pronounced in pre-V and pre-pausal con-
texts, its “restoration” was a simple matter of generalizing the form used in these
contexts to pre-C contexts. (This process was obviously an analogical change, not
a sound change.) The fact is, however, that most nouns did not follow this path: in-
stead, contextual alternation was eliminated by deleting the final consonant across
the board.

This was a process that had already started in OFr: recall from §2 that nouns
regularly lost their final consonant in the plural, through cluster simplification (8).
The presence of the plural marker [s] presumably served as a clue to the listener
that a consonant might be missing, and moreover this consonant was still sys-
tematically pronounced in the singular. But this alternation meant that the final
consonant was no longer absolutely necessary for recognizing the word. When the
MidFr sound changes applied, the stem-final consonant disappeared even from the
singular form, in pre-C contexts, and the status of this consonant as part of the
phonological identity of the word was further weakened. It was still pronounced in
pre-pausal and pre-V contexts in the singular, but for many nouns, this proved to
be insufficient motivation for maintaining the original form of the noun.

Polysyllabic nouns generally had a rich enough phonological content to do
without one consonant: appétit, estomac. And though monosyllabic nouns showed
more resistance, as explained above, in many cases they too lost their final conso-
nant. For example, for nouns like drap “sheet” or clef “key”’, which appeared more
frequently in the plural, or coup, which occurred frequently in phrases of the form
coup de, usage favored forms with a silent final stem consonant (Fouché, 1961, p.
676-77). In such cases, the consonant disappeared completely, eliminating contex-
tual alternation in favor of a single, truncated form. Again, this was a case of form

""To take one example, at least one out of three occurrences of the nominal case and number
marker s became silent, according to Zink (1989, p. 36).
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replacement, not a phonological process of truncation: the pattern for these nouns
was for the pre-C form to generalize to pre-pausal contexts, and then later to pre-V
liaison contexts.

The phonological identity of singular common nouns thus changed in one of
two ways, depending on whether the historical final consonant was lost every-
where, including pre-V and pre-pausal contexts, as in the case of clef (now also
written “clé”) or restored everywhere, including pre-C contexts, as in chef. Re-
call from (14b) that final s/f were originally pronounced [z]/[v] in pre-V contexts.
Nouns where final s/f were restored as non-alternating final consonants eventually
stopped undergoing voicing, and presented a single phonological form in all con-
texts: e.g. beeuf “bull” is now pronounced invariably with an [f], but in early ModFr
we find transcriptions like le beuv et la vache “the bull and the cow” (Raillet, 1664)
and du beu va la mode “dish of braised beef” (De la Touche, 1696).

For other classes of words, contextual distinctions were not completely neu-
tralized; these are the words that participate in consonant liaison in ModFr. The
majority of these words are inflected forms (e.g. plural nouns and adjectives, con-
jugated verbs), which means that the final consonant corresponds to a grammatical
ending (or part of it) and is not part of the stem. This explains why the pronun-
ciation of these words developed more or less uniformly, without the haphazard
lexical variation that we just observed for singular nouns. Furthermore, the only
consonants involved here are [z] and [t].

The fact that inflectional suffixes encode morphosyntactic information may ex-
plain why these consonants were not lost altogether, and the fact that this infor-
mation is often redundantly encoded in more than one place in the sentence may
explain why they were not restored across the board. Instead, ModFr has simply
retained a version of the MidFr system, with a prononced final consonant in certain
contexts, and a silent consonant elsewhere. But compared to MidFr, the contexts
where the final consonant is pronounced have been reduced severely: it now only
occurs in some pre-V contexts, and not at all before a pause.

Before exploring the reasons for this development, let us mention the other
classes of words that have maintained contextual forms in ModFr. These include
closed-class items (pronouns, determiners, conjunctions), but also many content
words (prepositions, adjectives, adverbs). In these cases, the final consonant can be
part of the root or a derivational suffix, like -eux or -ment. It is not surprising to find,
within these same word classes, examples of words where the final consonant was
fully restored in all contexts, e.g. il “he”, leur “their”, bref “brief” (often involving
the final consonants r/I/f, as we see here). There are extremely few cases of across-
the-board generalization of the truncated form (possible examples include hors
“outside”, bientdét “soon’”), because the proclitic nature of most of the members
of these classes ensured the survival of liaison in pre-V contexts. In the case of
adjectives, the liaison consonant was also preserved by analogy with the feminine
forms: e.g. petit/petite “small”, premier/premiére “first”.

Just as for the inflected forms in [t] and [z], the final consonants of these other
alternating words are no longer pronounced in ModFr before a pause (or in isola-
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tion). As explained above for singular nouns (which have basically followed the
same evolution, taken one step further), the prevalence of truncated forms in MidFr
diminished the role of final consonants, and the core phonological identity of these
words was eventually “updated” to reflect this. Another way to view this shift is
to say that in MidFr, the unmarked form of a word was its long form, and the
truncated form had to be licensed by a special context (pre-C). Once the language
adapted to rely less on the presence of the final consonant, the the truncated form
was able to take over as the unmarked form, and gradually spread analogically to
pre-pausal contexts. For many words, both forms existed as stylistic variants in
this context until the end of the 17th century (recall the quotations at the beginning
of this section). The short form eventually won out, and the realization of the fi-
nal consonant became restricted to an ever smaller set of pre-V liaison contexts.
In current French, competition between long and short forms can be observed in
many pre-V contexts (the phenomenon of optional liaison).

It should be mentioned, finally, that a few words in ModFr seem to preserve
the MidFr distribution of contextual forms, with a truncated form in pre-C contexts
but not in pre-pausal contexts:

(16) a. huit femmes [yifam] ‘8 women’, huit hommes [yitom] ‘8 men’,
il y en a huit [vyit] ‘there are 8’
b. dix femmes [difam] ‘10 women’, dix hommes [dizom] ‘10 men’,
il y en a dix [dis] ‘there are 10’

These words (which will not be included in the formal analysis of the following
section) can be considered to be remnants of the MidFr system. Because of their
frequency, and the types of constrcuctions in which they appear, they have managed
to avoid the more dominant paths of development described above. These words
exhibit a good deal of instability, in part as a result of pressure from the more
prevalent pattern, but we cannot conclude that they consitute a completely non-
productive class.

5 HPSG formalization

The foregoing discussion described two transitions in the evolution of French final
consonants: the sound change introducing contextual forms in MidFr, and different
paths of simplification and reanalysis of the contextual alternation in ModFr.

5.1 Phonological context

The changes in question involve the phonological content of word forms, but they
are conditioned by the properties of the surrounding context. One way of handling
this kind of phono-syntactic interaction is to enrich lexical representations with
information about the phonology of adjacent elements. I adopt a variant of the
PHON-CONTEXT model of Asudeh and Klein (2002), which defines the following
constraint on phrasal constructions:
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(17) construction —

[PHON | P-CTXT } {PHON | P-CTXT } e
DTRS
{PHON | P-CTXT p-ctxt}

Each daughter in the construction is given full access to the sign of the immediately
following daughter. It is clear that this formulation is too unconstrained; exactly
how much contextual information should be made visible in this way is an open
empirical question. In the following analysis, alternating words only need to refer
to the first segment of the phonology of the immediately following word (and to one
more abstract feature, to be introduced below). Also note that, unlike Asudeh and
Klein, I do not a nil context for the last daughter in (17). This value needs to be left
underspecified, in case the construction is embedded with a larger construction,'?
or instantiated as nil by a root utterance constraint.

5.2 Introduction of contextual forms

We being by sketching an analysis of the OFr system, the starting point for the
transition summarized in §3.2. At this stage, consonant-final words showed no
contextual alternation at syntactic word boundaries. In other words, an OFr word
can be assigned a lexical entry with a simple PHON value, encoding the unitary
pronunciation of the word in all contexts, and making no use of the P-CTXT appa-
ratus just introduced. Phonological processes active at this time (final devoicing,
final cluster simplification) did give rise to alternations between forms of the same
lexeme (masculine vs. feminine, singular vs. plural), which later became gram-
maticalized as instances of paradigmatic stem allopmorphy, for example vif/vive
“alive”, coup/cous “strike(s)”, cf. the examples in (8). The significance of this de-
velopment was discussed in §4.2, but its formal analysis is not directly relevant
for our purposes, since it involves relations between the lexical entries of distinct
inflected word forms.

The sound changes in (14) introduce contextual alternations in the pronuncia-
tion of a single word. This development can be modeled by assigning consonant-
final words lexical entries with complex PHON specifications, with disjunctive
clauses corresponding to the phonological contexts giving rise to form alternation.

18) [ l

SEGS s-z([1)

SEGS <v0w,. .. >}

SEGS  trunc(l@)

seos (cons.... |

SEGS

P-CTXT nil P-CTXT

PHON

P-CTXT

"’In fact the rightmost daughter should structure-share its P-CTXT with the mother construction, so
that contextual information can be passed down through levels of syntactic embedding to the relevant
lexical element.
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In this analysis, the pre-pausal form (encoded by the first disjunct, specifying a
null P-CTXT) is taken as the basic form, corresponding to the historically original
form, inherited from OFr. The pre-V form is identical except that final [s] and [f]
undergo voicing; this is indicated by the phonological function s-z applied to the
basic form [1]. The pre-C form is derived by truncation of the final consonant of the
basic form.

The adverb foujours, for instance, has the PHON value shown in (19a), with
three distinct pronunciations, while beaucoup has just two (19b), because [p] is
not affected by s-z. (I assume modern phonetic values for vowels and consonants
elsewhere in the word, for expository purposes.)

19 . - _
(19) a SEGS <t,u,3,u,H,s> y SEGS s-z([1) —<t,u,5,u,};,z>
P-CTXT nil P-CTXT {SEGS <v0w,. .. >}

SEGS trunc() = <t,u,3,u,H>

V
P-CTXT [SEGS <cons,. .. >]

SEGS <b,o,k,u,p> y SEGS  s-z([) =
P-CTXT nil P-CTXT [SEGS <vow,...>}

SEGS trunc(@) = <b,0,k,u>

vV
P-CTXT {SEGS <cons,. .. >}

As discussed in §4.2, the role of the final consonant was weakened by the
frequent occurrence of the truncated form. This triggered various developments
in the next stage of the language.

5.3 Transitions to ModFr pronunciations

For the majority of words, the major change in ModFr was the introduction of
variation in pre-pausal contexts. The original long form and the truncated form co-
existed for a time (20a), before the eventual triumph of the truncated form (20b).

(20) a. | l

SEGS s-z([0)

seas (vow.... |

SEGS trunc([)
%
porxr[secs (cons....)

SEGS Vv
P-CTXT nil

P-CTXT

PHON
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b. SEGS

P-CTXT nilV {SEGS <cons, e >}

~> | PHON o
SEGS liaison([2])

secs (vow....)

P-CTXT

A number of important shifts are involved in the transition to (20b). The form
is now the more frequent form, and the citation form. The historical long form
loses its status of basic form. In fact, for words like foujours, the original form
with final [s] no longer appears in any contexts; we are left with only the two
“derived” pronunciations [tuzur] and [tuzusz]. The relationship between these
forms is consequently reinterpreted as shown in (20b): [2] is now the basic form,
and the pre-V form is derived from it by a new process, labeled liaison.

The function liaison cannot represent a simple phonological process. The rela-
tion between liaison forms and non-liaison forms is grammaticalized in the form of
a two-slot paradigm, which is used in the analysis of all manifestations of liaison
in ModFr, including those that have historical origins other than the final conso-
nant deletion described throughout this paper. The slots of the paradigm can be
filled in in several different ways. In all of the examples considered up to now, the
liaison form is derived from the non-liaison form by the addition of an extra final
consonant. This “latent” consonant can correspond to an unpredictable (historical)
root consonant (21a), or it can be systematically associated with the grammatical
features of the word (b). In such cases the identity of the latent consonant must be
encoded somewhere in the lexical representation of the word, but not as part of its
core phonological content.!® The liaison form can be suppletive (21c,d), or it can
be defective (e).

21 non-liaison | liaison form
a. boku bokup beaucoup ‘alot’
b. pati patiz petits ‘small.pl’
C. $9 set ce / cet ‘this’
d. nuvo nuvel nouveau / nouvel ‘new’ (prenominal)
e. fua * franc ‘frank’ (prenominal)
f. ku ku coup ‘blow’ / cou ‘neck’ / coiit ‘cost’

And finally, words that show no liaison alternation in ModFr, such as singular
nouns, simply have identical forms in both slots of their paradigm (f).

The lexical schema in (20b) thus underwent a further step of reinterpretation:
the morphologization of the relationship between the two forms.

3Bonami et al. (2004) introduce the idea of a phonological “appendix” for encoding latent conso-
nants for liaison and morphological derivation.
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(22) SEGS @

P-CTXT nilV {SEGS <cons, .. >]

PHON
SEGS b

perxr [ses (vow. .. |

liaison-paradigm
MORPH NON-LIAIS-FORM [a]
LIAIS-FORM (]

This informal representation is meant to show that neither form is derived from the
other in the phonology. Instead, the forms are organized in a paradigm in the mor-
phological component of the lexical entry, where the various possible relationships,
or the lack of relationship, between the two forms can be modeled.

ModFr has also seen an evolution in the nature of the contextual conditions.
While these were closely correlated with the phonological content of the following
word in earlier stages, there are situations where this no longer the case in ModFr.
We assume that consonant-initial words in MidFr became associated with an ab-
stract feature [—~LIAISON-TRIGGER], encoding the fact that they could not license
the appearance of a liaison form. The switch to a non-phonological feature is cru-
cial for the class of “aspirated #” words, which lost their initial consonant in early
ModFr period (e.g. hache ‘axe’: MidFr [hafce] ~» ModFr [a[]). They still fail to
trigger liaison today, despite being vowel-initial phonologically.

(23) PHON [SEGS <h, - >}

LTRIG — LTRIG —

PHON [SEGS <v0w,...>}

>

The constraints on liaison in ModFr refer to the value of the lexically-specified
feature [ LTRIG], instead of directly inspecting the SEGMENTS list of the licensing
word. We can represent this move by modifying the P-CTXT connstraints inas
follows:

24 [ [SEGS @ SEGS [0

PHON \
P-CTXT [LTRIG —} P-CTXT [LTRIG +}

liaison-paradigm
MORPH NON-LIAIS-FORM [a]
LIAIS-FORM (o]

There are other clear signs of the grammaticalization of liaison in ModFr and
its shift away from a purely phonological phenomenon. The strict association be-
tween liaison forms and liaison contexts expressed in all of the preceding lexical
schemas must be relaxed, because in many syntactic environments in ModFr, liai-
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son is optional. The only general constraint is that a liaison form must be immedi-
ately followed by a [+LTRIG] word:

(25) a. beaucoup aimer [bokueme] / [bokupeme] ‘like a lot’
b. beaucoup manger [bokumaze] / *[bokupmaze] ‘eat a lot’

26) [ SEGS [
PHON [SEGS @}v

P-CTXT [LTRIG +}
liaison-paradigm

MORPH |NON-LIAIS-FORM [a]
LIAIS-FORM (b]

It follows that liaison forms cannot appear in isolation or before a pause. Non-
liaison forms are subject to no contextual constraints in this generic lexical en-
try schema, but particular syntactic combinations (head-specifier phrases, head-
subject phrases) can impose additional conditions.

The lexical schema in (26) is the last stage of the analysis that will be presented
here, but it should be mentioned that the grammaticalization of liaison in ModFr
calls into question the reliance on P-CTXT constraints. The P-CTXT approach is
appropriate for sandhi phenomena that are primarily phonologically conditioned,
because it gives a word direct access to the PHON values of its neighbors. While it
is technically possible to refer to non-phonological information via P-CTXT, given
the powerful formulation of the constraint in (17), such proposals must be carefully
motivated.!* As we can see in (26), only one contextual constraints is still in force
at the lexical level in ModFr, it does not refer directly to phonological information,
but to the abstract feature LTRIG.

See Bonami et al. (2004) and Bonami et al. (2005) for a treatment of ModFr li-
aison in terms of constraints on syntactic combinations, where the grammaticalized
remnants of phonological context constraints are modeled using the interaction of
two interface features (LTRIG, also introduced here, and LFORM, encoding the li-
aison status of the alternating word). Those proposals can be considered to be
a further reanalysis step, following on from the succession of analyses presented
here. The current paper serves to situate synchronic HPSG analyses of French
liaison in their historical context.
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Abstract

The analysis of the copula as a semantically vacuous word in mainstream
HPSG is appropriate for some of its uses, such as the progressive and the
passive, but not for its usein clauses with a predicative complement. In such
clauses the copula denotes a relation of coreference between the indices of
the subject and the predicative complement.

1 TheFregean treatment

The copula belongs to a class of verbs which take a subject-oriented predicative
complement. Some typical members of this class are become, remain and seem, as
used in (1a). Semantically, these verbs are treated as functions which take a single
clausal argument, as in (1b). Ignoring tense, this formula also represents (1c).

(1) a. John seems sad.
b. seem(sad(John))
c. It seems that John is sad.

In terms of the typed feature structure (TFS) notation of HPSG the combination
of the verb with its predicative complement can be expressed as in the following
AvM of the German erscheint klug ‘seems clever’, quoted from Muller (2002, 105).

(2) |cAT|suBcAT (NP, (NP[ldat]g) )
erscheinen
EXPERIENCER [2] index
CONTENT
klug
THEME [1index

In words, the verb erscheint ‘seems’ assigns the S(TATE-)O(F-)A(FFAIRS) role to
its predicative complement klug “clever’ and the latter assigns the THEME role to
the subject of the verb. Besides, erscheint assigns the EXPERIENCER role to its
optional dative NP complement. Its equivalent in English is the optional PP[to], as
used in (3).

(3) John seems sad to me.

That the PP[to] is an argument of the verb and not of the adjective is clear from the
fact that its paraphrase is (4a), rather than (4b).

(4) a. Itseemsto me that John is sad.

tFor their comments on previous versions | thank Ivan Sag, Gert Webelhuth, Stefan Milller, Doug
Arnold and the anonymous reviewers of the HPSG-2009 programme committee.
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b. It seems that John is sad to me.

Turning now to the copula, if it were analyzed along the same lines as seem,
(5a) would be represented as in (5b), but what one finds instead is (5c).

(5) a. Johnissad.
b. be(sad(John))
c. sad(John)

The treatment of the copula as semantically vacuous can be traced back to Gottlob
Frege, who explicitly claimed that: “it can be replaced by a verbal affix; for ex-
ample, instead of saying ‘this leaf is green’ one can say ‘this leaf greens’.” Frege
(1892). Some linguistic evidence for this claim is provided by the observation that
the omission of the copula does not affect the meaning of the clause, as illustrated
in (6).

(6) a. Johnseems (to be) sad.
b. With John (being) ill we cannot go on holiday.

In some languages this also holds for the finite forms, more specifically the present
tense, as in the Russian (7).

(7) Ona xorosij vrac.
she good doctor

‘She is a good doctor.’

Similar observations have been made about the finite forms of the copula in African
American Vernacular English, Japanese, Hungarian, Arabic and Mauritian Creole,
see a.0. Bender (2001), Dalrymple et al. (2004) and Henri and Abeillé (2007).

The assumption of semantic vacuity is also adopted in HPSG. In Pollard and
Sag (1994, 147), for instance, the CONTENT value of the copula is identified with
that of its predicative complement.

(8) |caT|suscat <NP , XP [+ PRD] : >
CONTENT

In words, the copula selects an NP and a predicative x P whose CONTENT value is
identical to the one of the copula itself.
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2 Problemswith the Fregean treatment

Characteristic of the Fregean treatment of the copula is the discrepancy between
syntactic and semantic structure: What is syntactically the head of the clause is
absent from the semantic representation. Technically, this kind of mismatch is
easy to model in a TFs-based grammar, and there is evidence that this treatment
is indeed appropriate for the passive and progressive uses of the copula, as will be
shown in section 4. However, for its use in predicational structures, as in (5), this
treatment is less felicitous for a number of reasons. | will discuss four.

2.1 The semantic type of the nominal predicates

As suggested by Frege’s paraphrase of ‘this leaf is green’ as ‘this leaf greens’, he
assumes that the predicative complement, i.c. green, takes on a verbal role, reduc-
ing the copula’s role to that of a verbal affix. The equivalent of this assumption in
HPSG is the stipulation that the predicative complement denotes a state of affairs.
More specifically, while the predicative complement can belong to any syntactic
category (N, A, V, P), its CONTENT value is invariably of type soa (state-of-affairs).
Obijects of that type are canonically assigned to verbs and vps, and consist of a list
of quantifiers, ordered in terms of scope, and a nucleus, as exemplified by the rep-
resentation of visit in (9).

(9) [soa
QUANTS Iist(quant-rel)
visit-rel
NUCLEUS |VISITOR i
VISITED j

The assignment of the soa type to the predicative complements not only reflects the
Fregean treatment, it also follows from the analysis of the copula in (8): Since the
combination of the copula with its predicative complement is a vP and since the
CONTENT value of a vP is of type state-of-affairs, it follows, given the structure
sharing in (8), that the predicative complement must denote a state of affairs as
well.

This, however, is a problem for the nominal predicates, since nominals have a
CONTENT value of type scope-object. Objects of that type consist of an index and
a set of restrictions on its reference, as exemplified by the representation of table
in (10).

(10) |scope-obj
INDEX index

RESTR {table()}
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As a consequence, the nominals must undergo a type shift when they are used
in predicative position. The notion of type shift was introduced in Partee (1987).
In Pollard and Sag (1994, 360) it is modeled in terms of the following lexical rule.t

(11) PREDICATIVENP LEXICAL RULE:

noun = noun W
HEAD HEAD
CAT PRD - CAT PRD +
SUBJ <> SUBJ <x>
scope-obj CONTENT J
CONTENT [INDEX
RESTR [2] set(psoa)

In words, for every nonpredicative noun which denotes a scope-object, there is
a homonymous predicative noun which denotes the set of restrictions which are
part of the scope-object (2)). In the type hierarchy of Pollard and Sag (1994),
which treats the RESTRICTION value as a set of parametrized states of affairs, this
rule yields a semantic object which can be identified with the CONTENT value of
the copula.? A consequence of this treatment is that the nouns are systematically
ambiguous.

A lexical rule is not the only possible way to model the type shift in HPSG
terms. Another possibility is proposed in Muller (2009). Quoting Kasper (1995),
Mdller points out that the lexical rule of Pollard and Sag (1994) is inappropriate for
the analysis of nominal predicates which contain an adjunct. Given the canonical
HPSG treatment of adjuncts, the prenominal adjective in (12), for instance, selects
an N-bar head and identifies its own index with that of the noun.

(12) John is a good candidate.

However, if the noun is in predicative position, it has no index! To repair this
Miuller (2009) applies the type shift at the level of the full NP, rather than at the
lexical level. To model this he employs a unary syntactic rule which transforms
nonpredicative NPs into predicative ones.

*pollard and Sag (1994) uses the term nominal-object for what is called a scope-object in
Ginzburg and Sag (2000). | use the latter term.

2|n the type hierarchy of Ginzburg and Sag (2000), which treats the RESTRICTION value as a set
of facts, the type shift has to be modeled in another way, but since the equivaent of (11) in Ginzburg
and Sag (2000) does not mention the CONTENT values, it is not made clear how thisis done.
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(13) PREDICATIVE NP PROJECTION SCHEMA:

np-pred-phrase =

CAT

SYNSEM [ LOC

RELS <

C-CONT

NON-HEAD-DTRS <

In words, the rule turns a fully saturated nonpronominal NP which denotes a scope-
object (= the non-head-daughter) into a predicative NP which selects a subject and
which denotes an object of type event (= the mother). The c-CONT attribute cap-
tures the constructional aspects of the semantic composition. In this case, it rep-
resents a requirement of equality between the indices of the subject ({I) and the
NP daughter (2]). Since the INDEX value of the NP mother ([0)) is inherited by the

HEAD

sk ()
LCOM PS < >

CONTENT | INDEX [0]

equal-rel
ARGO [0] event
ARG1
ARG2

_H—CONS < >

SYNSEM

noun
PRD +
SUBJ <N>

LOC

copula, the latter has an index of type event.

This treatment avoids the problem with (11), since the type shift is now applied
after the addition of the adjuncts. At the same time, since (13) explicitly requires
a fully saturated NP daughter, it does not subsume the determinerless predicates in

(14) and the German (15).

(14)
(15) Erist Lehrer.
he is teacher

‘He is a teacher.’

Sylvia is mayor of Seattle.
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HEAD

CAT

CONTENT [

noun

sr ()

COMPS < >

npro

INDEX [2]index

|




To cover these, Muller (2009) keeps a version of lexical rule (11). It will presum-
ably be more constrained than (11), since only some of the (singular count) nouns
can be used in this way (typically nouns denoting roles, functions and professions),
but since the paper does not spell out the rule, this is left unclear.

Together, rule (13) and the implicit lexical rule solve the mismatch, but the
price to pay is a systematic ambiguity for the NPs and for those nouns which can
be used without determiner in predicative position.

2.2 Quantified predicate nominals

As admitted in Pollard and Sag (1994, 360), the canonical HPSG treatment does
not account for the semantic contribution of the determiner in predicate nominals.®
This is hardly surprising, since the Fregean analysis on which it is based has the
same problem. To show this, let us compare the treatment of the indefinite article
in (16) with that in (17).

(16) a. John knows a teacher.

b. 3x [teacher(x) & know(John, x)]
(17) a. Johnisateacher.

b. teacher(John)

In the analysis of (16a) the contribution of the indefinite article is captured in terms
of the existential quantifier, but in the analysis of (17a) the article is assumed to
be semantically vacuous, just like the copula.* This not only introduces another
discrepancy between syntactic and semantic structure, it also raises the question
of how predicative NPs with another determiner, such as the or my, have to be
differentiated from those with the indefinite article.

2.3 Stipulation of an ambiguity for the copula

Another problem for the treatment of the predicate nominals concerns the pronouns
and the proper nouns. They can be used in postcopular position, as exemplified in
(18), but semantically it makes no sense to treat them as states-of-affairs or events.
In fact, Stefan Muller’s unary rule (13) explicitly requires the NP daughter to be
nonpronominal.

(18) Cicero is Tully.
The winner is Jimmy Logan.
That must be her.

d. That book is mine.

o T e

3This criticism does not apply to the analysisin Miiller (2009).
“4For more discussion of this point, see Allegranza (2006, 78).
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To handle these it is commonly assumed that the copula is not used in its predica-
tional sense here, but in an equational or identificational sense. Also this assump-
tion is due to Frege (1892) and has been very influential, both in logic and linguis-
tics, see a.0. Pollard and Sag (1987, 66), Declerck (1988), Mikkelsen (2005) and
Mailler (2009).

In spite of its wide-spread acceptance, though, few have bothered to spell out
what it is that distinguishes the predicational use from the identifying use. Matters
would be easy, of course, if the latter would simply coincide with the combinations
with proper nouns and pronouns, but this is not the case. On the one hand, there are
other kinds of NpPs that are canonically treated as complements of the identifying
copula, such as the definite ones in (19).

(19) a. Clarais her youngest sister.
b. Tim is the man with the black tie in the left corner.

On the other hand, there are combinations with proper nouns or pronouns in which
the copula has its usual predicating sense, as in (20).

(20) a. This was characteristic of Helen. A fine person in many ways, but
this ability to forget completely the true state of our finances and start
dreaming up major new spending opportunities, this was very Helen.
[quoted from Kazuo Ishiguro, Nocturnes. Five stories of music and
nightfall. Faber & Faber, 2009. page 130]

b. This movie is SO Woody Allen.
c. Susan is somebody we can trust.
d. Cicero is not just anybody; he is the greatest orator of all time.

This makes it very hard to formulate any criteria for drawing the distinction be-
tween the identifying and the predicating be. Moreover, the distinction sometimes
gets in the way. Speaking of the treatment of pied piping in NPs, Ginzburg and Sag
(2000, 195) remarks that “this analysis provides an account of examples like | won-
dered [whose cousin] she was pretending to be __., if we assume that complements
of the identity copula are also predicative NPs.” In other words, the treatment of
pied piping is more uniform and straightforward if we do NOT distinguish between
the predicational and the identifying senses.

2.4 Assignment of the EXPERIENCER role

As already pointed out in section 1, some of the predicate selecting verbs, such
as seem, take an optional experiencer. Such verbs can obviously not be treated as
semantically vacuous, since otherwise there is no way to assign the EXPERIENCER
role to the relevant NP or PP. As a consequence, if the copula can take an op-
tional experiencer, it follows that it cannot be semantically vacuous. The following
evidence from Dutch suggests that this is indeed the case.
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(21) a. Dat lijkt/is meecht te duur.
that seems/is me really too expensive.

“That seems/is really too expensive to me.’

b. Hetlijkt/is onsnu wel duidelijk dat ze niet zullen komen.
it seems/isus now - clear  thatthey not will come

‘It seems/is clear to us now that they won’t come.’

c. Hetjuiste aantal bleek/was  hen nog niet bekend.
the exact number appeared/was them still not known

“The exact number appeared/was not yet known to them.’

Given that the pronominal objects me ‘me’, ons ‘us’ and hen ‘them’ are canonically
treated as complements of resp. lijken ‘seem’ and blijken “appear’ and that they
receive the EXPERIENCER role from these verbs, it would only be logical to treat
them in the same way in the combination with the copula. Conversely, if one
decides instead to treat the pronominal objects as adjuncts or as raised arguments
in the case of the copula, then it would only be logical to treat them in the same way
when they are combined with seem or appear, contrary to the canonical practice.

Notice, furthermore, that the combination is not only possible with adjectival
predicates, but also with nominal ones, as in (22), and with prepositional ones, as
in (23).

(22) a. Wat dit betekentisme nog steeds een raadsel.
what this means is to-me still alwaysa puzzle

‘What this means is still a puzzle to me.’

b. Het is ons een waar genoegen.
it isus a real pleasure

‘It is a real pleasure to us.’
(23) a. Dat kereltje is ons tot last.
that guy-DIM is us to burden
‘That little guy is a real burden for us.’

b. Datismeom heteven.
that is me about the same

‘It is all the same to me.’

2.5 Summing up

The Fregean treatment of the copula complicates the treatment of the predicate
nominals, requiring a type shift which makes the nominals systematically ambigu-
ous, it does not account for the semantic contribution of the determiner in predicate
nominals, it presupposes a distinction between predicating and identifying uses,
which is very hard to substantiate, and it does not account for the assignment of
the EXPERIENCER role.
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As a final remark, notice that the main linguistic argument in favor of the treat-
ment is not very strong. The omissibility of the copula in certain contexts and in
certain languages, as in (6-7), is not by itself an argument for semantic vacuity.
Otherwise, the existence of languages without articles, such as Latin and Russian,
would entail that the articles do not contribute any content either, also in languages
which have them. This, it goes without saying, is a conclusion which few semanti-
cists would be happy to welcome.

3 A Montagovian treatment

The mismatch between syntactic and semantic structure which is characteristic of
the Fregean treatment of the copula did not particularly appeal to Richard Mon-
tague. His insistence on compositionality made him more sympathetic to a treat-
ment in which the copula is treated along the same lines as the other verbs. His
analysis is briefly presented in 3.1, translated in HPSG terms in 3.2 and demon-
strated to be superior to the Fregean treatment in 3.3. It will also be shown to be
extensible to other verbs that select a predicative complement in 3.4.

3.1 The Quine-Montague proposal

The Montagovian treatment can be traced back to a proposal in Quine (1960, 114—
118): “the sign ‘=" of identity is a relative term; thus a transitive verb, we might
say ... Like any such term it joins singular terms to make a sentence. The sentence
thus formed is true if and only if those component terms refer to the same object.”
(p. 115)

In terms of the PTQ model (Montague, 1974, 247-270) with its distinct rep-
resentations for disambiguated English (DL) and intensional logic (i1L), Richard
Montague treated the copula as a transitive verb in disambiguated English and as
the relation of identity in intensional logic. Defining the link between them is the
following translation rule.®

(24) Dbetranslates into AP Ax P {y [x="y]}.

In other words, it is not only the identifying or equational be that is assumed to
denote the identity relation, but also the predicational be: “our uniform symboliza-
tion of be will adequately cover both the is of identity and the is of predication.”
(Montague, 1974, 267).% As an illustration, let us take the analysis of (25).

5Inthe PTQ notation j, m, ... are constants of type entity (€), u, v, ... are variables of type entity
(e), x,y, ... arevariables for individua concepts (<s, e>), P, Q, ... are variables for properties of
individua concepts (<s,<<s, >, t>>), and the rounded P, Q, ... are variables for properties of
properties of individual concepts (<s,<<s,<<s, >, t>>, t>>) (Montague, 1974, 260).

The same claim is made in Montague (1970): “the ‘is’ of such formulas as ‘v is ahorse’ may
be identifi ed with the ‘is’ of identity, and the indefi nite singular term ‘a horse' treated, as usual,
existentially.”
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(25) Mary is a woman.

(26) a. Ax 3y [woman(y) & X ="7Y]
b. 3y [woman(y) & m="y]
c. woman("m)

(26a) is the 1L formula for the vP is a woman. It results from applying the IL
representation of the copula, given in (24), to the intensionalized representation of
a woman, followed by three A reductions. Truth-conditionally, (26a) stands for the
set of individual concepts that can truthfully be said to be a woman. (26b) is the
IL formula for the sentence as a whole. It results from applying the 1L formula of
the subject Mary to the intension of the 1L formula for the vP, i.e. (26a), followed
by two A reductions. In a final step, the variable in (26b) is replaced by a constant,
yielding (26c); this replacement is possible since the variable and the constant are
co-extensional.

In contrast to the Fregean treatment, this analysis does not reduce the role of
the copula to that of a verbal affix. Instead, it assumes that the copula denotes a
relation, just like the other verbs. It also captures the contribution of the determiner
in predicate nominals, and it provides a uniform treatment of the predicating and
identifying be.

3.2 Back to HPSG

Following the lead of Quine and Montague, | do not treat the copula as semantically
vacuous, but rather as denoting a relation of coreference between the indices of the
subject and the predicative complement. This implies that the latter belongs to an
index bearing type, in other words that its CONTENT value is of type scope-object,
rather than of type state-of-affairs.

Besides, | add an optional argument whose index provides the value of the
EXPERIENCER attribute. The resulting AvMm looks as follows.”

@7 [arc-st <X,(Y ) Z>

soa
[exp-soa-rel W
EXPERIENCER index
SS|LOC| CONTENT soa
NUCL
coref-rel
SOA .
NUCL | THEME [1] index

ATTRIBUTE index J

7| follow the more recent practice in HPSG of modeling the selection of syntactic argumentsin
terms of the ARG-ST feature, rather than in terms of the SUBCAT feature.
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(27) subsumes all verbs which take a subject-oriented predicative complement,
including the copula. Those verbs take three syntactic arguments which each have
a CONTENT value of type scope-object, and denote a state of affairs. Its nucleus is
a relation of a type that is subsumed by both soa-rel and exp-rel, which implies that
it has both an EXPERIENCER and a SOA attribute. Technically, this can be modeled
in terms of a hierarchy of relational types, as in Davis (2001).

relation
’%\
exp-rel soa-rel act-rel theme-rel
-
exp-soa-rel act-soa-rel

Each type is associated with a corresponding semantic role.
(28) |act-rel soa-rel exp-rel theme-rel
ACTOR index SOA soa EXP index THEME index

The value of the soA attribute is a state of affairs and has as its nucleus the relation
of co-reference, which holds between the indices of the subject and the predica-
tive complement.® Notice that these indices are co-referent but not token-identical.
Token-identity would be too strong a requirement, since the presence of PERSON,
NUMBER and GENDER features in the HPSG indices would then impose agreement

for these features between the subject and the predicative complement, thus erro-
neously excluding (30).

(29) |[index
PERSON  person
NUMBER number
GENDER gender

(30) a. Iflwereyou, ...
b. We are a good team.

The resulting analysis bears a resemblance to Stefan Muller’s analysis of the
German erscheinen in (2). The only important difference concerns the assump-
tion that the predicative complement denotes a scope-object, rather than a state of
affairs.

Having shown how the Montagovian treatment can be expressed in the HPSG
notation, I will now demonstrate how the resulting analysis solves the problems
with the Fregean treatment.

8If the subject has a non-referential index, asin it is Friday, the THEME role is left unassigned.
The same holds for the EXPERIENCER role, if there is no constituent which expressesiit.
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3.3 Solving the problems with the Fregean treatment

The four problems with the Fregean treatment which were discussed in section 2
disappear.

First, there are no complications anymore with the semantic type of the nominal
predicates, since their usual type, i.e. scope-object, is exactly what the copula and
the other predicate selectors require. In other words, there is no need for type
shifting. Moreover, this treatment does not cause any problems for the non-nominal
predicates. Adjectival predicates, for instance, can be treated as scope-objects as
well. In fact, the standard predicate logic treatment of adjectives is essentially the
same as that of common nouns. In the same way that the common noun dog stands
for the set of dogs, represented by ‘x | dog(x)’, the adjective tall stands for the set
of all things tall, represented by “x | tall(x)’. Prepositional predicates fit the mould
as well. The ppin she is in Paris, for instance, denotes the set of all things in Paris,
represented by “x | in(x, paris)’. For a more lengthy demonstration that all all types
of predicative complements denote a scope-object, see Van Eynde (2008).

Second, the semantic contribution of the determiner in predicative nominals
can be integrated in the usual way. For the indefinite article, this has already been
spelt out in (26a-26b): It contributes an existential quantifier which is then omitted
in the substitution of a constant for the variable. This treatment also works for
sentences with a quantified subject, as in (31), and for sentences with a predicative
nominal that is introduced by another determiner, such as no in (32).°

(31) Every candidate is a woman.

Yu [candidate(u) — 3v [woman(v) & u =V]]
Yu [candidate(u) — woman(u)]

(32) Kim is no fool.

= 3u [fool(u) & u =K]

- fool(k)

o T e o0 o

Third, there is no need to differentiate between predicational and identifying
uses of the copula.

Fourth, the optional second argument can be assigned the EXPERIENCER role
in the same way as the second argument of a verb like seem.

3.4 An extension

Besides the fact that the Montagovian treatment solves the problems with the
Fregean one, it also has the advantage of being easily extensible to clauses with
an object-oriented predicate, as in (33).

These are formulae of first order logic, in which the variables and the proper nouns denote
entities and in which the common nouns denote sets of entities. They are, hence, simpler than
Montague's I L representations.
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(33) | consider him a winner.

The only difference between the selectors of subject-oriented predicates and verbs
like consider concerns the linking between the syntactic arguments and their se-
mantic roles. Whereas the first argument supplies the theme and the (optional)
second one the experiencer in the case of seem and the copula (27), it is the other
way round in the case of consider and its cognates.

(34) |ARG-sT <x, Y z>

[soa T
[exp-soa-rel W
EXPERIENCER [1] index

SS|LOC| CONTENT soa
NUCL
coref-rel
SOA .
NUCL | THEME [2] index

ATTRIBUTE [3]index J

Notice that the CONTENT value contains the same coreference relation as in (27).
It is, hence, unnecessary to assume a phantom occurrence of be to get this effect.
Much the same can be said about the use of made in (35).

(35) She made me happy.

The only difference with consider is that the subject has a more active role. This
can be modeled by assigning it a NUCLEUS value of type act-soa-rel, so that the
first argument is linked with the ACTOR role.

The treatment is also extensible to the use of with in the so-called absolute
construction. A relevant example is the one in (6), repeated here:

(36) With John ill we cannot go on holiday.

The only difference between this use of with and the predicate selecting verbs is
that it never takes an experiencer, so that its CONTENT value is less complex.

37) [arc-sT <x, Y> |
soa
coref-rel
NUCL | THEME [ index
ATTRIBUTE [2] index

SYNSEM | LOC| CONTENT

Notice also here that there is no need to assume a phantom occurrence of be.
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3.5 Summing up

Building on the proposals of Quine and Montague | have developed an HPSG treat-
ment of the copula which solves the problems with the Fregean treatment and
which is straightforwardly extensible to other predicate selectors.

To avoid misunderstandings it is worth stressing that (27) subsumes those uses
of the copula in which it combines with a predicative complement. Its other uses
require another treatment, as will be demonstrated in section 4.

4 Other usesof be

Since (27) explicitly requires the predicative complement to denote a scope-object,
it does not subsume the combination of be with a vP complement that denotes a
state-of-affairs, as in (38).

(38) a. They are going home.
b. She was bitten by a big black dog.
c. You are to leave this room at once.

The progressive and the passive be, as used in (38a) and (38b), do not introduce a
new state of affairs, but inherit the one of their participial complement, as spelled
out in (39).
(39) |ARG-sT <NP, VP[ptc] : >
SYNSEM | LOC | CONTENT [2]s0a

The modal be, as used in (38c), introduces a state of affairs which is distinct from
the one of its infinitival complement; it takes the latter as the value of its soa
argument, just like the other modals.

(40) [arG-sT <NP,VP[inf] . >
soa

SYNSEM | LOC| CONTENT N soa-rel
SOA [2]soa

This, admittedly, results in a modicum of lexical ambiguity, but as compared to the
distinction between the predicating and identifying uses of the copula, the distinc-
tions between predicating be, progressive be, passive be and modal be are easy to
capture and resolve. Moreover, they are independently motivated by the fact that
the predicating be corresponds to the most commonly used copular verbs of other
languages, such as zijn in Dutch, sein in German, and étre in French, whereas the
progressive, passive and modal be either have no translational equivalent or one
that differs from the copula. The Dutch equivalent of passive be, for instance, is
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worden, rather than zijn, the one of modal be is moeten ‘must’ or hebben te ‘have
to’, and the progressive be has no equivalent in Dutch.1°

5 Conclusion

The anaylsis of the copula as a semantically vacuous word is appropriate for some
of its uses, such as the progressive and the passive, but not for its use in clauses with
a predicative complement. In such clauses, it denotes a relation of co-reference
between the indices of the subject and the predicative complement. Moreover, it
takes an optional experiencer.
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