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Editor’s note

The 18th International Conference on Head-Driven Phrase Structure Grammar
(2011) was held at the University of Washington.

The conference featured 2 invited talks and 16 papers, and 1 poster selected by
the program committee (Anne Abeillé, Doug Arnold, Emily M. Bender, Philippe
Blache, Olivier Bonami, Robert Borsley, Gosse Bouma, Rui Chaves, Berthold
Crysmann (chair), Dan Flickinger, Danicle Godard, Lars Hellan, Anke Holler,
Jong-Bok Kim, Jean-Pierre Koenig, Valia Kordoni, Anna Kupsc, Robert Levine,
Rob Malouf, Nurit Melnik, Philip Miller, Stefan Miiller, Gerald Penn, Adam Przepi-
orkowski, Frank Richter, Ivan Sag, Manfred Sailer, Jesse Tseng, Frank Van Eynde,
Gert Webelhuth, Stephen Wechsler, Shuichi Yatabe).

A workshop about Information Structure and Formal Grammar was attached
to the conference. It featured one invited talk and 8 papers and a poster, se-
lected by the program committee of this workshop (Felix Bildhauer Daniel Biiring
Berthold Crysmann (chair) Kordula De Kuthy Elisabet Engdahl Claire Gardent
Jonathan Ginzburg Tracy Holloway King Manfred Krifka Jean-Marie Marandin
Laura Michaelis Stefan Miiller Irina Nikolaeva Patrizia Paggio Arndt Riester Mats
Rooth Mark Steedman Malte Zimmermann).

We want to thank the respective program committees for putting this nice pro-
gram together.

Thanks go to Emily M. Bender (chair), Joshua Crowgey, Michael Goodman,
Varya Gracheva, Prescott Klassen, Naoko Komoto, Clarissa Surek-Clark, Emily
Silgard, Sanghoun Song, Lisa Tittle, and David Wax, who were in charge of local
arrangements.

As in the past years the contributions to the conference proceedings are based
on the five page abstract that was reviewed by the respective program committees,
but there is no additional reviewing of the longer contribution to the proceedings.
To ensure easy access and fast publication we have chosen an electronic format.

The proceedings include all the papers except those by Olivier Bonami, Rui
Chaves, Anna Gazdik, Tibor Kiss, Mats Rooth, and Thomas Wasow and David
Clausen.
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Abstract

The use of hand gestures to point at objects and individoalsy nav-
igate through landmarks on a virtually created map is ubiqsi in face-
to-face conversation. We take this observation as a sfapiint, and we
demonstrate that deictic gestures can be analysed on a thaspgech by
using standard methods from constraint-based grammalnse®HPsG In
particular, we use the form of the deictic signal, the fornthefspeech signal
(including its prosodic marking) and their relative temglquerformance to
derive an integrated multimodal tree that maps to an intedranultimodal
meaning. The integration process is constrained via aoctsin rules that
rule out ill-formed input. These rules are driven from an @iogl corporal
study which sheds light on the interaction between speedrdaittic ges-
ture.

1 Introduction

The use of deixis is highly pervasive in everyday commuivcat Through defi-
nite referring expressions, pronouns and pointing gestwith the head and hand,
people exploit the context of the communicative event ifrtb@mmunicative ac-
tions, and likewise interlocutors exploit this to derive iaterpretation of those
actions. This paper provides a formal account of deictiénfpmy) gestures per-
formed by the hand (from now on callelixig and it demonstrates that standard
methods from formal linguistics—namely constraint-bagesimmars and compo-
sitional semantics—can capture the various semantidoptabetween speech and
deixis, and also the range of pragmatic use of deixis. Tatilfde the distinct se-
mantic relations and the distinct pragmatic uses, consitlerances (1) and (2).

(1) And a as sheysaid] it's an environmentally friendly uh material . ..
The speaker extends Right Hand (RH) with palm open up tovtaedsther
participant.

(2) I [pnenter]my [yapartment]

RH and Left Hand (LH) are in centre, palms are open verti¢dlhger tips
point forward; along with “enter” they move briskly downvas.

The different ways the pointing hand is engaged in the conicative event
to denote the speech content gives rise to distinct intexfwes of deixis: the
gesture in (1) can be interpreted as demarcating the spatation of a concrete
participant salient in the communicative situation, opas pointing at an abstract
object—nhere, the utterance introduced by the previouskspebcated at some

In the utterance transcription, the speech signal thatre@tuhe same time as the expressive part
of the gesture, the so callatioke is underlined with a straight line, and the signal that terafly
co-occurs with thénold after the stroke is underlined with a curved line. The pitotemted words are
shown in square brackets with the accent type in the lefteoPN (pre-nuclear), NN (non-nuclear)
and N (nuclear).



specific spatiotemporal coordinates. In comparison, tivegie (2) can locate an
object that is physically absent from the communicativeadibn—an apartment or
an apartment entrance door—by placing it on a virtually ter@anap. This gesture
can also identify the abstract event of entering the apantmeor. In the gesture
community, the use of deixis to point at physically presedividuals vs. individ-
uals absent from the communicative event is what sets apadrete deixigrom
abstract deixigMcNeill, 2005). This distinction is essential since it ledfects on
the speech-deixis integration, as we discuss in Sectioar@ilSection 5.

With this in mind, the Logical Forms_€s) contributed by (1) and (2) reflect
the distinct gesture denotations, as well as the distirlatioas between speech
and deixis. We begin with the formalisation of multimodaiesance (1), with its
two possible interpretations exhibited in (3a) and (3b).

(3) a. m : Im(material(m) A environmentally-friendly(m))
mo : s, g(she(s) A said(ep, s, m1) Aloc(g, x,v(pz)) A Identity(s, z))

b. 7} : Im(material(m) A environmentally- friendly(m))
7« 3s, g(she(s) A said(eq, s, 7)) A classify(g, ), v(ps))
NAcceptance(r!, g))

To fit the current research in the broader context of formalasdics of gesture
(Lascarides and Stone, 2009), (3a) and (3b) make use of tigeidge of Seg-
mented Discourse Representation The@pKT, Asher and Lascarides (2003))
for interpreting gesture. Of course, the same informatiam loe expressed in any
other model of the semantic/pragmatic interface. Follgniascarides and Stone
(2009), we use the predicatles andclassifyto represent the literal and metaphor-
ical deixis use; for instancégc(g, x, v(p,)) states that the deictic gestuyentro-
duces an individuak at the physical location () which is the proximal space
projected from the tips of the fingers in the direction of tkaetisipant? In com-
parison,classify g, 7}, v(ps)) conveys the metaphorical deictic use to point at an
abstract object, namely, the utterance denoted/bicontained” in the spatial co-
ordinatesv(ps)). Finally, distinct semantic relations can be inferred tesw the
speech content and these two alternative gesture conteatstate that atdentity
relation holds between the referentandz in (3a). Thus the gesture physically lo-
cates the referent of “she” in physical space. In the metagddacase, the semantic
relation between speech and deixiAisceptancer], g); in other words, the ges-
ture’s interpretation can be paraphrased as “I agree witht whas just said” (note
that 7} refers to the discourse segment whose content is “it's aim@mentally
friendly material”).

We complete the range of deixis interpretations with thenfdisation of (2) as
displayed in (4a) and (4b).

(4) a.m :3Ja,g(speaker(s) A apartment(a) A enter(eg, s, a)
Noc(g,y,v(py) N VirtualCounterpart(a,y))

2\We postpone a more detailed discussion ab@gf) until Section 4.



b. 7} : Ja, g(speaker(s) A apartment(a) A enter(eg, s, a)
Nloc(g, e1,v(Pe, ) AVirtualCounterpart(eg, er))

Whereas theF in (4a) exemplifies one of the possible interpretations wher
the deictic gesture locates the apartment in a virtual mapighjust in front of
the speaker (through the use \dftualCounterpart(a,y), the LF in (4b) locates
the event of entering an apartment in the virtual space —éghen real world
knowledge about entering events it locates the apartmemt dBased on that,
we establish a VirtualCounterpart relation between thdratisobjecty and the
apartmentz in (4a), and between the event of entering the apartragaind the
deictic event; in (4b).

We construct these logical forms from the underspecifiedasgiocs of deixis,
the semantics of speech and the underspecified semantiomaba@tween speech
and deixis using commonsense reasoning and world knowleBgsentially, we
argue that computing how speech and deixis are integramddshappen within
the grammarso as to capture the fact that the integration is informedolom.
For instance, it seems anomalous to perform the deicticigest (2) along with
the prosodically unmarked “I”, as displayed in (5), despite multiple interpre-
tations that can arise from this deixis use. We view uttezaf®) as ill-formed
where the source of ill-formedness involves the form (h#re,prosodic marked-
ness) of the linguistic signal. Ultimately in this case, we going to capture this
ill-formedness within the grammar. The alternative apphoaf relying only on
the semantics/pragmatics interface to compute the irttegraf speech and deixis
would involve accessing information about form disruptthgs the transition be-
tween syntax, semantics and pragmatics.

(5) * I [pnenter] my [yapartment]
Same gesture as in (2).

We therefore intend to provide a precise methodology fagrdting speech
and deixis in a single syntactic tree that maps to an (undeifspd) meaning, and
which also features an (underspecified) speech-deixitiaelaWe do this via an
HPSGbased grammar of speech and deixis which defines empjyrieatracted
construction rules for “attaching” gesture to the synclrg) semantically related
speech phrase and which also introduces an underspeddietdc_rel(s, d) rela-
tion between the speechcontent and the deixig content. Resolving this relation
to, say, ldentity or VirtualCounterpart, is achieved at $kenantics/pragmatics in-
terface and it therefore lies outwith the scope of the gramma

As a grammar formalism we choos@sG because of its mechanisms to con-
struct structured phonology in parallel with syntax (Kle2@00), and also because
the semantic composition is expressed in (Robust) MiningduRsion Semantics
((R)IMRsS, Copestake et al. (2005)).R\MRS overcomes the shortcomings &f
calculus in that the composition t®nstrained i.e., it does not allow a functor to
pick arguments that are arbitrarily embedded in the unéeifipd logical form.

A further advantage is thaR{MRS produces Underspecified Logical Formulae



(ULF): whereas with operations such as functional applicatiofi-geduction, one
imposes scope constraints and embeddings driven from thiadiic tree, R)MRS
produces a flat description of the possible readings withawtng to access the
distinct readings themselves. This property is partitylaseful for composing
gesture meaning since even through discourse processngethantic predica-
tions yielded by gestural form may remain unresolved astaitieby theLFs in
(3a), (3b) and also (4a), (4b).

We have demonstrated elsewhere thegGis suitable for deriving depicting
gestures in parallel with speech (Alahverdzhieva and liages, 2010). In this
paper, we shall demonstrate that it is suitable for anaiyd@ictic gestures as well.

2 Deixis Ambiguities

One of the major challenges for the constraint-based asatysleixis concerns
the ambiguity in form which is represented on the followingtaxes:

1. Gesture form features, which include the shape of the,hitmdrientation,
movement and location. This level of ambiguity has as arceffat the hand
often underspecifies the region it points at: does an indgefi(lL-index) ex-
tended in the direction of a book identify the physical objsmok, the loca-
tion of the book, e.g., the table, or the cover of the book?pideshat the re-
gion identified by the ‘pointing cone’ (Kranstedt et al., B)@emains vague,
it does not violate perception as speakers rely on the sgnolis speech
phrase to disambiguate the pointing, e.g., “the book”, tibek cover”, etc.

2. Attachment ambiguity, which involves the syntactic grtgion of the deixis
daughter to the synchronous, semantically related, spdaaghter. For
instance, in (3ap andz are semantically related, while in (3)f andg
are related. This difference is sourced in the distinctchtteents in syn-
tax: whereas an attachment to “she” supplies an interpratathere the
gesture’s denotation igentical to the denotation of the pronoun in speech,
an interpretation where the gesture signalaeceptancef an utterance is
supported by a higher attachment in the syntactic tree. dlbéervation is
essential since the grammar needs to provide the methgd@dognabling
the range of possible attachment ambiguities.

Deixis displays further ambiguity with respect to the wagetliates to the syn-
chronous speech, which stems from the fact that the gesturalenote distinct
features of the ‘qualia structure’ (Pustejovsky, 1995)haf teferent. An example
from Clark (1996) illustrates this: George points at a copyMallace Stegner’s
novel Angle of Reposand says: 1. “That bools mine”; 2. “That manwas a
friend of mine”; 3. “I find that period of American historfascinating”. In 1.,
there is one-to-one correspondence between the deixidadmmoand the physi-
cal artefact book, and they are thus boundidntity. In 2., there is a reference
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transfer from the book to the author and the gesture denlogesréative agent of
the book rather than the book itself, i.e., the gesture aaddpare related through
an AgentiveRelationand finally in 3., the transfer is from the book to the book’s
content, and so deixis and speech are related thro@gngentRelationWe shall
account for these ambiguities in the grammar by a constructile that combines
synchronous speech and gesture via an underspecifiecbnel&tictic_rel(d, s)
between the semantic indéof deixis and the semantic indexof speech, resolv-
able to a concrete value in pragmatics.

We argue that these various levels of ambiguity can be oagbthy standard
mechanisms for producingLFs which give a very abstract representation of what
the gesture means abstracted away from context. In patjcué use Robust Min-
imal Recursion Semantics (Copestake, 2007) to producdyhigttorised, partial
meaning representations that underspecify the predscatidy and the predicate’s
main variable. In so doing, we remain vague as to whether dir@ipg signal in
(1) identifies the individual denoted by a pronoun in the $yanous speech, or it
is rather a metaphor of the speech act of acceptance.

Despite the ambiguities, the process of attachment isi@nstl, e.g., whereas
attachments to “enter”, “enter my apartment” or even to th@&e clause “l enter
my apartment” in (2) should be enabled as they support tleadetd meanings in
context, an attachment to the subject head daughter “I”ldHmiruled out since it
would never produce the intended meaning in context.

3 Speech-Deixis Synchrony

Due to the lack of an accepted methodology of how to estabitistsynchrony of
two modalities® Alahverdzhieva and Lascarides (2010) defined synchronfies t
attachment of gesture to the semantically related speeisplin the syntactic tree
that, using standard semantic composition rules, yieldsiraerspecified logical
form supporting the final interpretation in the contextusie Our aim is thus to
constrain synchrony by exploring the linguistic propertithe multimodal action,
i.e., we use information from prosody (the literature affenough evidence that the
gesture performance is intertwined with the one of speeuihfzat the perception
of gesture depends on the synchronous prosody-e.g., L2@d4), Giorgolo and
Verstraten (2008)), syntax (why would attachment to “emgrapartment” in (2)
be allowed, but one to “I” disallowed?) and also the timingspéech relative to
deixis. These constraints have been established empjiribalugh a multimodal
corpora study.

3As demonstrated by (1) and (2) and their corresponding &bgiicms, the temporal performance
of one mode relative to the temporal performance of the ashiesufficient for deriving the possible
meaning representations.
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3.1 Corpus Investigation

Autosegmental-Metricalav) phonology (Ladd, 1996) underpins our underlying
assumptions about the interaction between speech andeemtal hence also the
annotation schema and the formalisation of grammar cartgirurules. InAm
theory, prominence is determined by the stronger (s) or areék) relation be-
tween two juxtaposed units in the metrical tree. The nugaminent node is
the one dominated by strong nodes. In the default case ofl ioaas, the nuclear
accent is associated with the right-most word, i.e., theripatstructure is right
branching as displayed in Figure 1. This can be overriddemdosow focus where
the structure can also be left-branching.

[ ]
/\
w S
| PN
hit w S
| |
Mass Ave

Figure 1: Metrical Tree for “hit Mass Ave”

Our choice stems from the fact that in the model nuclear accenting involves
perception of structural prominence in relation to the matrstructure rather than
to the acoustic properties of the syllable (Calhoun, 2006)this way, we can
reliably predict the gestural occurrence in relation tortretrical tree, and we can
also interface the prosodic structure with the syntactiecstire (Klein, 2000).

Our hypothesis about the speech-deixis interaction is|ksws:

Hypothesis 1 The relative temporal performance of deictic gesture anelesp
can be predicted from nuclear prominence: in case of braami$ed utterances,
deixis temporally overlaps with the nuclear accent, andasecof early pre-nuclear
rise, it overlaps with the pre-nuclear accent.

The hypothesis was validated through an experimental stwdy two mul-
timodal corpora: a 5.53 min recording from the Talkbank Hatad observation
1S1008c, speaker C from themi corpus? The domain of the former is living-
space descriptions and navigation giving, and the latemsilti-party face-to-face
conversation among four people discussing the design ehateecontrol. We aug-
mented the corpora with annotation of prosody and of gesfilre prosody anno-
tation was largely based on the annotation schema of the&vaard corpus (Bre-
nier and Calhoun, 2006) and it included an orthographicstraption, labelling of
accents—nuclear, pre-nuclear (an early emphatic pitef), nmon-nuclear—and la-
belling of prosodic phrases. The gesture annotation ircludassifying the hand

“http://www.talkbank.org/media/Gesture/Cassell/kimikov
Shttp://corpus.amiproject.org/
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movements in terms of communicative vs. non-communicaggsigning them
a category (depicting, deictic) and segmenting them insordie phases. These
phases are: preparation (a non-obligatory phase whichviesdifting the hands
from a relaxed position to the frontal space), pre-strokkl lfa non-obligatory
phase, hands are held still before reaching the expreseade) pstroke (an oblig-
atory phase, the dynamic peak of gesture that carries iteinga a post-stroke
hold (a non-obligatory phase which consists in maintairtimg hands in the ex-
pressive position reached during the stroke) and retra¢ticon-obligatory phase
characterised by bringing the hands back to rest).

The gesture segmentation was based on formal and functioitatia. The
formal ones considered the dynamic profile of the hand, the. effort employed
by the hand. Any sudden change in the hand dynamics signaasition to a new
phase. More specifically, preparations and retractiongireaninimum effort, the
stroke is usually characterised by a dynamic maximum, amithglthe holds be-
fore/after the strokes the hand is held still (McNeill, 2D0Sote that this criterion
is relational — the lower or higher dynamics of a phase isrdgteed in relation
to the dynamics of the juxtaposed phase, e.g., the handgdoid is almost never
absolutely still, it is still only in relation to the dynansiceached during the stroke.
Further, the functional criteria involve the meaning coraby the gesture phase,
which we established in the context of the synchronous $peecereas the stroke
and the hold after the stroke (if any) are the phases that conmate what the
gesture is about, preparations and retractions are not coinative, they are the
physical effort necessary to execute the stroke.

We addressed our hypothesis by searching for types of acosrtlapping
deixis. Since we were interested in the expressive parteofésture, we counted
the deictic strokes only. The corpora contained 87 deittakes (65 for the Talk-
bank, and 22 form1). 86 of them—that is, 98.85%—overlapped a nuclear and/or a
pre-nuclear accented word. Deictic gestures of longertiduravere often marked
by a combination of a nuclear and non-nuclear and/or nueledmpre-nuclear ac-
cented words. Essentially, the empirical analysis confirthe expected alignment
between the nuclear prominent word (not simply the nucleeeat) and the deixis
stroke both in case of broad focus, and in case of narrow fothis is attested in
the broad-focused utterance (6) and in the narrow-focugechnce (7), a continu-
ation of (6). Whereas the deixis stroke in (6) co-occurs temalfy with the nuclear
prominent “Mass Ave”, the performance of the deixis stokérinis shifted earlier
to the nuclear accented “left”.

(6) 1keep [vgoing] until | [yyhit] Mass [yAve], | think
Right arm is bent in the elbow at a 90-degree angle, RH is lgodesed
and relaxed, fingers point forward. Left arm is bent at theoalpheld almost
parallel to the torso, palm is open vertical facing forwafahger tips point
to the left.

(7) And then | [vturn] [pause][yleft] on [ yyMass]Ave

13



LH is held in the same position as in (6); along with “left”, Rbpens verti-
cally and sweeps to the left periphery close to the left steul

For the formal rendition of this finding, we adopt thesG phonology model
of Klein (2000) where the prosodic structure is specifiedhimithePHON attribute
in parallel with sYNSEM. The prosodic constituent is mapped from the metri-
cal tree, e.g., the metrical tree in Figure 1 maps to the feadtructure in Fig-
ure 2. The element dominated Bynodes maps to thBesignated Terminal El-
ement(DTE) (Liberman and Prince, 1977). Note also that the featunactire
is typed agmtr(full) which reflects the fact that objects in the domaiof1) are
prosodic words of typdull, which is in contrast to non-prosodic words such as
conjunctions, pronouns and articles that usually form glsiprosodic word with
the neighbouring element.

[sign
mtr(full)
mitr(full)
PHON DOM <hit, DOM<Mass,Ave> >
DTE[2]

DTE
SYNSEM synsem

Figure 2: Feature Structure of the Metrical Tree for “hit awe”

Our results report on the interaction between speech anisdmi the level
of form. Our overall aim is to account for syntactically well-forcherees which
map toULFs supporting the final interpretations in context. We thenefexam-
ined whether the syntactic attachments as constraineddspgy would produce
the range of preferred interpretations in context. We ent@yad instances which,
although syntactically well-formed, did not map to all imted meaning represen-
tations due to the fact that the semantically preferred @peéement the gesture
stroke overlapped with was not prosodically prominent. 1) {or instance, the
gesture is produced along with the nuclear prominent “saitén one of the plau-
sible denotations of the hand is that it is identical to theadation of the unac-
cented pronoun “she” coming from speech. Moreover, thisrpretation would
still be available even if the deictic gesture was perforroativith the temporal
span of the pronoun, as exemplified below.

(8) And a as shepfsaid] it's an environmentally friendly uh material . ..
Same gesture as in (1).

Essentially, the instances of misalignment between theastoally related,
prosodically prominent word and the deictic stroke, and alstween the tempo-
ral performance of the deixis and the temporal performaridteo semantically
related speech phrase concern cases where the visible mgtined by the deic-
tic gesture is equal to the space it actually denoted, he.individual/object was

14



present in the communicative situation at the exact spetiaidinates identified
by the deixis. This observation flags up an important findingu& a multimodal

grammar of speech and deixis: whereas gestures pointingnatete individuals

in the real space can be attached to elements from speediréhadt necessarily
prosodically prominent or that are performed outside thgpteral performance of
the deixis, gestures identifying abstract individualsuiegjtemporal overlap with
the prosodically prominent, semantically related spedulage. In Section 5, we
propose construction rules that reflect our empirical figgin

4 Mapping Form to (Underspecified) Meaning

In Section 1 we claimed that we model gestural ambiguity bysieg standard
linguistic methods for meaning underspecification. Welst@lk demonstrate how
to express gestural meaning from form.

It is now well-established in the gesture community to fdiyngegiment ges-
ture in terms of Typed Feature Structures$s)—e.g., Johnston (1998), Kopp et al.
(2004)—since they capture the non-hierarchical gestuetstre. Gestures, unlike
fully-fledged language systems, are constructed by eqraiked form features—
such as the shape of the hand, the palm and finger orientatidrek do not com-
pose a hierarchy (McNeill, 2005). Similarly, previou®sG approaches to sign
languages, British Sign Language in particular, incorfothe information com-
ing from the hand shape, orientation, finger direction andenwent within the
PHON attribute (Marshall and Séafar, 2004). However, in costtta sign languages,
which exhibit a combinatoric potential to combine with atheguments (Cormier
et al., 1999), (Marshall and Safar, 2004), deictic gestuto not select obligatory
arguments. Still, multiple gestures can form a hierardtstacture in the same
way discourse segments do.

Recording the deixis form features is essential for idgimgf the region des-
ignated by the pointing hand, for instance, 1-index fingeigmts a line or even a
cone that starts from the tip of the index finger and contiri¢ise direction of the
object pointed at. In comparison, a flat open hand can prajgténe that starts
from the palm and extends in a direction parallel to the pdhurthermore, there
are findings in the descriptive literature that suggest titmatform of the pointing
hand is significant for interpreting its meaning in contexg., whereas an extended
index finger has the abstract idea of singling out an objecbpen hand with a ver-
tical palm refers to a class of objects, rather than to awiddated object (Kendon,
2004).

In our framework, the features appropriate for gesturauthelthe shape of the
hand, its movement, location and orientation of the palmfargers. Their values
are specified within the sort hierarchy as exemplifiedifand-shapen Figure 3.
Some values, such apen-closedaccount for change in form.

Figure 4 regiments the form of the deixis in utterance (2) &sature struc-
ture. It is typed asieictic_abstract so as to differentiate between feature struc-
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hand-shape
open closed fist index-finger

open-flat open-closed open-fist closed-index-finger
Figure 3: Fragment of the Sort Hierarchylend-shape

deictic.abstract

HAND-SHAPE open-flat
PALM-ORIENTATION:  vertical
FINGER-ORIENTATION: forward
HAND-MOVEMENT: away-body-centre

—

HAND-LOCATION: c

Figure 4: Deixis Form Feature Structure Representation

tures contributed by abstract deixis and those contribbtedoncrete deixis (of
type deictic_concrete). This information is essential as it allows us to encode the
necessary constraints between speech and concrete detiice on the one hand,
and between speech and abstract deictic gesture, on the(ball our finding
from Section 3.1 that relaxation between the prosodicaliyninent speech phrase
and deixis, and also between the timing of the deixis andithieag of the speech
word occurs with deictic gestures identifying concretevitiials but not abstract
ones). Further, the values of the distinct features arentékem the sort hierar-
chies, similar to those demonstrated in Figure 3. Finadljpiving Lascarides and
Stone (2009), we formalise the hand location in terms of trestantc which de-
marcates the exact location of the tip of the index finger ahithy combined with
the deixis form features, determines the spatial regidesignated by the gesture,
for instance, a stationary gesture of 1-index would mgkeline (or a cone) that
projects fromZ'in the same direction as the index finger.

The compositional semantics of deictic gesture involvesipcing a set of un-
derspecified predications in t@1RS notation; for instance, themMRS representa-
tion of the deictic gesture in (2) is shown in Figure 5.

l1 : aq : deictic_q(i) RSTR(a1,h1) BODY (a1, hs)

la :ag : sp_ref(i) ARG1(az,v(p))

I : as : hand_shape_open_flat(eq) ARG1(ag,1)

I : ay : palm_orient_vertical(e;) ARG1(ay,1)

la s as : finger_orient_forward(ez) ARG1(as,1)

ls : ag : hand_-move_away _body_centre(es) ARG1(ag, 1)
hy = Iy

Figure 5: Deixis RMRS Representation

Each predication is associated with a not necessarily enligjoel (,,) and a
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unique anchordy,): the label identifies the scopal positions of the predicathe

resolvedLF and the anchor serves as a locus for adding arguments todtieate,
e.g.lz : ag : spref(i) ARG1(az2,v(p)) makes the predicate _ref take at least
the two argumentsandu(p) in the that order.

The deixis semantics accounts for the fact that the deidgtuge provides
spatial reference of an individual or event in the physiqacep. Following
Lascarides and Stone (2009), this is formalised in term&i®@f2tplace predicate
lo : as : spref(i) ARG1(aq,v(p)) wherei is an underspecified variable (resolv-
able to an event or an individualz) andv(p) is the actually denoted space. To
reflect the fact that the gestured space is not necessagiftioal to the denoted
space (which is basically the underlying difference betweencrete deixis and
abstract deixis), we are using the functioto map the physical spagédentified
by the gesture to the spacép) it denotes; e.g., in (1) the referent is at the exact
coordinates in the visible space the gesture points atyiig equality, and also the
deictic gesture is of type concrete. In contrast, in (2) #ferent is not physically
present, and so the deixis is abstract, and aldoesnotresolve to equality.

Further to this, for consistency with the English Recoursan@nar ERG)
(Copestake and Flickinger, 2000) where individuals arenddoy quantifiers, the
deictic referent is bound by the quantifiérictic_q. Finally, to capture the seman-
tic effects of the deixis form features, we map each feavatae pair to a predicate
that, similarly to intersective modification ERG, modifies the referent

5 Construction Rules

The rules for integrating deixis and speech envisage cgeeod the full set of
multimodal constructions found in our empirical study. $heénclude rules that
capture our findings about the interaction between nucleanimnence and deixis
(rules for the integration of a single prosodic word and @eikead-argument
construction and deixis, head-modifier construction angislenoun-noun com-
pounds/appositives and deixis). The rules are also bas#ukquarticular gesture
type to account for the cases of prosodic and/or temporakaébn.

In this section, we present three construction rules: achad¢ that attaches
deixis to a single prosodic word (to derive a context-speafalysis of (1) as
(3a)), arule that integrates deixis with a larger spokeagd(to derive an analysis
of (1) as (3b)), and also a rule applicable to concrete aegdtures that defeats
the strict temporal condition between the stroke and theqatically prominent
spoken word.

Rule 1 Deictic gesture can attach to the nuclear/pre-nuclear ated word of the
temporally overlapping speech phrase.

The formalisation of this rule is demonstrated in Figure 6.e #hall now
describe every aspect of it in turn. A prerequisite for theegnation of the de-
ictic (D) and the spoken (S) modalities is that they tempgpraverlap, that is,
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[deictic.
word
TIME  overlap < >
PHON
HOOK [LTOP @]
SYNsEM | conT |RreLs {@@}
HCONS [Dac]
['spokenword T
TIME
PHON [3] p-word
COMPS synsem
CAT |vAL |suBJ synsem
S-DTR SPR  synsem
SYNSEM [HOOK [INDEX i2]
CONT somerel
RELS LBL 9
ARGO g
deictic
TIME
i THAND-SHAPE hand-shape
PALM -ORIENTATION:  orient
CAT | FINGER-ORIENTATION: orient
HAND-MOVEMENT: move
| HAND-LOCATION: c
HOOK INDEX 1%
D-DTR LTOP
SYNSEM o
deictic.q spref deixiseps
LBL R P
- LBL LBL
CONT | RELS ARGO i ,
ARGO 17 ARGO el
RSTR  ho )
ARG1 v(p) | LARG1 i
BODY  hs3
HARG ho
HCONS [Dhe]
LARG
deictic_rel
LBL [9]
C-CONT ARGO
ARGL 2
ARG2 %

end(D) > start(S) and end(S) > start(D).

Figure 6: Deictic Prosodic Word Constraint

Note that the application of this

rule is not constrained to a particular deictic gesture ,tyal so it can apply to
both abstract deixis and concrete deixis. Biya&lSEM values of the deictic daugh-
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ter (O-DTR) are encoded as detailed in Section 4: ¢ feature contains a list of
deixis’ appropriate attributes and th®NT component is specified in the standard
way in terms ofHoOK, RELSandHCONS We defined the pointing hand as provid-
ing a spatial reference of an individual or an evieait some position in the denoted
spacev(p) that is determined by the physical spatand the contextually resolved
mappingv from physical space to gestured space. For the sake of spaagpss
over the gesture form features @sizis_eps. Following ERG where theLToOP of
an intersective modifier phrase is shared with itBes of the head daughter and
the non-head daughtedeizis_eps share the same label witdp_ref which is the
LTop of the gesture daughter. Finally, the semantic index of éstlge daughter
is obtained via co-indexation with therGO variable: bound by the deixis main
relationsp_ref .

For the speech daughtes-pTR), we similarly record its timing, syntax and
semantic information, and also its prosody. Importantig speech head daughter
should be a nuclear/pre-nuclear prosodically prominentved type p-word We
forego any details about the syntactic category of the $pdaaghter since it does
not constrain the integration.

In Section 1 we stated that the full inventory of relationsbining speech and
deixis will be accounted for by an underspecified relatioppsuting the possible
relations in context. Based on Lascarides and Stone (2889 )xonstruction rule
therefore introduces io-CONT an underspecified relatiafeictic_rel between the
semantic index of the deictic gesture and the semantic indexof the speech.
How this relation resolves is a matter of discourse contékie treatment of this
relation is similar to that of appositives #ERG of the sort “the person, the one
that | am pointing to” in that it shares the same label as tleedp head daughter
since it further restricts the individual/event introddde speech. In so doing, any
quantifier outscoping the head would also outscope thitioala

The semantic composition of the mother node is strictly niomic: it involves
appending the relations of the speech daughter to theaesatif the deictic daugh-
ter, which are then appended to the relation contributechbyrdle (notated with
@). Since therHON feature is appropriate to the speech daughterpthen value
of the mother is co-indexed with the one of the speech daughte

Applied to (9), this rule would produce a tree where the deigiattached to
the prosodic word “hallway”.

(9) There’s like d yylittle] [ yhallway]
Hands are open, vertical, parallel to each other. The spegkaces her
hands between her centre and the left periphery.

For the sake of space, in Figure 7 we provide only the sensaafithe multi-
modal utterance. Note that synchrony resolves the undgftgakindex introduced
by the deictic gesture to an individual Further, the composition of the situated
utterance with the intersective modifier “little”, and saggently with the quanti-
fier “a” proceeds in the standard way where the label of theifieods shared with
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[deictic word T
Hook  [LTop []]
[deicticrel
LBL hallway
ARGO eo || LBL
ARG1 zo || ARGO  x2
|l ARG2 z |
RELS -
CONT deictic.q ~sref ~deixis.ens
X1
LBL R P
LBL LBL
ARGO x
ARGO z ARGO el
RSTR  ho
LARG1 v(p)] LARG1 x
|BODY  hs3
oS [HARG ho
LARG

Figure 7: Semantic Composition for Deixis + “hallway”

the one of the head noun, and hence also with the label of thecdelation, and
it also appears within the restriction of the quantifier.

In Section 2 we stated that there was ambiguity with reseattaching deixis
to the synchronous and semantically related speech phigestherefore introduce
a further rule that takes that into account.

Rule 2 Deictic gesture attaches to a nuclear/pre-nuclear promtneead satu-
rated with its arguments if there is an overlap between thengy of the deixis
and the timing of head.

Unlike the non-emptwAL list of the rule in Figure 6, Rule 2 presupposes at-
tachment to a phrase with an emptyAlL [comps()] and/or [VAL|SuBJ ()] and/or
[ VAL|SPR ()] list. We remain as neutral as possible about the numbertaf sa
rated arguments to accommodate the fact that the deixisdammap to multiple
meanings in context, and these meanings persist even imttextually resolved
discourse. Applied to multimodal utterance (2), Rule 2 wiallow for combining
“enter my apartment” + deixis, “I enter my apartment” + dejand even “I enter”
+ deixis. Whereas the first two derivations include standgrdactic constituents,
the latter violates thelPsGprinciples of syntactic constituency. With this in mind,
one can account for the relation between “I enter” and thetidegesture on the se-
mantic level by restricting the scope @éictic_rel over the elementary predicates
introduced by “I” and by “enter”.

Finally, we introduce a rule that is applicable to concredietic gestures to ac-
count for the fact that prosodic prominence of the semaiyticelated spoken word
overlapping the concrete deixis is not necessary, and ladddhe spoken word can
happen outwith the temporal performance of the gestur&estis follows:

Rule 3 Concrete deictic gesture attaches to a prosodically maded a prosodi-
cally unmarked spoken word whose temporal performancesdexcor follows the

20



temporal performance of the concrete deixis.

The formal rendition of this rule is demonstrated in FigurdBis rule remains
loose about the temporal relation between the spoken watdrengesture stroke
— we allow for precedence and for sequence relations (thdagpveelation is also
possible, and it was accounted for by the rule in Figure 6)thfen, the spoken
word is not restricted to a particular prosodic type (it isrdfore of typepros
which subsumes prosodically marked and prosodically uketawords) and in
this way we can integrate a concrete deictic gesture intongpnominent spoken
word; in utterance (1), for instance, this condition enaltlee deixis attachment to
“she”. Moreover, the gesture is restricted to tygmncretedeixis and so this bars
an attachment of the abstract deictic gesture to “I” in attee (2). We forego any
further details about the formalisation of this rule, siitceemains the same as in
Rule 1.

[deicticword ]
TIME precede ([10], [H)v follow {[10], [7])
PHON
SYNSEM  synsem

_spokenword
cDTR TIME
PHON pros

SYNSEM  synsem

deictic_concrete

D-DTR TIME
SYNSEM synsem

Figure 8: Concrete Deixis Prosodic Word Constraint

6 Conclusions

In this paper, we presented a constraint-based analysisiltifmdal communica-
tive signals consisting of deictic gesture signals anddpsgnals. Our approach
re-uses standard devices from linguistics to map multirhioden to an underspec-
ified meaning that will ultimately support reasoning on teenantic/pragmatic
interface for producing a specific and context aware ingggtion. We thereby
account for gestural ambiguity by means of established ngpéeification mecha-
nisms. To specify the form-meaning mapping, we used engtlyiextracted gram-
mar construction rules which capture the conditions undechvthe speech-deixis
signal is grammatical and semantically intended. We ptesethree rules: a basic
rule accounting for a multimodal speech-deixis word, a alilewving for attaching
deixis to a spoken phrase, and finally, a rule that defeatsttloetemporal/prosodic
condition between the spoken word and the deixis stroke.

21



7 Acknowledgements

This work was partly funded by EU project JAMES (Joint Actifmn Multimodal
Embodied Social Systems), project number 270435. The nased one of the
authors was funded by EPSRC. The authors would like to thaalkahonymous
reviewers for the useful comments that have been addresgbeé final version.
The authors are also grateful to Nicholas Asher, Sasha GaJhiean Carletta,
Jonathan Kilgour, Ewan Klein and Mark Steedman. Any mistaked inaccuracies
are our own.

References

Alahverdzhieva, Katya and Lascarides, Alex. 2010. Analydianguage and Co-
verbal Gesture in Constraint-based Grammars. In StefdfeMigd.), Proceed-
ings of the 17th International Conference on Head-Drivera$th Structure
Grammar (HPSG)pages 5-25, Paris.

Asher, Nicholas and Lascarides, Alex. 2008gics of ConversatianCambridge
University Press.

Brenier, Jason and Calhoun, Sasha. 2006. Switchboard d3ro&onotation
Scheme. Department of Linguistics, Stanford Universitg 88CS, University
of Edinburgh, internal publication.

Calhoun, Sasha. 200&formation Structure and the Prosodic Structure of En-
glish: a Probabilistic RelationshipUniversity of Edinburgh, phD Thesis.

Clark, Herbert H. 1996Using Language Cambridge: Cambridge University
Press.

Copestake, Ann. 2007. Semantic composition with (robugtjymal recursion se-
mantics. InDeepLP '07: Proceedings of the Workshop on Deep Linguigtic P
cessing pages 73-80, Morristown, NJ, USA: Association for Compaitel
Linguistics.

Copestake, Ann and Flickinger, Dan. 2000. An open-souramgrar development
environment and broad-coverage English grammar using HPS®Boceedings
of the Second Linguistic Resources and Evaluation Corderpages 591 — 600,
Athens, Greece.

Copestake, Ann, Flickinger, Dan, Sag, Ivan and Pollard|. @&05. Minimal
Recursion Semantics: An introductiodournal of Research on Language and
Computation3(2—3), 281-332.

Cormier, Kearsy, Wechsler, Stephen and Meier, Richard¥®.1%cus Agreement
in American Sign Language. In A. Kathol, J.-P. Koenig and @bélhuth (eds.),

22



Lexical And Constructional Aspects of Linguistic Explamat pages 215-229,
CSLI Publications.

Giorgolo, Gianluca and Verstraten, Frans. 2008. Peraepticpeech-and-gesture
integration. InProceedings of the International Conference on Auditasusi
Speech Processing 200&ges 31-36.

Johnston, Michael. 1998. Unification-based multimodasipay. InProceedings of
the 36th Annual Meeting of the Association for Computatidmaguistics and
17th International Conference on Computational Lingaisti Volume 1LACL
'98, pages 624-630, Stroudsburg, PA, USA: Association fam@utational Lin-
guistics.

Kendon, Adam. 2004Gesture. Visible Action as Utteranc€ambridge: Cam-
bridge University Press.

Klein, Ewan. 2000. Prosodic Constituency in HPSGGhammatical Interfaces in
HPSG, Studies in Constraint-Based Lexicaligages 169-200, CSLI Publica-
tions.

Kopp, Stefan, Tepper, Paul and Cassell, Justine. 2004. rdswategrated mi-
croplanning of language and iconic gesture for multimodgpot. InICMI '04:
Proceedings of the 6th international conference on Multalanterfacespages
97-104, State College, PA, USA, New York, NY, USA: ACM.

Kranstedt, Alfred, Lcking, Andy, Pfeiffer, Thies, Riesetannes and Wachsmuth,
Ipke. 2006. Deixis: How to Determine Demonstrated Objecsiya Pointing
Cone. In Sylvie Gibet, Nicolas Courty and Jean-Franois K&ens.),Gesture
in Human-Computer Interaction and Simulatjorolume 3881 ot ecture Notes
in Computer Scienggages 300-311, Springer Berlin / Heidelberg.

Ladd, Robert D. 199dntonational Phonology (first editionCambridge Univer-
sity Press.

Lascarides, Alex and Stone, Matthew. 2009. A Formal Sema&mialysis of Ges-
ture.Journal of Semantics

Liberman, Mark and Prince, Alan. 1977. On Stress and LiniguRhythm. Lin-
guistic Inquiry8(2), 249-336.

Loehr, Daniel. 2004Gesture and IntonatianWashington DC: Georgetown Uni-
versity, doctoral Dissertation.

Marshall, lan and SafaEva. 2004. Sign Language Generation in an ALE HPSG.
In Stefan Muller (ed.),Proceedings of the HPSG-2004 Conference, Center
for Computational Linguistics, Katholieke Universiteglven pages 189-201,
Stanford: CSLI Publications.

23



McNeill, David. 2005.Gesture and ThoughtChicago: University of Chicago
Press.

Pustejovsky, James. 199Bhe Generative LexicoMIT Press, Cambridge.

24



Morphology in the “wrong” place: The
curious case of Coast Tsimshian
connectives

Douglas Ball

Truman State University

Proceedings of the 18th International Conference on
Head-Driven Phrase Structure Grammar
University of Washington
Stefan Miiller (Editor)

2011
Stanford, CA: CSLI Publications

pages 25-45

Ball, Douglas. 2011. Morphology in the “wrong” place: The curious case of Coast
Tsimshian connectives. In Stefan Miiller (ed.), Proceedings of the 18th Interna-
tional Conference on Head-Driven Phrase Structure Grammar, University of Wash-

ington, 25-45. Stanford, CA: CSLI Publications. DOI: 10.21248/hpsg.2011.2.


https://orcid.org/0000-0002-8046-9452
http://doi.org/10.21248/hpsg.2011.2
http://creativecommons.org/licenses/by/4.0/

Abstract

This paper examines the apparently odd location of cas&inggiormatives
found in the Pacific Northwest language, Coast Tsimshiarfirsit argues
that the case-marking formatives are actually affixes optbeeding words,
not prosodically-dependentwords. Given this morpholalanalysis, a syn-
tactic analysis is proposed that utilizes the ‘informadithyrrich’ syntactic
structure of HPSG. In particular, the analysis proposed &&2GE features
and chained identities between adjacent phrasal sistéicettse the clause.
This enables a simple analysis of the clausal syntax of A@astshian while
still accounting for the wide array of facts surrounding tlo@nectives.

1 Introduction

Coast Tsimshian, also known as Sm’algyes an indigenous language of the Pa-
cific Northwest, spoken in northwestern part of the Canagiavince of British
Columbia and in the extreme southeast of part of the Ameritate of Alaské.
This language generally exhibits (AUX)—-V-Argument(s)@rth clauses and shows
ergative alignment in both pronominal and non-pronomingressions (Mulder,
1994)? Facilitating the interface between these word order amghaient patterns
are the class of formatives that Tsimshianists have catledriectives’. Examples
of the connectives and the ergative alignment are given)imugdl (2), where the
connectives of have been bolded:

D) Yagwahadiksa udla.
Yagwahadiks-p tdla]
CONT swim-[ABS.CN seal]
‘The seal is swimming.’ (Mulder, 1994, 32)

fThanks to Emily Bender, Olivier Bonami, Rui Chaves, Michidahn, Robert Levine, Ivan Sag,
and both anonymous reviewers of my original HPSG 2011 Cenfar abstract for helpful comments,
criticism, and pointers. The usual disclaimers apply.

Abbreviations used includeaBs/abs= absolutive;Acc = accusativeADJ = adjunct;adj = ad-
jective; Args = argument®RG-ST = argument structure; AUXx= auxiliary; CONT = continuous
(aspect)LTRST.FOC= contrastive focussxt= constructc-M = case markingpEM = demonstrative;
ERGlerg = ergative;FuT = future;hd = head(ed); HFP = Head Feature PrinciplesT = instrumen-
tal; L = left; MRKD-IND = marked indexNEG = negative;PL = plural; POSS= possessivepsT =
past;R = right; sai-ph= subject-auxiliary-inversion phraseem = semanticSSYN = syntax;TOP =
‘topicalized’; V = Verb;vAL = valence.

Notable or unusual aspects of Coast Tsimshian orthograghgssfollows:{’ X }= any glottalized
sonorant{ X"} = ejectives{t} =[], {k} = [q], {g} =[a], {kw} = [K"], {gw} =[g"], {ky} =[],
{oy} =[g], {x} =[x, {0} = [, {W} = [ugl, {y} = [j]. {a} = [«], {a}= [] or [4], {0}= [o] or [3],
{W}=[vi

LIt is critically endangered (Moseley, 2010); numbers ofed@es number is no more than a few
hundred, if that. Coast Tsimshian is a member of the smath3isianic family, including Southern
Tsimshian [Sguiuxs], Nisgha [Nis¢n], and Gitksan [Gitxsan] (Mulder, 1994, ch.1). The Tdimsic
family may be a part of the larger Penutian family (Tarpe887).

2] gloss over some complexities of the alignment here as theirlevant to the point here, but
see Mulder (1994, ch. 2) and Bach (2004) for some furthewdison.
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(2 Yagwat huumda duusa hoon.

Yagwa-t huum-da duus]-a hoon]
CONT-3.ERG smell-[ERG.CN cat]-[ABS.CN fish]
‘The cat is sniffing the fish.’ (Mulder, 1994, 32)

Because their principal function is to signal the relatiopsof the following ex-
pression with its predicate, | will henceforth call thesase connectives’ (cf. Steb-
bins’ (2003) term ‘dependency markers’) to clearly indécétat | am discussing
these elements and not any of the other elements that argadionally consid-
ered connectives within Tsimshianic grammar. Howeverdiditeon to signaling
case, they also signal information about the nominal espraghat follows them
(much as determiners do in other languages). The conngaised in the collo-
quial style just signal whether the following noun is a conmmmoun or not. How-
ever, the connectives in the more complex narrative stylén specify visibility
to the speaker, beyond noun type and case (Mulder, 19949382-3

As (1) and (2) indicate, the location of the case connectisexid. They do
not appear on the head noun that they semantically/furadtiogo with; i.e. the
marking for the function ofluus‘cat’ is not onduusin (2). Additionally, it appears
that the case connectives don't even occur within the domesti they mark. Again
looking at (2),duus despite being the site of marking fhoon‘fish’, is not even
within the same noun phrase lagon

The case connectives are also not misanalyzed head-mastongminal af-
fixes. Head-marking pronominal affixes independently exisToast Tsimshian;
an example with them is given in (3), where the pronominakeffiare bolded:

) Akadit ‘nax’nuu+.
NEG.CTRST.FOC-3.ERG hear-3ABS
‘They didn't hear it (Stebbins, 2003, 402)

These-t morphs are mostly distinct in form from the case connectieebst of
extant forms is provided in (4:

Forms of case connectives in Coast Tsimshian
4 -a, -S, -da, -sda, -ga, -sga, -tga, -at, -dat, -gat, -tgas,-alas, -dit
(Mulder, 1994, 33,39)

The connectives, additionally, are not confined just to setiut can appear on
nouns as well, as illustrated by the markingduusa‘cat.ABS.CN’ in (2). Thus, it
appears that this is, in fact, an instance of dependentintadase marking.
However, the unusual location of the case connectivesgaise question of
what their grammatical status is: are they (perhaps proatigidependent) words,

3The presence afs andds in (4) does raise the possibility that some of the case abives
have been mis-segmented and thar d is actually not a part of the connective. Even if that is
so, it would not affect the point here, as the remainder ofctihrenectives are still distinct from the
pronominal affixes. It is furthermore possible, if the casarectives and the pronominal affixes
both have historical sources from determiners/pronouneg,the similarities between them are due
to diachronic factors.
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affixes, or some kind of clitic (assuming that the definitg)nfor clitic status are
clear)? And furthermore, how do these grammatical elenfémtso the rest of the
Coast Tsimshian clause? How is their location licensed andib their function
associated with the desired noun? To answer the formerignektirgue that the
connectives are, in fact, affixes on the elements that pesttezin. Section 4 will
provide morphophonological evidence in support of thisnelaGiven this status
within Coast Tsimshian grammar, in section 5, | sketch aryarsaof the syntax of
Coast Tsimshian clauses that both respects this morphofdgical evidence yet
handles the apparent ‘bracketing paradoxes’ that the nopipginology gives rise
to. This analysis makes crucial use of EDGE features as well @onstructional
constraint enforcing matching case and index values betaégcent clausal con-
stituents.

2 The Distribution of Case Connectives

Before moving into a discussion of the analysis of Coast $hkian, let me first
detail more of the distribution of these elements withiruskes. It does appear that
the connectives are obligatory: arguably, every core agginm Coast Tsimshian
is marked by a connective (though there are some instancesevitie marking
might be understood as covert, to be discussed in sectign ¥rlerms of posi-
tion, examples (1) and (2) showed that the case connectivapggzear immediately
before the head noun that it relates to. However, this is hdyes the case. As
shown in (5), the connectivwsgaand the head nouswta‘porcupine’ are separated
by two adjectives:

(5) Adata dm dzaksga f{gu gwe’am awta.
Adata dm dzak-kga tgu gwe’am awtal.
And nearrFuT die-ABS.CN little poorADJ.CN porcupine
‘And poor little porcupine was about to die. (Stebbins, 30891)

Examples like (5) indicate the the connective is just rezflito appear before the
noun phraset marks. Since adjectives in Coast Tsimshian predomipaygpear
prenominally, they can separate a connective from its head.n

The examples in (1), (2), and (5) also revealed that conrecttan immedi-
ately follow both verbs and nouns. It may even be possibléhfem to appear on
words from other lexical categories. A possible additiowakd category is the
category that postverbal adverbial elemgada of (6) belongs to:

(6) tat 'nisgagit gada awtat 'niitga.
ta-t 'nisgatg-it gad-[a awta]-[t 'niitgal.
PST-3.ERG make.fun-3ABS reportERG.CN POrcupineABS.CN 3SG

‘It is said that porcupine made fun of him.’ (Mulder, 19945)7

Observe in (6) that the connective (bolded and italicizezBrrthe postverbal ad-
verbial element (bolded) still occurs immediately befooeim phrase that it marks
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(consisting ofawta-here). Thus, it appears that as long as the postverbal adlverb
is in the relevant place, the marking can appear 6n it.

It does seem, however, that there is some controversy oxérghtment of this
particular adverbial element. In contrast to the segmiemtdlhat Mulder provides
for (6), Stebbins (2003, 398) treats instances of the fgau as a verbal affix.
However, Stebbins does not say why she does so. In the erahahesis proposed
in this paper is not greatly affected either by treating #lsment as a separate
word or as an affix. For the sake of concreteness and presenthvill continue
to assume thajad is a separate word.

Finally, the behavior of the case connective system where tisea ‘missing’
or unrealized argument is also illuminating. Consider (7):

) 'Yagay 'wii gyisiyaasg-atn-t  [deentg-asga tgu alasgm
insteadgreat northwind-3 ToP-3 avengeABs.CN little weakADJ.CN
yetsisk].
animal

‘Instead, it was the great northwind that avenged the kitak animal.’
(Mulder, 1994, 35)

The key part of the (7) is the bracketed part, likely a subw@tdi clause within a
larger cleft structure. The verb within this claudeentg-avenge’, has no locally-
realized (i.e. a postverbal) ergative argument. The utogdsergative of this verb
is gyisiyaasg-northwind’, which is realized befordeentg-avenge’. Yet,deentg-
does have a connective attached to it: an absolutive onehveignals the role of
the next noun phrase over. Beyond reinforcing that the gdimation that connec-
tives just need to precede the relevant noun phrase, thixdsttows that the actual
postverbal argument—and not any more abstract repregentdtany argument—
determines which connective appears after the verb.

The facts surrounding the Coast Tsimshian case conneetpyeesar to be iden-
tical (or nearly so) to the slightly more well-known prenomii formatives of Kwa-
k'wala (as first discussed by Boas et al. (1947) and discussibé more theoreti-
cally-oriented literature by Anderson (1984, 2005) amatingrs). The Kwak'wala
elements, too, have the apparently odd property of appeavith the ‘irrelevant’
word that precedes them, but being relevant to the word odsvibrat follow them.
A Kwak'wala example is given in (8):

“Whether this pattern occurs more generally with other dusts is difficult to know, because
adverbial elements in Coast Tsimshian overwhelmingly teratcur in locations that do not interact
with the marking of arguments: preverbally—between thelauy and the main verb—or clause-
finally (Stebbins, 2003, 391-392).

5The text in (8) does not use the original orthography, butlieen converted to the U'mista
orthography.
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(8) Kwix'idida bagwananaxa k'asasis t'alwagayu.
Kwix'id- ida bagwanana- x- a Kasa- s- is t'alwagayu.
clubbed- [theman]- [Acc-theotter]- [INST- hisclub]

‘The man clubbed the sea-otter with his club.’
(Boas et al., 1947, 282); (Anderson, 1984, 24)

The overlap in behavior in Kwak’wala and Coast Tsimshiarpissurprising, since
the two languages, though not genetically related, are rgpbgally adjacent.
This suggests that this property is an areal fedtukéowever, since the issue at
hand has been discussed more for Kwak'wala than for Coastshsan, | will use
some of the analyses of Kwak'wala as a starting point for tiadydical discussion.

3 One Possible Analysis

The pre-NP location of the case connectives is similar tatioo of determiners
or prepositions other languages. This overlap in distidousuggests that the con-
nectives might be profitably analyzed as one of these elesnehe precise choice
will not matter—with a fairly normal combinatorics, but Wwian ‘adjusted’ phonol-
ogy. Thus, there will be two representations associatel @dth sentence (which
could be related in a number of different ways). For concrege, a possible rep-
resentation of the combinatorics for the Coast Tsimshiatesee in (2) would be
asin (9):

()] S

e

Aux \% NP NP

Yagwat huum Det/Prep N Det/Prep N

T

da duus a hoon

The key elements of the combinatorics are that the argunténtsrbs are con-
stituents and these constituents, in fact, include the ettives (such constituents
appear as NPs in (9)). Furthermore, the verb combines witbetmominal con-
stituents in the ordinary fashion.

The second representation would represent something ikeréné phonolog-
ical constituency of a sentence. A possible representafidhis sort of structure
for the Coast Tsimshian sentence in (2) would be as in (10¢\trally call each
constituent here Dom, short for domain):

SHowever, there are also some similarities with the deteensirin at least two Peruvian lan-
guages: Yagua, a Peba-Yaguan language of Peru (see Paymaymel (1990) for primary data;
Anderson (1993) for further discussion) and Chamicuro, eawakan language of Peru (see Parker
(1999)). This suggests the issue discussed here is notynwergined to the Pacific Northwest.
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(10) s

Dom Dom Dom Dom

| | o

Yagwat huumda duusa  hoon

In contrast to (9), the connectives are attached to theishing10). Thus, they are
outside of the constituents that they are semanticallywaeleto in (10).

This style of analysis has been explored (somewhat imiglidibr Kwak'wala
by Klavans (1985, 106-107) and in a slightly different insi@tion by Anderson
(2005, ch. 2 & 3)’ Additionally, an analysis in this style could be implemehte
in HPSG using a linearization domains approach (see Red&8t)jL On such
an approach, (9) would be the tectogrammatical represemtéhe combinatoric
tree) while (10) would be the phenogrammatical represiemdthe linear syn-
tax/prosodic representation) (see Curry (1961) for dsiomsof these terms and
possible motivations for differentiating the kinds of repentations).

Provided that a domain-based approach makes certain stalecécalist as-
sumptions, extending it to the Coast Tsimshian data woulgrbblematic. The
problem arises at the confluence of two assumptions. Thedfirdiese is that
the smallest unit that both the tectogrammar and the pharmogar manipulate
is the word. This assumption offers a clear morphologyaynitterface and, if
accurate, would provide an explanation for the cohesigenésvords (see Bres-
nan and Mchombo (1995) for discussion why this is importafithe second of
these assumptions is that there is some phonological Eesdkat are sensitive
to particular domains—most crucially for this work, the wand the phrasg.
Furthermore, the boundaries relevant for the phonologyaasemed to coincide
with the boundaries of the syntax: this offers a clean sypteonology interface.
So, on these assumptions, if the tectogrammar and phenogrmaanly manipulate
words, the boundary between case connectives and theg hastto be a phrasal
one. This predicts that only phrasal (postlexical) phogigia processes should
occur between case connectives and their hosts; this poedis false in Coast
Tsimshian, as the next section will show.

4 Case Connectives As Affixes

This section considers whether phonological and morphcdbdpehavior within
Coast Tsimshian supports treating the sequence of wordetctamective as a sin-

"The analysis in Anderson (2005), however, does not sufen the problems here because the
connectives are forced to become part of prosodic wordgudag the lexical phonology-affects
that | will discuss in the next section. However, this ariabltmove necessitates a weaker syntax-
phonology interface than the one included in the analysiettion 5. Regrettably, space does not
permit me a more in-depth comparison of the analyses.

8See Kiparsky (1982) for some discussion of why the distimcshould be made. Note that this
seems to be a common assumption made by quite a few phortsidgisexample, it assumed by
much Optimality Theoretic work, starting with Prince and @emsky (2004).
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gle word or as two parts of a larger phrase. The discussiongthnot a straight-
forward application of the tests for wordhood vs. cliticdgaroposed by Zwicky
and Pullum (1983), is nevertheless in the spirit of Zwickg &ullum’s work. The
discussion here heavily relies on and comes to the same &foctanclusions as
Stebbins (2003) (see in particular pp. 399-402 and 405-d8é)Mulder (1994)
(see in particular pp. 24-25).

I will argue that the morphophonological behavior supptmsiting connec-
tives as a part of the word that also includes their host. Mdeace principally
comes from the behavior in two phonological phenomeaadeletion and stem-
final lenition—although some other areas provide additioekevant data. Al-
though this section will discuss a certain amount of Coasn3isian phonology,
the discussion intentionally will not be couched in a paitac phonological frame-
work. In fact, the only crucial assumption | will make abolu phonology is that
particular phonological phenomena are found only in ceri@mains, an assump-
tion that could be incorporated in different ways with diéfet frameworks.

4.1 A-Deletion

The first of several telling (morpho)phonological phenoorethat support the af-
fixal status of case connectives is what | will calteletion® In a-deletion, the

a of the connectivesa and-as does not appear when the preceding phonetic en-
vironment includes a vowel, m, or n. This ‘deletion’ occurs in (11), where the
absolutive connectivea-would follow anl:

(1) ol waab-s Harry. («+ *Gol-a waab-s Harry)
tumble.dowrhousePOSSCN (name)
‘Harry’s house tumbled down. (Stebbins, 2003, 396)

However, if one considers similar phonetic environmends sipan word bound-
aries, the ‘deletion’ is not found. An example of this is iR)lwhich has the same
environment (bolded) as (11) should have:

(12) Adasmgal am-gooyginsg-it.
And very good-pastimeEm
‘And [it is] a good pastime.’ (Mulder, 1994, 163)
(Not *smgal mgooginsgit)

This difference in the domain of occurrenceasfleletion suggests that it can
only occur within a word. (I do not know how general or reg&et this deletion
process may be within words, based on the data available fo\With a-deletion
being a word-internal phenomenon, we therefore must in ¢onctlude that the
connectives are a part of the preceding word in order fordleketion’ to occur.

°In spite of the name | give it here, deletion may not be besdlyaisaof this phenomenon.
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4.2 Stem-Final Lenition

Another phonological phenomenon with similar results-teletion is what Steb-

bins (2003) calls stem-final lenition. In stem-final lenitjovoiced stops appear in
lieu of voiceless ones, when followed by a vowel. (In thissediion all alternating

[or putatively alternating] stops will be bolded.) This plmdogical phenomenon
occurs when the conditioning environment includes a suffine such example is
the pronominal affixu ‘1sG.ABS’ in (13):

(13) lgap-u/ — [gabu] (orthographic{gabu})
eat-1SG.ABS
(Stebbins, 2003, 405)

Stem-final lenition also occurs when the conditioning vowgart of a connective.
This is exemplified in (14):

(14) laa-nu:tk-g/ — [canu:tga] (orthographic{ganuutgg)
PL-dress.upABS.CN
(Stebbins, 2003, 405)

Furthermore, stem-final lenition, like its name suggesidis fto apply across a
word-boundary. This is illustrated in (15):

(15) /...gaik-t eda-t ... | = [gaiktedeet] (Mulder, 1994, 131)
chest-3possand-3ERG

Since stem-final lenition does not occur across words, we taonclude that
this process is word-internal. Furthermore, since the caseectives are among
the elements that condition this process, they must be vwbedral as well. Thus,

both a-deletion and stem-final lenition point to treating the casanectives as
part of the word in order to have an accurate and uncompticatalysis of the

phonology.

4.3 Other Considerations

In addition toa-deletion and stem-final lenition, there are two other ptagioal
phenomena that support the view that case connectives ratamed within a word
that includes their ‘host’. The evidence these data proigdess strong thaa-
deletion and stem-final lenition because some of the ddtaile yet to be fully
elucidated, but still broadly support the same conclusion.

As Mulder (1994, 25) points out, when a&final stem is followed by ars-
initial connective, just one [s] surfaces. This is exemgtifin (16):

(16) Baasga sts’ool. (*baassga sts’ool)
afraidABS.CN beaver
‘Beaver was afraid’ (Mulder, 1994, 25)
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It appears that there are no instances of geminate [s] witbitals in Coast Tsim-
shian. If confirmed, thiss-simplification process would be yet another word-
internal phonological phenomenon that includes connestiltke stem-final leni-
tion. If disconfirmeds-simplification would be a morphologically-specific altarn
tion, again supporting the affixal status of the connectiiésturns out that gemi-
nate [s] is entirely absent from Coast Tsimshian—in bothdsand phrases—then
this “de-gemination” phenomenon would have to be consitlergeneral phono-
logical phenomenon in Coast Tsimshian and, thus, not ¢edllvout which domain
the connectives belong to.

Additionally, in environments that are not currently wetiderstood (though
impressionistically, where a large number of consonanteap, an epenthetic
vowel appears between the stem and connective, as illedtmat(17), with the
epenthetic vowel bolded:

(a7) deentgasga  vs. ha'ligootsga
avengeABS.CN think-ABs.cN (Mulder, 1994, 35, 36)

As epenthesis is not reported in Coast Tsimshian betweedsythis would seem
to be yet another word-internal phonological process., lihifact, is, this would
be another example of a word-internal phonological phemameccurring due to
the presence of a connective.

Finally, Dunn (1979, 131) reports that speakers alwaysideithe connective
with its preceding word in pausing and hesitation phenom&h& mostly clearly
supports the view that connectives group with the precenfiatgrial instead of the
following material, as either affixes or as prosodicallyident words. However,
this patterning would have a very natural explanation if ¢tbanectives were af-
fixes on the preceding word, since it is very common croggdiistically to pause
between words.

Overall, the boundary phenomena considered throughauséation strongly
point to the the connectives being affixes on the words thettqate them. While
this conclusion may seem counterintuitive because it woudde the case mor-
phology appear outside the nominal unit that it, in some esegses with, the
(morpho)phonological evidence nevertheless seems togdyrpoint towards this
conclusion.

5 An EDGE-based Analysis

If we take, as a baseline, the view that the sequence HosteGoasective is one
word that the phrasal syntax manipulates as a whole (asdfgué the previous
section), the question remains how the clausal syntax ofCsimshian should
be accounted for. In particular, how can the apparent ‘lataelf paradox’ sur-
rounding the connectives be resolved in order to licensesCiteimshian clauses?
The key idea behind the analysis presented here is that $ieecomnectives might
be viewed as a kind of edge-inflection; that is, the case aiives are affixes that
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must appear within a word at the edge of some (syntactic) doftias is a possible
analysis of English possessig for instance). This style of analysis has been pur-
sued by some constraint-based grammarians, and in particylmembers of the
GPSG and HPSG community. Inthe GPSG and HPSG analysesdhantieature
has been called EDGE and it appeared in work by Nevis (1985ickg (1987);
Miller (1992); Halpern (1995); Tseng (2003, 2004); and @mgsn (2010}° This
feature will also be a key component in the analysis of Coash3hian data here.

However, because Coast Tsimshian case connectives aesafinéd within the
constituent they mark, something more has to be said: madaing the EDGE
feature and allowing some elements to select for it is ndicsent for analyzing
the Coast Tsimshian data. Thus, the analysis also inclucassaructional (phrase-
structural) element that will take information from the EE®@ature and ensure
that it matches certain features of other expressions iolthese.

The analysis can broken down into a lexical part and a coctgtnal part. The
next two subsections will detail each in turn. | will then ywrap this section by
explicating how the EDGE-based analysis that proposedieardles some of the
more complex data noted in section 2.

5.1 Lexical Forms for Case Connective-Inflected Words

The grammar must have some means of licensing the connadfived words. |
assume that this is accomplished through the following €gailexical rulet!

(18) word
FORM  ( Feasecon(d) )
IEXEmE HEAD noun
FORM ([)|~
SYN CASE-MARKING  case
SEM X EDGE|RIGHT .
MARKED-INDEX index
SEM X &Y

The lexical rule in (18) accomplishes several key thingststFit specifies the
appropriate morphological form of the word, via the morgigiatal function | call
Feasecon-2 It also specifies the value of the word’s EDGE feature. Beedhs
locus of realization in Coast Tsimshian is at the right-edighe word, the relevant
feature path (following Tseng (2003)) is ED@EHEGHT (henceforth abbreviated
EDGHR). The value of the CASE-MARKING feature (C-M) within the EE

0poser (1985) also includes a similar idea but his analysisiptes the EDGE feature as such.

in the end, it is the resulting morphologically complex weehd their feature structural specifi-
cations that are important, so this part of the analysisctbalre-cast in any system that would allow
for the desired ‘outputs’.

12| assume that (18) is a generalized version of several spéeiical rules, so strictly speaking,
there would not be one function:fecon, but multiples ones for different case/noun/determiner
combinations. Furthermore, for forms that have undergareletion’, a portion of E,s could be
specified as the identity function to handle the apparemb'ze
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feature is given generally assein (18), but would, in fact, be a specific case value
for a specific lexical rules. Finally, the lexical rule in {1&8dds the appropriate
determiner semanticg’() to the semantic value of the word and readies the word
to interact with other words to yield the desired linking eterminer and nominal
semantics (via the MARKED-INDEX [MRKD-IND] feature, as wite seen).

So for the example worduusa‘cat.ABS.CN’, the result of (18) will be (19):

(29) word
FORM ( duusa)

noun
HEAD
CASE cas

C-M abs
MRKD-IND gy

SYN
EDGE|R [

SEM  cat'(x) & the'(y)

Because this word includes an absolutive connective, figsified as EDGR|C-

M abs The added semantics (correspondind’tof (18)) is thethe'(y). They

is also the value of MRKD-IND, which will ensure that thke’(y) modifies the
desired semantic entity.

The lexical rule in (18) does not specific the value for the HEBASE fea-
ture in (19) (thecasevalue that appears in (19) is consistent with any specifie)cas
However, this feature is included in (19) because it wilinatitely play a role in the
analysis. This CASE feature is covert; it is not directlyeimed from the morpho-
logical form. However, having such a CASE feature faciitathe analysis in sev-
eral ways. First, it leads to fairly ordinary verbal lexieailtries (i.e. the verbs can
select the case of their dependents as usual). SecondeVvéddliwould facilitate
an analysis of the ‘raised’ auxiliary-affixed ergative poarinals (whose analysis
would take me outside the scope of this paper). Lastly, iblersaa straightforward
statement of the phrasal licensing of the noun phrasesjattophich | now turn.

5.2 Licensing Phrases

In spite of the unusual location of the case morphology insSEdaimshian, a
large portion of the phrasal side of the analysis will be goitdinary, for a verb-
initial language. The Coast Tsimshian clause (or a largeaulof it) will be
combined using the general combinatoric construct | calhiad-all-valents-cxt
given schematically in (20%*

BLikely the determiner semantics given here is too simpljfgce it omits any scopal and con-
textual information. These elements could be easily addeatésent account once the requisite
generalizations are understood.

¥This combinatoric construction is identical, or nearly o number of previous HPSG propos-
als: Schema 3 from Pollard and Sag (19%4);phfrom Ginzburg and Sag (2000), aadx-initial-cxt
from Sag (to appear))
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(20) (preliminary version)
head-all-valents-cxt

MTR|SYN|VAL ()
HD-DTR

DTRS <[VAL (2,3, >} 2], 3], >

The construction in (20) allows a head to combine with alvakents at once and
will license the head-initial order found in Coast Tsimsh@auses, as well as the
generally rigid order of the postverbal arguments. The Staicture’ analysis em-
bedded in (20) has been a common HPSG analysis of verbhiaitiguages since
Borsley (1989, 1995) and without any obvious evidence forawenhierarchical
structure in Coast Tsimshian, the analysis will not incladg.
Thehead-all-valents-cxin (20) will be treated as a subtype lod-cxt subject-

ing it to all the constraints ohd-cxt The constraint ohd-cxtthat is most central
to this analysis is the Head Feature Principle, which reguall HEAD features
to be shared between a mother and its head-daughter (segafople, Sag to ap-
pear, 115). Furthermore, because this analysis includé€sBE=Efeatures, something
must be said about the permitted information sharing sadmg them. | assume
the Edge Feature Principle of Tseng (2003, 327) to handlettheture sharing of
EDGE features. Supposing that the Edge Feature Princigecanstraint on all
phrasal constructs, this constraint has the form givenij (2

(21)

LEFT
MTR | SYN| EDGE

RIGHT
phrasal-cxt=-

DTRS <[SYN | EDGE|L } ...,[SYN | EDGE|R }>

Intuitively, (21) requires that the mother’s left and riggflDGE feature values must
match the same features on its leftmost and rightmost, cégply, daughters.

As explicated to this point, thieead-all-valents-cxbnly accounts for the sim-
pler word order and valency facts in Coast Tsimshian. TaBeethe immediate
adjacency between the word with case morphology and theedankrase or to es-
tablish the semantic binding between the determiner sécsamitthe connectives
and the nominal semantics they go with, additional consisaneed to be added.
Thehead-all-valents-cxwith the requisite additional constraints is given in (22):

5This same intuition as (22) could be implemented in a systéimjust binary-branching phrase
structures. In such a case, the rule in (i) could be usedsely:

0} c-M
EDGE|R CASE
[VAL } —- H | MRKD-IND
IND
VAL B @ [A]

I chose the formulation in the text since there is no obvioidence supporting a more articulated
structure in Coast Tsimshian.
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(22) (final version)

hd-all-valent-cxt =
MTR|SYN|VAL ()

HD-DTR
HEAD | CASE
- C Cn
EDGE| R C-M SEM| IND HEAD | CASE
DTRS MRKD-IND N , .., [@| SEM| IND
EDGE|R oM EDGE|R none
1, 2], ... i
VAL (0B ...m) MRKD-IND
(n=2)

As in (20), (22) still saturates all the valents of the headrate. However, it
additionally has two sets of chains of constraints. Thediests with case and says,
in essence, that the ED@®&C-M value must be identical with the HEADASE
value of the next daughter over for all the daughters in thisstruct. The second
deals with semantic indices. It says that the EDEIRKD-IND value must
be identical with the SEMND value of the next daughter over, again for all the
daughters in the construct. Recall, in lexical descrigiohedge-marked words,
the MRKD-IND value is equated with the index of the determiimethe semantic
representation (as in (19)). With MRKD-IND value also be&guated with the
IND value of the next daughter over (per (22)), this will eresthat the desired
nominal semantics is connected with the desired deterrsem@antics.

To see how (22) succinctly deals with the large collectioimnédrmation that
is relevant for licensing a Coast Tsimshian clause, let usider an example. The
lexical description of the verb in (23) could be the headgier of (22):

(23) ['word
FORM ( huumda)

HEAD verb

VAL <NP[HEAD | cAseerg];, NP[HEAD | CASE abs]j>
SYN
lc-M erg]
EDGE|R ‘
MRKD-IND

SEM  smell'(e,i,7) & the' (i)

Observe that (23) says nothing about the EDGE values of ientg (though it
does specify the EDGE value of the word itself); the appadprinatching of mor-
phological forms and feature values falls out from (22). Biwers of (23) are
required, by thénead-all-valents-cxtto be identical to the verb’s VAL list: thus,
the above verb must have ergative and absolutive NPs astitsssi Thehd-all-
valents-cxialso requires featural identity between the EDGE case-indad the
CASE value within adjacent pairs of elements on the DTRS $stultimately the
chain of case constraints forces the CASE values in thedk&itry in (23) to have
preceding expressions that are appropriately affixed.

Taking the entry in (23) and the constraints onhiead-all-valents-cxtinclud-
ing the HFP, (21), and (22)) gives the structure in (24), acttire of the relevant
part of (2):
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FORM  ( huumda duusa hoo
(24) HEAD

VAL ()

EDGE|R[4]

[FORM  ( duusa)
FORM hoon
FORM  ( huumda) noun < )
HEAD noun
HEAD [3\verb CASE[5] HEAD
i CASE[G]
HlvaL (02D VAL ()
EDGE|R oM blerg M [wabs iy <E>
MRKD-IND EDGE|R MRKD-IND EDGE|R [2none
IND
| IND

As indicated bys], [6], [7], and&] in the tree in (24), the three daughters in this instan-
tiation of thehd-all-valents-cximeet the chained adjacent constraints of (22)—all
CASE-MARKING and MARKED-INDEX features are shared with tBASE and
INDEX features, respectively, of the next daughter to thétri

5.3 The EDGE-Based Analysis and the More Complex Data

Having outlined the basics of the EDGE-based analysis iptégious subsection,
| consider some of the data presented in section 2 and showtheyacan easily
accounted for on the EDGE-based approach.

Examples like (25) indicate that adjectives can intercestevben connectives
and nouns:

(25) Adata dm dzaksga igu gwe’am awta.
Adata dm dzak-[sga tgu gwe’am awta).
And nearrFuT die-ABS.CN little poorADJ.CN porcupine
‘And poor little porcupine was about to die. repeats (5)

Sentences like this are perfectly expected on the EDGEdbasalysis. On just
about any analysis of adjectives, the noun will be the heazhoh noun-adjective
unit and, by the Head Feature Principle, will share its HEA&Bt@ires throughout
the collection of nominal constituents. Thus, the CASE rimfation of the noun
phrase seemingly ‘percolates’ to the appropriate symt@ctimain—adjacent to its
marking word in thehd-all-valents-cxt-enabling (22) to license these sorts of
phrases. A EDGE-based analysis tree of the relevant pa2bdig given in (26):
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(26) S

FORM { dzaksga FORM (3, [, B)
HEAD verb
noun
EDGE| R|C-M [dlabs HEAD
e, CASE[1]
SEM die
3
FORM (gu> FORM ([, @)
HEAD adj H
oot s HEADH
SEM ‘little
FORM ( [[lgwe’am) FORM ( [Flawta)
HEAD adj H |HEAD
SEM ‘miserable’ SEM ‘porcupine’

There are also the instances of case connectives on padtypdssible) ad-
verbs, as exemplified again in (27):

27) tat 'nisgagit gada awtat 'niitga.
ta-t ‘nisgatg-it gad-[a awta]-[t 'niitgal.
PST-3.ERG make.fun-3ABS report£RG.CN POrcupineABS.CN 3SG

‘It is said that porcupine made fun of him.’ repeats (6)

These, too, are easily accommodated on the EDGE-based&naly almost any
conceivable analysis a@fad-. Let us assume, for the sake of discussion, tjaak
selects for a fully unsaturated verb. (Other analyses wteredverbial element
is either a valent of the verb or an affix are also possible; airthem will yield
similar results to the analysis sketched here). Thus, therbél and verb will
form a phrasal constituent, as shown in (28), the relevantghg27):
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(28) s

FORM (awtat) FORM (’niitga )

FORM (@) noun noun
HEAD HEAD HEAD
CASE[G] |:CASE
EDGE|R|C-M
VAL (,3) EDGE|R|C-M [Tlabs _ EDGE|R|C-M ngne
SEM ‘porcupine’ SEM ‘him’
FORM ([@nisgatgit ) FORM (Elgada)
HEAD [Biverb adv
HEAD
EDGE|R|C-M none SEL[]
VAL (2.6 EDGE|R| c-M [lerg
SEM make fun SEM ‘said that’

The structure in (28) contains all the required specificetiof the EDGE-based
analysis. Lexically specified on the adverbial elemgadais the EDGER|C-M
value oferg. By the Edge Feature Principle (21), the EDGE value of thesdulv
(8)) must be—and is—shared with the EDGE feature of its mothieis Structure-
sharing allows the daughters of the S to meet the constraint 22) As the tags
labeled[6] show, the verbal constituent that is the head daughter oSthas an
EDGE feature that appropriately identical to the CASE valite next constituent
over, thus licensing the phrase.

Finally, the EDGE-based analysis, augmented with the nawdstrd HPSG
analysis of non-local realization (Bouma, 1996; Miller &dg, 1997), also can
handle the absence of a postverbal argument, such as ooc¢@yi

(29) 'Yagay 'wii gyisiyaasg-atin-t [deentg-asga igu alasgm
insteadgreat northwind-3 ToP-3 avengeABs.CN little weakADJ.CN
yetsisk].
animal

‘Instead, it was the great northwind that avenged the kit@ak animal.’
repeats (7)

The Bouma/Miller and Sag analysis treats the absence of axgtiments via a
mismatch between the ARG-ST and VAL lists: the ‘missing’uamgnt appears on
the ARG-ST list of the governing head, but not that head’s L. If ‘missing’
arguments in Coast Tsimshian are treated in the same faghem data like (29)
can easily be accommodated in the EDGE-based analysis.aWiilsing ergative
argument, a verb likdeentg-avenge’ has a VAL list that just contains its absolu-
tive argument. As long as the lexical constructions peroniinective-affixed verbs
for all cases (and determiner types), the fadeentgasgawill be generated and
have the specification EDGE|C-M abs When such a form is combined with its
one absolutive valent, it will meet all the constraints leead-all-valents-cxt In
particular, the EDGE values on the verb will match the CASE BD values of
the next constituent over. A tree showing this is given in(30
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(30) S

[HEAD verb
EDGE|R|C-M [Tabs
VAL (@) HEAD nhoun
CASE
covert
ARG-ST ( ,21)
CASE erg
deentgasga

tgu alasgm yetsisk

In fact, this sort of example clarifies why the matching sddug done within the
constraint orhd-all-valents-cxtrather than (purely) in the lexical entries. While
there is no technical hurdle to doing the matching in theclxentries, constraints
would have to be stated for every possible list of valentsrb geuld have (includ-
ing those with missing arguments). In contrast, on the amlgketched above,
the Argument Realization Principle (the constraints onmaiches between the
ARG-ST and VAL list) and the constraint on thel-all-valents-cxtoperate inde-
pendently, yet come together to the license the approgiatetures when the two
constraints interact.

Thus, in addition to the basic data outlined in section 52, EDGE-based
analysis also handles a wide-array of other data includiegrultiple adjectives,
the connective-marking on (possible) adverbials, andh witght augmentation
from pre-existing analyses, the case-marking facts whebsvieave a ‘missing’
postverbal argument.

6 Concluding Remarks

With a close examination of the behavior of the Coast Tsiarshiost + case con-
nective sequences, the evidence clearly points to the ctimeg being suffixes,
even though what they suffix to—words lying outside their aatit/functional
domain—is not ‘normal’ for case-marking affixes. In spitetloé apparently odd
location of these affixes, a fairly simple analysis of thetagtic combinatorics is
available as long as the syntax is ‘informationally ricHiat is, the dependency
between the connective and the noun phrase it marks arél&/igo the syntax
in some way. In the EDGE-based analysis presented hereyisibility was
achieved via the EDGE features on the connective-affixedisvand the corre-
sponding CASE and INDEX features on the nominal expressidbhese features
were then brought together by the constraint in (22), wheguires words with
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certain EDGE features to be linearly adjacent to the worg thark. This analysis
presents a simple yet elegant means of respecting the mogited constituency
while still getting the various syntactic facts correct.eltonstraint in (22) com-
bines morphological information, subcategorization reguents, and syntactic
location to ultimately license Coast Tsimshian clausess $hggests that, at least
in some languages, all three of these elements can be imptotanderstanding
case-marking phenomena. So, it seems that the Coast Taimsige connectives
are not so much ‘in the wrong place’, but rather they can beststdod as occur-
ring in a ‘normal’ place once a sufficient analytical appasdbr the morphology-
syntax interface is in place.
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Abstract

We explore the interaction of sentential negation and wodeéiin Basque
using a small experimental implemented grammar based oGtammar
Matrix (Bender et al., 2002, 2010) to test the analyses. Vkthiat the anal-
ysis of free word order (Fokkens, 2010) provided by the GramMatrix
customization system can be adapted to handle the Basaqise dad that
the constructional approach taken in that analysis supploetintegration of
negation. Keywords: Basque/Euskara, [eus], word ordgatien, Grammar
Matrix

1 Introduction

We present a case study of using grammar engineering torexple analysis of in-
teracting phenomena, as proposed in Bender 2008. In partieee look at the case
of Basque [ISO-639: eus] word order and negation and askh&hekisting HPSG
analyses of each of these can be adapted to work togethedelBopment work
was facilitated by open-source grammar engineering toutkjding the Grammar
Matrix customization system (Bender et al., 2002, 2010}, tKB grammar de-

velopment environment (Copestake, 2002) anditier tsdb()] grammar profiling

software (Oepen and Flickenger, 1998). The grammar and:tteganying word
order and negation test suite are available for downloadfanider development
and experimentatioh.

Although word order is a central concern for theoreticaltayA no HPSG
analysis of major constituent word order has been presemtech attempts to
account for its attested ability to interact with negati®myer, 1988). As for nega-
tion, Kim (2000) examines sentential negation within theS@&framework in a
small selection of both European and Asian languages. bgdki Dahl (1979) for
typology, Kim describes three types of negative markingtstgies: morphological
marking of negation, syntactic marking through a selecikeb, and negative
auxiliary verbs. Word order is not impacted by negation ig ahthe languages
Kim considers. Thus, on the basis of the existing litergtaree might expect word
order and negation to be independent (orthogonal) phermmehose analyses
could perhaps be expected to be trivially interoperablegtioguistically.

However, descriptive linguists have reported that negatiteracts with word
order in Basque (Manandise, 1988; Saltarelli, 1988), wihative and positive
sentences occurring in differing word order patterns. Woisl order and negation

TWe would like to thank Antske Fokkens, Esmerelda Manandisd three anonymous reviewers
for helpful discussions, scholarship, and comments. Atlaming faults are our own.

This material is based upon work partially supported by tla¢idthal Science Foundation under
Grant No. 0644097. Any opinions, findings, and conclusianseoommendations expressed in this
material are those of the author(s) and do not necessafigctehe views of the National Science
Foundation.

'ht t p: // dept s. washi ngt on. edu/ uwcl / mat ri x/ euskar a/
2At least those versions of syntax which claim to be surfavented.
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can not be treated entirely independently in Basque. On ttiner thand, we find
that our independently motivated analysis of the word ofdets of non-negated
sentences neatly sets up the machinery needed to handigditieraal constraints
that arise under negation. More specifically, word ordetegpas fall broadly into
two classes and, on our analysis, each of these classessawgloys a particular
construction-specific rule. Because sentential negasoonly compatible with
one of these word order classes, we proposeAD feature, NEGATED bool], and
use it to ensure that negated and non-negated sentenceslgascour with the
observed major constituent orderings.

2 Basque

Basque is a language isolate spoken across the WesterreBgriarNorthern Spain
and Southern France. It is an ergative-absolutive languatiea rich system of
agreement markers expressed on the finite element of vddumes. Most lexical
verbs in Basque are incompatible with the morphologicatgaties that indicate
finiteness. For this reason, most Basque sentences contauxdiary verb which
supports tense and mood markers, as well as agreement jleitthon and number
of the verbal arguments. Thus a typical intransitive clansBasque contains at
least three elements: the subject, the lexical verb, andinite auxiliary?’ An
example is given in (1) (Manandise, 1988,*8Jhis example also illustrates what
is often considered the basic order for Basque clausesa(8iilt 1988).

(1) Miren ibilli da
Mary.ABS walk.PERF3SGO.PRES
Mary has walked. [eus]

With respect to the nearly free permutations of major cturestit order, Laka
(1996) points out that while there is much variation, tha@aras are not informa-
tionally equivalent. The position to the left of the lexicadrb is singled out in
Basque descriptions as thaldegaia the object of inquiry, or the focus position.
The importance of this notion is best illustrated with anregke (2) (Manandise,
1988, 8-9). While all of the sentences in (2) are generalyrgnatical, only (2b)
is an acceptable answer to the question in (2a). In the fictibseof this paper, we
briefly discuss the focus position’s interaction with thiemretation of negation.

(2) a. Liburu bat nork irakurri  du?
book o0neaBs.SGWhOERG.SG.FOC readPERF3SGO.PRES3SGA
Who has read one book? [eus]

b. Liburu bat Mirenek irakurri  du.
book oneaBs.sG Mary.ERG.SG.FOC readPERF3SGO.PRES3SGA
Mary has read one book. [eus]

3Pronominal arguments may be indicated solely through ageaemarking on the auxiliary.
4Glosses here and throughout are adapted from Manandis8)(198
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c. Mirenek liburu bat irakurri ~ du.
Mary.ERG.SG book 0neABS.SG.FOC readPERF3SGO.PRES3SGA
Mary has read one book. [eus]

3 Analysis. Word order

While the ordering of major constituents in Basque is gdhefieee, or more ac-
curately, pragmatically determined, at least one autlemd that Basque does not
freely permute all combinations of the major constitueManandise’s (1988, 15)
constraint on possible orderings, is reproduced as (3).

(3) If the lexical verb is to the left of the auxiliary, theretfexical verb must be
left-adjacent to the auxiliary.

(4) *Liburu irakurri Mirenek du.
bookABS.SG READ.PERFMary.ERG.SG 3SGO.PRES3SGA
Mary has read a book. [eus]

Manandise further claims that this constraint holds fordg@smain clauses
with up to three NPs and that beyond this constraint, no éurthecks on major
constituent order apply. The sentence in (4), for exampleyled out by (3). In
fact there are further constraints on word order: those segdy interaction with
polarity, which is discussed in the next section.

Manandise’s constraint suggests a bifurcation of the datathose sentences
in which the auxiliary precedes the lexical verb and thosevimich it follows.
The patterns in (5) schematize these two (complementaty@rpa. In aux-first
strings, the NPs can occur freely around and between théaay»and the verb, as
summarized in (5a). When the verb precedes the auxiliawyeter, NPs may not
intervene between them, as shown in (5b). First we turn dentbn to achieving
free word ordering amongst the first group.

(5) a. (NP)Aux (NP) V (NP)
b. (NP)V Aux (NP)

For the strings of the aux-first type (5a), we wish to allowefrgord order.
We begin with the default analysis for free word order frora Grammar Matrix
customization system (Fokkens, 2010).

Note that this analysis relies on binary branching rulesllofing the En-
glish Resource Grammar (Flickenger 2000) and the Gramméiixyieve take the
somewhat pragmatic view that the role of derivation trees ithe first instance
to serve as the scaffolding for mapping strings to semaaticasentations (while
also modeling grammaticality). Accordingly, where thergraatical facts require
a constituent, our grammar must posit one, but conversedydent make the
strong claim that every constituent in our derivation treé$ be motivated by
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constituency tests. This is partially motivated by techhitonsiderations: Our
grammar is implemented within tieeLPH-IN joint reference formalism (Copes-
take 2000), which requires rules to have fixed arity and fixettoof daughters.

Given this, a grammar with binary branching rules needsdaef rules than one
that strives for flatter structures. In general, licensireeforders fom elements

with maximally flat structure will require:! rules. Grammars with fewer rules,
even if they come at the cost of more complicated trees, ate tpreferred for

reasons of both parsimony and grammar maintainability.

Turning back to our analysis, as Fokkens notes, handlirgvirerd order en-
tails much more than allowing unconstrained syntax. Intaadio licensing all of
the orders, the syntactic arguments need to be linked toditeat semantic posi-
tions. Fokkens handles this with a series of binary-brarghules of the familiar
head-nexus types. However, simply providing both head-&éind head-initial rule
types for each phrasal rule leads to spurious ambiguity. ake & specific case,
we consider auxiliaries: To handle the combination of pridpg between the verb
and finite auxiliary in our grammar we take an argument coritiposapproach
to the auxiliaries (Hinrichs and Nakazawa, 1990). Suchleués can combine
with NP elements, and so can lexical verbs, so we have case whultiple heads
can compete for a given argument (with one head also takingttier as an argu-
ment). This ambiguity is schematized in (6)h#ad-argrules have both head-final
and head-initial forms, then both of these trees will bedvphrses for the string
X H with no semantic difference between them.

(6) arg-head head-arg

head-arg H H arg-head
H X X H

Fokkens’ approach constrains the space of possible asabysezquiring the
grammar to apply any head-initial rules before any head-fidas® In this way,
left and right branching rules cannot factor across eachraththe parse forest.
Instead, given a [Aux, NP, Verb] sequence, only the braogdfiAux NP] Verb] is
licensed.

The grammar must also rule out spurious ambiguity for seceenf the type
[Aux, Verb, NP]. There is potential here for two parses usinty head-initial rule
types: [[Aux Verb] NP] and [Aux [Verb NP]]. The grammar we leadesigned
enforces a single bracketing of these sequences autoityaligdaking advantage
of the need for argument agreement on the auxiliary.

Auxiliaries in Basque agree with up to three arguments otthese. We model
this in the grammar by positing argument composition aasés (Hinrichs and

SA featureATTACH and a small value hierarchy are employed to effect this. ®tkehs (2010)
for details.
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Nakazawa, 1990), and then simply having the inflected arat constrain the
agreement features of all NP arguments on their valence Tiste feature structure
in (7) shows some of the constraints stipulated on an auxilexical type. This
type inherits from Matrix core grammar tyjpeg-comp-aux-no-pre{Bender et al.,
2002). Note the nonempty specification for the auxiliary’'stitomplement’s first
complement.

(7) [trans-abssg-aux-lex
SUBJ <[CASE erg]>

FORM  nonfinite
. . @ @
COMPS [AGR|NUM mdef-or-smq

COMPS <

We leverage this nonempty specification, along with the taat in typical in
HPSG grammars head-argument rules cancel elements offatbece list as the
head path is projected, to constrain the analysis of seggeoicthe form [Aux,
Verb, NP]. If the lexical verb first combines with its complent, a VP ComMPs
satisfied) structure is the result. This VP is incompatibitihwhe specification on
the auxiliary’s complement (as in (7) and (10)). The onlgiised bracketing then,
is [[Aux Verb] NP], as illustrated in (8, 9 and 16).

(8) ez-ditu irakurri  liburuak
NEG-3PLO.PRES3SGS readPERFDOOKABS.PL
has not read books [eus]

(9) COMPS(
PER 3rd
[coMPs( l> AGR NUM plural }
SUBJ <CASEerg
liburuak

PER 3rd COMF’S<I
COMPS I COMPS o AGR ea

NUM plural

ez-ditu irakurri

5We discuss the negation marker and provide analysis in tkieseetion.
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head-comp-phrase cannot be constructed
unification fails

(10)

N
SUBJ <[CASEerg}> \\/P

[COMPS()}
AGR PER 3rd
NUM plural @

COMPS<

COMPS<

’ Vv NP
R PER 3rd
NUM plural

ez-ditu {COMPS<>} AG

irakurri liburuak

This analysis of the first set of data allows us to capture theldle word order
properties of Basque while avoiding spurious ambiguitye Tdble in (11) presents
a summary of the discussion to this point. There are foursrulhich combine
NPs, Aux, and V in free word order patterns where the auxilirecedes the
lexical verb. We deal with potential spurious ambiguity wotpatterns using the
constraint on head-initial rules and valence list access.

grammar rules] head-comp

comp-head

head-subj

(11) subj-head

constraints: head-initial rules apply low

patterns: HXH — [[HX] H] h-init constraint
HHX — [[HH] X] valence list access

Let us now turn to the set of examples in which the lexical yedredes the
auxiliary. Our analysis of the orders schematized in (5imjtcamply be the mir-
ror image of those in (5a), because we need to rule out amgstin which an
NP intervenes between the verb and the auxiliary. To acdsmiftis, the gram-
mar is augmented with a verbal complex analysis. This opaaiso a part of
the word-order library (Fokkens, 2010) that the GrammarriMatustomization
system makes available. Rather than making the verbal esngviailable for all
sentences, we use it only for the class of sentences sclzechati (5b).

The grammar’s verbal complex rule is presented in (12). fthestype inherits
from bothbasic-head-1st-comp-phrasedhead-finaltypes (Bender et al., 2002),
which implement the Valence Principle and head-finalitgpextively.
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(12) [comp-aux-phrase ]
verb
HEAD
AUX +
NON-HEAD-DTR|HEAD verb
HEAD-DTR|LIGHT +

The feature, ¥c luk] (mnemonic for verbal cluster), is defined in the grammar
on phrasal and lexicalynsers.”-8 Lexical verb types are constrained to e [+],
while auxiliaries are set to/lc —]. Head-complement rule types are then defined to
inherit theirvc value from their non-head daughter. These additional cainss
are shown on the verbal complex rule in (13). In this way, axil@any which
has picked up its lexical verb complement will form a phradgclv is [vCc +].
The value ofvc on a phrase indicates whether or not the lexical verb is ptese
in that phrase. The comp-head and subj-head rules are the® seasitive to the
vC value, such that auxiliary-headed constituents cannobawrwith subjects or
objects unless they first combine with the main verb.

(13) _comp-aux-phrase ]
VvC
verb
HEAD
AUX +
VC
NON-HEAD-DTR HEAD verb]
HEAD-DTR|LIGHT +

To see how these types rule out phrases which contain one i@ Ni®s in-
tervening between the lexical and auxiliary verbs, consttle sequence [Verb,
NP, Aux]. If the lexical verb first picks up the NP argumeng tiesulting valence
list is shortened and the auxiliary will not be able to acdgssconstrain) case
and agreement information on the NP (as described abovae)s fhie bracketing
[[Verb NP] Aux] is ruled out. Secondly, we specify that in cpthead and subj-
head rules, the head daughter must\be {]. In this way we avoid the bracketing
[Verb [NP Aux]]. These two aspects of the grammar thus ruletba sequence
under consideration, and the same facts generalize to wétbesore than a single
intervening NP; sequences that match the regular exprefgob NP~ Aux/ are
equally unparseable.

lex-ruletypes are also annotated such that they pass up the valk@tbfough the inflectional
pipeline.

8luk, borrowed from the English Resource Grammar FlickingeO(@0is named after Polish
logician Jan Lukasiewicz. It is a generalization of the tipoel that is consistent with three values:
{+, —,na}.
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Turning now to grammatical strings, as with the aux-inipaitterns consid-
ered above, we again confront the potential for spuriousiguntly, this time on
sequences of the form [Verb, Aux, NP]. We do not wish to allasthbbracket-
ings [[Verb Aux] NP] and [Verb [Aux NP]]. The verbal complexle we have just
defined does not inherit from thieead-final-head-nexutype which enforces that
head-initial rules apply before head-final ones. This isabnse we use the verbal
complex rule to ensure that the Verb and Aux elements appijacent to each
other and despite the fact that the Aux element heads theghnee want the ver-
bal complex rule to apply before any argument attachmenhynliaensed parse
of the verb-first data. This is the motivation for the stigigda [LIGHT +] in the
comp-aux-phras@resented in (13). Inspired by theTe feature of Abeillé and
Godard (2001), the featureGHT is defined orsynsera with a valuduk. Lexical
items are [IGHT +], while phrases areL[GHT —]. This stipulation ensures that
the verbal complex rule applies before the auxiliary pickgny arguments in any
successful parse.

The grammar as we have defined it thus far provides an impleti@m of
Manandise’s constraint on word order—modeling the pdytfate word order ob-
served in Basque in an explicit, testable form. The tabldéraging information
about the grammar is updated in (14) to review the grammasstihe constraints
we've defined, and ambiguous patterns that we've constiaiithe next section
discusses the overlay of the negation analysis onto thergeaimpresented.

rules: head-comp

comp-head

head-subj

subj-head

comp-aux

constraints:| head-initial rules apply low

(14) head-comp rules inherit VC from non-H-dtr
head-final rules H is VG-

comp-aux H is LIGHT+

patterns: HXH — [[HX]H] h-init constraint
HHX — [[HH]X] valence list access
*[V [NP Aux]] head-final rules H is VC+

V Aux NP — [[V Aux] NP] comp-aux H is LIGHT

4 Negation

Sentential negation in Basque is accomplished by the ptigfixaf a negative
morpheme.ez to the finite element (Manandise 1988, 12; Saltarelli 1988,
Manandise does not discuss the bound or free status of thisheime, but she
does present examples without whitespace betweeand the auxiliary—flouting
typical orthographic conventions—in her introductory egition. Saltarelli, on the
other hand, explicitly calls this morpheme a particle, gingaan analysis as a free
morpheme, but does not offer any argument. We follow Marssnbere in treating
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negation as bound for reasons analogous to those given in(2000, 34) for the
Korean morpheman. Both Basque and Korean allow relatively free permutation
of syntactic elements, but the position efis fixed to the auxiliary verb. There
is no possible intervention of adverbials. These facts diwalve to be dealt with

in the syntax if we treaézas free, by treating it as bound, the Grammar Matrix’s
implementation of the Lexical Integrity Principle (Bresnand Mchombo, 1995;
Kim, 2000) ensures that bound morphemes cannot stray fremhbsts. In our
analysisezis added tauxtypes by a lexical rule.

As mentioned in the introduction, negation interacts withrevorder in Basque.
The interaction is such that although Basque allows maiosela in which the
lexical verb appears to the right or to the left of the auxyliserb, under negation,
only those constructions in which the main verb follows theikary verb are licit?
Furthermore, in non-negated sentences, the auxiliary eanmnot appear to the
left of the lexical verb, but must appear to the right (and;ause of Manandise’s
generalization (3) it must appear immediately to the right) this way Basque
negated auxiliaries are in complementary distributiorhwibn-negated ones with
respect to their positioning on one side or the other of thie# verb. Only those
sentence-types described by the pattern in (5a) are cdrgatith negation, as
shown in (15a), while (15b) shows patterns that can only oadilout negation:

(15) a. (NP)ez-Aux (NP) V (NP)
b. (NP)V Aux (NP)

If we were to assume that negation and word order are indepéreand just
add the lexical rule to attach the negative morpheme toianxiverbs—the gram-
mar will overgenerate, licensing strings that match thiegpas in (16), even though
these are uniformly ungrammatical:

(16) a. *(NP)V ez-Aux (NP)
b. * (NP) Aux (NP) V (NP)

Manandise augments her analysis with two more filters, a PI&$ Which
rules out non-negated auxiliaries to the left of lexicabgmand a NEG filter which
rules out negated auxiliaries to their right. We formulate$pecifics of these filters
in terms of constraints on our analysis of word order pastern

The analysis of word-order given above required the intctida of a construc-
tion-specific rule—a verbal complex rule which combined f&deljacent lexical
verb with a selecting auxiliary. We engineered this ruleuiatsa way that it bisects

This is only true of main clauses. In subordinate clausesakical verb precedes the finite
element because of an independent constraint on subaditaatses which requires that the finite
element appear finally. While the solution may rely on addii specialized rules, we believe that
the approach presented here will scale as we extend our ér@gm handle subordinate clauses as
well.
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a priori possible sentences into two groups: aux leading (5a) vsleading (5b).

The verbal complex rule only and always appears in sucdgsafses of the verb-
leading examples. Thus, it provides a natural target foistamts that should
apply to only one group or the other. We implement the comgtvéa a flag feature
whose value is set by the negation rule and we stipulate amripatible value for
the instances of the verbal complex rule.

The grammar presented here thus definsGaATED bool] as appropriate for
headtypes. We modify the lexical rule that carries out negatiaohsthat it is
[NEGATED +]. The definition of a lexical verb is updated to speciREGATED
—]. These changes ensure that the feature ATED encodes whether or not an
auxiliary verb has been negated. Finally, we add to defmitbthe comp-aux-
phrase(verbal complex rule) the stipulatioNEGATED —]. The lexical rule for
negation and the updated verbal complex rule are given ip g¢hd (18). The
interaction of these components conspires to rule out aaynples in which the
lexical verb appears to the left of a negated auxiliary.

(17) [neg-lex-rule
HEAD|NEGATED +

C-CONT|RELS <

event-rel
PRED "neg_rely

| DTR|HEAD verb

(18) [comp-aux-phrase

[verb
HEAD

AUX  +
NON-HEAD-DTR/HEAD verb

LIGHT +
HEAD-DTR NEGATED -

But at this point the grammar still overgenerates. We needléout sentence
types where a non-negated auxiliary appears to the lefteofetkical verb. The
example in (19) is ruled out by Manandise’s POS filter, butidgsrised by our
grammar as we've discussed it so far.

(19) *Da ibilli Miren.
3sGS PRESwalk.PERFMary.ABS
Mary has walked. [eus]

We ruled out rightward negated auxiliaries by engineerimggrammar so that
all rightward auxiliaries pass through the verbal compid&,rthen making this rule
unavailable to negated verbs. In a similar fashion we caatera rule that all left-
ward auxiliaries must pass through by creating subtypebeohtad-complement
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rule (20)1° We still want to allow lexical verbs to combine with argumeniithout

being negated, subtyping and constraining the rule in tlaig &chieve this. Non-
negated lexical verbs can pick up NP complements usinghtmeverbal-head-
comp-ruleand (only negated) auxiliaries can pick up their verbal cemgnts

using theverbal-head-comp-rule

(20) head-complement-rule

verbal-head-comp-rule
HEAD|NEGATED  +

non-verbal-head-comp-rule
NON-HEAD-DTR/HEAD noun

5 Conclusion and Outlook

We have seen that the existing analyses of (mostly) free wiaddr and negation
can in fact be adapted to work together to capture the facBasfijue. A key
property of this success was the constructional approaemthy the word-order
analysis, which led to the availability of specific rules ohigh to hang the con-
straints about negation.

The next step in this work is to consider the interaction ahbword order
and negation with focus. Focus is encoded in Basque word,dodé negation
also interacts with the focus position in Basque. In Basdoe,element which
appears just to the left of the lexical verb is focused. WHhgs ¢lement is the
negating auxiliary, Manandise (1988) treats the negatdreaing sentential scope.
When the focused element is a NP, Manandise treats thisraotish as constituent
negation. While a full treatment of information structureddts interaction with
negation is left for future work, it seems quite likely thatfact both instances in
fact involve sentential negation. It is well known that sstial negation in English
is focus-sensitive (e.g., Fischer 1968 and Beaver and QI20OB), as illustrated in
(21) 1t

(21) a. Kimdidn't read a longOOK.
b. Kim didn’'t read a long book.

c. Kim didn’'t READ a long book.

1°To achieve greater coverage with these rule types, we’ll negeneralize the constraint on the
head value of the non-verbal rule to be non-verbal, ratheer #trictly nominal.

Hin these examples small caps indicate prosodically maredst Note that the default focus
position for English is sentence final and focus can sprefaddeds from that final position to suc-
cessively larger constituents (Bolinger, 1961; Jackeind®i72).
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d. Kim didn't read aLONG book.

Similarly, it would not be surprising to find that sententialgation is focus-sensitive
in Basque. If focus is indicated through pre-verbal positibe interpretations that
Manandise notes should follow.

We contend that the interfaces between information stractsyntax and se-
mantics can only be fully understood via modeling with a ecomachine-readable
grammar. We believe that the analyses presented here witl foe basis of a
grammar that can be extended to cover interactions withtiaddl phenomena,
including focus.
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Abstract

This paper presents a descriptive overview and a formal analysis of the
syntax of pronominal arguments, pronominal conjuncts and bound pronouns
in Arabic. I argue that Arabic allows first conjuncts to be null and that this
is an instance of a more general pattern of zero anaphora that may affect
pronominal arguments or their first conjuncts. First Conjunct Agreement
and constraints on the distribution of zero anaphora are accounted for by a
new feature sharing mechanism which allows a uniform treatment without
appeal to the internal structure of argument NPs. I then argue that Arabic
bound pronouns should be analyzed as affixes and present an analysis of
their relation to argument structure and coordination. Finally, it is shown how
constraints on case marking in Arabic coordination can be formalized. The
analysis is part of an Arabic grammar fragment implemented in the TRALE
system.

1 Introduction

The goal of this paper is twofold. First, I will examine the structure of Arabic NP
coordination and argue that it is a genuine coodination structure which allows first
conjuncts to be null. An HPSG analysis will be presented which accounts for zero
realization of and agreement with pronouns in a uniform way. I will then examine
bound pronouns and show how their relation to argument structure and coordina-
tion can be analyzed in HPSG. The analysis presented here is part of ongoing work
on a grammar fragment of Arabic implemented in the TRALE grammar develop-
ment environment (Meurers et al., 2002, Miiller, 2007).

The varieties of Arabic dealt with here are Classical Arabic and Modern Stan-
dard Arabic. Classical Arabic (CA) in the narrow sense was the spoken and written
language of the Arab tribes roughly from the seventh to the ninth century. It forms
the basis for Modern Standard Arabic (MSA), which is the (mainly) written lan-
guage of the Arab world today. Especially in morphology and syntax, these two
languages are extremely similar, and they are often treated as having the same
syntax in generative work. This paper follows this approach and attempts to de-
velop a syntactic analysis for both languages. Although intuitive grammaticality
judgments are not directly available for CA, as it is extinct, there is an extensive
syntactic literature, starting with the seminal Al-Kitaab (Sibawayh, 1988) by Sib-
awayh (ca. 760-796). Furthermore, extensive corpus material is available for both
varieties.

T want to thank Tvan Sag, Stefan Miiller, Jong-Bok Kim, Detmar Meurers, Emily Bender, Olivier
Bonami, the participants of HPSG 2011, and three anonymous reviewers for helpful comments,
discussion, and pointers. Of course, I alone am responsible for any errors or inaccuracies.
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Figure 1: Arabic Personal Pronouns

Case-neutral Accusative Bound

Singular Plural Singular Plural Singular Plural
1 ’anaa nahnu ‘iyyaaya ’iyyaanaa | -ii,-nii =~ -naa
2m | ’anta ’antum ‘iyyaka ’iyyakum -ka -kum
2f | ’anti antunna | ‘iyyaki ’iyyakunna | -ki -kunna
3m | huwa hum "iyyahu ’iyyahum | -hu -hum
3f | hiya hunna ’iyyahaa ’iyyahunna | -haa -hunna

2 The Data

Pronouns in Arabic Arabic has three sets of personal pronouns (Figure 1, with-
out dual forms). The first and second group are free, the third group is bound. The
second group is restricted to positions where a lexical NP would show accusative
marking. Members of the first group are not restricted to a specific case, although
their distribution in nonnominative, i.e. genitive and accusative, environments is
restricted. I gloss their case with (). Bound pronouns appear in genitive and ac-
cusative positions. The cases are distinguished only in the first person singular,
with -ii being the genitive and -nii the accusative form.

Subjects Arabic pronominal subjects can be realized as null subjects or by a
free case-neutral pronoun (la). Conjoined postverbal subjects usually trigger first
conjunct agreement and their first conjunct can be null (1b). Without implying a
specific analysis, I will refer to the implicit element as null conjunct. On the other
hand, preverbal subjects always trigger resolved agreement and do not allow null
conjunct realization (1c¢).

(1) a. ’atayta (’anta)
came.2SG.M (you.()
‘you came’
b. ’atayta (Canta) wa=Zayd-un

came.2SG.M (you.()) and=Zayd-Nom
‘Zayd and you came’
c. * (Canta) wa=Zayd-un  ’ataytum
you.) and=Zayd-NOM came.2PL.M

‘Zayd and you came’

Accusative Complements Pronominal accusative arguments can be marked by
certain combinations of bound pronouns, free accusative pronouns and case-neutral
pronouns: just by a bound pronoun (a), just by a free accusative pronoun (b), or by
a bound and a free pronoun at the same time (c):
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(2) a. ra’aytu-ka
saw.1SG-you.OBL
b. ra’aytu ’iyyaaka/*’anta
saw.1SG you.ACC/you.{)
c. ra’aytu-ka ’iyyaaka/’anta
saw.1SG-you.OBL you.ACC/you.()

‘I saw you’
Bound pronouns can never mark nonpronominal arguments:

(3) a. *ra’aytu-hu r-rajul-a
saw.1SG-he.OBL DEF-man-ACC

‘I saw the man’

Genitive Complements Pronominal genitive arguments can be marked by bound
pronouns or bound pronoun plus case-neutral pronoun. The options available are
similar to those for accusative complements, but Arabic does not have free genitive
pronouns:

(4) a. baytu-ka
house-you.0OBL

b. * baytu ’anta
house you.()

c. baytu-ka ’anta
house-you.OBL you.()

‘your house’

First Conjuncts of Complements Pronominal first conjuncts of complements
following their head have essentially the same realization options as simple pronom-
inal arguments: They can be realized only by a bound pronoun, only by a free
accusative pronoun or by a free and a bound pronoun at the same time:

(5) a. ra’aytu-ka wa=Zayd-an
saw.1SG-you.OBL and=Zayd-ACC
b. ra’aytu ’iyyaaka/*’anta wa=Zayd-an
saw.1SG you.ACC/you.() and=Zayd-ACC
c. ra’aytu-ka ‘iyyaaka/’anta wa=Zayd-an
saw.1SG-you.OBL you.ACC/you.) and=Zayd-AcCC
‘I saw you and Zayd’

(6) a. baytu-ka wa=Zayd-in
house-you.OBL and=Zayd-GEN
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b. * baytu ’anta wa=Zayd-in
house you.) and=Zayd-GEN
c. baytu-ka ’anta  wa=Zayd-in
house-you.OBL [you.{) and=Zayd-GEN]

‘your and Zayd’s house’

Noninitial pronominal conjuncts do not allow bound or case-neutral pronouns
and can only be realized by a free accusative pronoun. Thus, noninitial genitive
conjuncts are never pronominal.

Opinions of Medieval Grammarians Almost all medieval grammarians con-
sidered nominative and genitive null conjuncts at most marginal (e.g. Sibawayh
(1988) I 48, Ibn Al-Sarraj (1985) II 119). However, it is doubtful that these claims
reflect actual CA use. The grammaticality of the (positive) examples is confirmed
by corpus data (Reckendorf, 1921, 331, 344) and was accepted by the early Kufan
school (Ibn Al-Anbari, 1913, 193-198). Furthermore, grammarians rejecting the
constructions did give positive examples.'

It seems plausible that the original contrast was one between dialects, but I will
leave this question open. Since no other part of the analysis is potentially dialect-
dependent, it seems safe to assume that the variety of CA under consideration
allowed null conjuncts.

3 Pretheoretical Analysis

3.1 Coordination or Comitatives?

Stassen (2000) shows that many languages mark coordination with an asymmet-
rical, comitative strategy.” The resulting surface pattern in pro-drop languages
equals what we have called null conjuncts here. An analysis of Arabic coordi-
nation as comitatives would provide a simple account of agreement of verbs and
bound pronouns, and of the possibility of (apparent) conjuncts being null, which
would be a simple consequence of the avilability of zero anaphora.

In fact, the Arabic coordination clitic wa= can undisputably mark comitatives.
However, comitative wa= is distinguished from the coordination marker in that
it always governs accusative and appears to be semantically distinguishable in
that it does not necessarily entail the corresponding version with coordination (Al-
Mubarrad, 1986, 11 836).

Another argument for a comitative analysis could be made based on (7), where
the conjuncts seem to be inverted, which is expected under a modifier analysis.
However, the distribution of this pattern, which was possible in poetic CA, differed

'See (9a). Other examples: kun-naa wa=’antum dhaahib-iina ‘we and you were going’ Sib-
awayh, 1988, Il 352, ’akram-tu-ka wa=Zayd-un ‘Zayd and I honored you’ (Ibn Aqiil, 1962, II 187).
Thanks to Emily Bender for pointing this out to me.
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from standard NP coordination (Ibn Al-Sarraj, 1985, II 76). Therefore, I will as-
sume that it should be analyzed as a specific construction rather than as a word
order variant of (1b).

(7) qaam-a wa=Zayd-un  ‘Amr-un
stood-3SG.M and=Zayd-NOM Amr-NOM
‘Zayd and Amr stood (Ibn Al-Sarraj, 1985 II 76)

On the other hand, there is empirical evidence that the presumed coordination
marker is a real coordination marker. A prototypical property of comitatives is that
they do not form a constituent with the other NP. In Arabic, a free pronoun as a first
conjunct is always adjacent to the second conjunct (8a), although a bound pronoun
and a corresponding free pronoun need not be adjacent (8b):

(8) a. * darab-tu ’anaa Zayd-an wa-"anta fii ddaar-i
beat.PAST-2SG.M L)  Zayd-AcC and=you.{) in the.house-GEN
“You and I beat Zayd in the house.’

b. yahtiku-haa nnaasu  [hiya wa=saa’ira  ’ahli-haa]
shame.3SG-she.OBL the.people [she.() and=rest-ACC family-she.OBL]

‘people shame her and the rest of her family’

This suggests that conjoined NPs form a constituent, from which a bound pro-
noun realizing the first conjunct is excluded.

Conjoined NPs with first-conjunct agreement can control the subject of clausal
complements of raising verbs and subject-to-object-raising complementizers like
‘inna, as shown by dual/plural agreement on the embedded verb:

(9) a. kun-ta wa=saahib-u-ka darab-tumaa
be.PAST-2SG.M and=friend-NOM-you.SG.OBL beat.PAST-2DU
rajul-an darab-a-ka

man-ACC.INDEF beat-3SG-you.SG.OBL

‘you and your friend struck a man [that] had beaten you (Ibn Al-Sarraj, 1985, II
330y

b. ’innii wa=Zayd-an  muntalig-aani
indeed.l.ACC and=Zayd-ACC leaving-NOM.DU.M
‘(indeed,) Zayd and I are leaving (Ibn Al-Sarraj, 1985, 11 117)’

Crucially, subjects of clausal complements can only be controlled by the pre-
ceding argument of the matrix verb, but not by modifiers or by an argument and a
modifier simultaneously:

(10) a. * kun-tu ma‘a Zayd-in  taqaabal-naa
be.past-1SG with Zayd-GEN meet.PAST-1PL
‘Zayd and I had met’
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b. * zanna-nii ma‘a Zayd-in  taqaabal-naa
think.past.3SG-I.ACC with Zayd-GEN meet.PAST-1PL
‘He thought that Zayd and I had met’

Another strong indication that the data involve real NP coordination is that con-
joined subjects can co-occur with a plural anaphor (11) and with verbs obligatorily
requiring a nonsingular subject (12):3

(11) a. ra’ay-tu (Canaa) wa=Zayd-un  ’anfusa-naa fii Imir’ aati
saw-1SG L{) and=Zayd-NOM selves-1PL.OBL in the.mirror

“Zayd and I saw ourselves in the mirror.’

b. ra’ay-tu (‘anaa) wa=Zayd-un  ba‘d-a-naa-lba‘d
saw-1SG L0 and=Zayd-NOM each.other.ACC.1PL

‘Zayd and I saw each other.

(12) a. taqaabal-tu ("anaa) wa=Zayd-un
met-1SG  1.0) and=Zayd-NOM
‘I met with Zayd.

b. tashaarak-a Zaydun  wa=‘Amrun
cooperate.PAST-3SG.M Zayd-NOM and=Amr-NOM

‘Zayd and Amr cooperated (Ibn Aqiil, 1962, I 179)’

Incidentally, such verbs do not allow comitatives or other coordination markers
than wa= (Ibn Aqiil, 1962, II 179). This suggests that wa= is not only a real
coordination marker, but also the only marker of genuine NP coordination.

3.2 Pronouns and Coordination

It can be noted that there is a parallelism between null conjuncts in subject NPs and
pro-drop observed with simple NPs. In both cases, the zero element is the subject
pronominal which is used for verbal agreement. This suggests that subject null
conjuncts are pro-like elements:

“You came’ ‘Zayd and you came’
"atayta ['anta] | ’atayta [(anta wa=Zaydun]
a3 ,
atayta [pro] atayta [pro  wa=Zaydun]
you.came you you.came you and Zayd

It is straightforward to assume the same status for nonnominative null con-
juncts. This entails that oblique pronominals can be pro if they are accompanied
by a bound pronoun. Further exploiting the analogy between simple pronominals

3The examples without citation were judged correct by speakers of MSA, but I have not been able
to find corresponding positive or negative data from CA.
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and first conjuncts, I claim that pronominal arguments which are realized by a
bound pronoun without being a conjunct should also be analyzed as pro elements.
The parallelism between the postulated pro element and overt pronouns in simple
and conjoined NPs is illustrated by (14):

‘I saw you’ ‘I saw you and Zayd’
ra’aytu(-ka;) [’iyyaaka;] | ra’aytu(-ka;) [’iyyaaka; wa=Zaydan]
(14) ra’aytu-ka; ["anta;] ra’aytu-ka; ["anta; wa=Zaydan]
ra’aytu-ka; [pro;] ra’aytu-ka; [pro; wa=Zaydan]
L.saw-you you Lsaw-you you and Zayd

I assume that free pronouns, conjoined NPs and the abstract pro element are
standard ways of realizing arguments. A conjoined NP represents the entire argu-
ment including arbitrary nonpronominal conjuncts, while a bound pronoun repre-
sents only a single set of index features. Free pronouns and conjoined NPs seem to
occur in exactly the same positions as other lexical NP arguments. The agreement
of anaphors and embedded predicates confirms that all conjuncts semantically be-
long to the argument position (11, 12).

This analysis closely follows standard assumptions about the syntax of Celtic
languages, where pronouns and coordination interact in a very similar way, as noted
by Borsley (1995) and Harbert and Bahloul (2002). In Welsh and Irish, heads can
agree with pronominal arguments or the pronominal first conjunct of an argument.
While Irish does not permit the appearance of a corresponding free pronoun, this
is allowed in Welsh. The usual analysis is that the markers on the head are mor-
phological agreement markers, while the argument or conjunct they represent is a
pronoun, which is allowed or (in Irish) required to be empty (McCloskey and Hale,
1984, Sadler, 1988).

4 An HPSG Analysis

4.1 Licensing Null Conjuncts

Following Manning and Sag (1998) and more recent proposals, I assume that the
realization of arguments is determined by the subtyping of synsem into canonical-
ss and non-canonical-ss. Canonical-ss objects are realized syntactically by a sign,
while non-canonical-ss objects which include gaps and pro are not realized and do
not occur as the SYNSEM value of sign objects. Thus, any type of zero anaphora,
including null conjuncts, is ‘passively’ licensed by allowing synsem objects to be
non-canonical-ss. 1 will now show how the distribution of zero anaphora can be
constrained.

Following previous HPSG analyses of coordination phenomena such as Yatabe
(2004), Mouret (2006) and Chaves and Paperno (2007), I assume that coordination
phrases have, in addition to their normal DTRS list, a feature CONJUNCTS contain-
ing the synsem objects of the conjuncts. Following these analyses, I will assume
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that it is a HEAD feature, but this is immaterial for the analysis proposed here. The
noninitial conjuncts on CONJUNCTS are required to be marked by the coordination
clitic wa=, which is enforced via the feature CRD (Beavers and Sag, 2004). wa= is
analyzed as a marker forming a constituent with the marked conjunct and therefore
is not a daughter of the coordination phrase. Note that Arabic, unlike English, re-
quires both final and middle conjuncts to be marked by wa=. Hence, all noninitial
conjuncts are specified as [CRD +]. The only new ingredient that is needed to li-
cense null conjuncts is that CONJUNCTS is allowed to contain pro-elements, which
are not mapped to DTRS:

(15) coord-phrase —

{L|C|CRD —}, >

...HD|CONJUNCTS @<
{L|C|CRD +] {L]C|CRD +}

DTRS <SYNSEM [1], ... SYNSEM >
A[0]= (list( [pro-ss]) @ <, >>

The constraint applies to all types of coordination phrases, as there is no con-
straint on the syntactic categories of the conjuncts or the number of conjuncts.
Since conjuncts are allowed to be pro, pronominal null conjuncts are possible in
principle. Noninitial conjuncts have to be marked, but since the only lexical item
with the relevant marking is the coordination marker, they necessarily are phrases.
This means that their head, the conjunct itself, is not null and only the first conjunct
can be null.

This constraint accounts for the possibility of zero anaphora including null
conjuncts, but it leaves open how the agreement of bound pronouns and verbs with
first conjuncts (whether null or not) can be derived, and how the distribution of
zero anaphora can be constrained. The remaining part of the section will address
these questions.

4.2 Deriving First Conjunct Agreement

As was argued in 3.2, there is a close analogy between arguments and first con-
juncts of conjoined arguments. I will attempt to develop a formal anaysis which
captures this analogy and allows an account of agreement and bound pronouns for
argument NPs without appeal to their internal structure.

Subject agreement and features of bound pronouns depend on features of the
first conjunct. The agreement features could come either from INDEX or from a
designated HEAD feature such as CONCORD, which Wechsler and Zlatic (2001)
introduce to account for agreement patterns which diverge from INDEX. Since
Arabic subject-verb agreement diverges from INDEX in NUMBER and sometimes
GENDER and is influenced by the morphological structure of word, in particular
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plural formation (Reckendorf, 1921, 24), it seems reasonable to use CONCORD for
first-conjunct agreement.

An attractive idea is to treat coordination with first-conjunct agreement as
headed by the first conjunct.* Such an analysis was developed in HPSG by Kim
(2011) for verbal coordination in Korean. Applied to Arabic NP coordination, it
makes the required information about the first conjunct available via the HEAD
feature of the conjoined NP and provides a uniform analysis, in which all relevant
features can be accessed using the HEAD value of the argument Thus, it provides a
simple and elegant account of the parallelism between pronominal arguments and
pronominal first conjuncts. However, there seem to be HEAD features of the con-
joined NP which should not be identified with those of its first conjunct in Arabic.
As mentioned earlier, preverbal subjects trigger resolved agreement and subjects of
raising verbs can trigger first-conjunct agreement and resolved agreement simulta-
neously (9a). If the first conjunct is the head, only the CONCORD value of the first
conjunct will be available on the level of the conjoined NP and resolved agreement
would be expected to come from INDEX. However, agreement with preverbal sub-
jects does not always correspond to the expected INDEX value and is influenced by
morphology, mainly the type of plural formation (Reckendorf, 1921, 27). Thus, it
seems that resolved agreement should be analyzed via HEAD rather than INDEX,
which is difficult to implement if one conjunct is the head.

Thus, I will adopt a non-headed analysis in which both resolved and first-
conjunct CONCORD values are available on the level of the conjoined NP. If CON-
JUNCTS is appropriate for head, this is already possible. However, such an analysis
will have to stipulate agreement of verbs and bound pronouns for simple and con-
joined argument NPs separately, missing the basic parallelism of agreement with
arguments and first conjuncts. To account for this parallelism, I introduce a fea-
ture INTERNAL-HEAD (IH) which is appropriate to cat and mediates agreement,
case and category information of the first conjunct. For words and most phrases,
HEAD and INTERNAL-HEAD are identical. Coordination phrases (usually) share
INTERNAL-HEAD with the HEAD value of the first conjunct.

(16) coordination-phrase
CONCORD resolve((2], 3], ...)
HEAD
s|L|c CONJUNCTS <ss\L\c|H ,NP,...>

INTERNAL-HEAD

Thus, the analysis simulates the structure sharing which would be automati-
cally available if the first conjunct was treated as the head, but preserves informa-
tion about the conjoined NP which would be lost under such a treatment. The use
of such a feature is similar to the analysis of Portuguese single-conjunct agreement
by Villavicencio et al. (2005), who introduce the head features LAGR and RAGR for
concord values of conjuncts. The idea that heads are able to access features of sin-
gle conjuncts has also been used in LFG to account for single-conjunct agreement

4Special thanks to Jong-Bok Kim for suggesting this idea and stimulating discussion.
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(Dalrymple and Hristov, 2010). However, INTERNAL-HEAD is used uniformly for
all NPs. Thus, it allows a modular and unified account of simple and conjoined
arguments, since the head can always use the argument’s INTERNAL-HEAD value
to decide about agreement and bound pronouns.

4.3 Optional Resolved Agreement

The analysis can be extended to account for (17), where a conjoined NP triggers
resolved index features on verbs and bound pronouns. I will refer to this pattern
as ‘opaque coordination’. It is possible only if the NP contains a case-neutral
pronominal conjunct:

(17) a. ji'naa [Zayd-un wa="anaa]
came.1PL Zayd-NOM and=L.0)

‘Zayd and I came’

b. ‘alay-naa [’anaa wa="anta] ’an...
upon-us.OBL I.f)  and=you.{) that...

‘it is my and your duty to...”

I analyze them simply as conjoined NPs where the INTERNAL-HEAD value
is shared with the HEAD value of the entire NP, which will have resolved index
features, thus providing a uniform agreement mechanism for all NPs: agreement
with a verb or a bound pronoun is established by a uniform mechanism operating
on the argument NP without any recourse to its internal structure.

Opaque coordination phrases are subject to some constraints (18). They never
contain a null-conjunct (a) and resemble case-neutral pronouns in that they require
a bound pronoun in nonnominative positions (b):

(18) a. ra’aa-naa wa=‘Amran
saw.3SG-we.OBL and=Amr.ACC

‘He saw us and Amr
not: He saw me and Amr’

b. * ‘alaa [’anaa wa="anta] ’an...
upon-us.OBL L.).  and=you.{) that...

‘it is my and your duty to...’

Technically, the distinction between ‘transparent’ coordination and the ‘opaque’
structure in (17) can be implemented by partitioning coordination-phrase into trans-
parent-coordination (19) and opaque-coordination (20), the latter being required
to have a case-neutral conjunct. This is formalized using the head feature CASE-
MARKED which is — for case-neutral pronouns and + for almost all other signs.
Opque-coordination also is [CASE-MARKED —] in order to enforce the appearance
of bound pronons.
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(19) transparent-coordination —
HD|CONJUNCTS <[L|C\HD }>

IH [

s|L|c

(20) opaque-coordination —

pronoun
DTRS ( ... [S|L|C|HEAD
CASE-MARKED —

CONJUNCTS <can0nical-ss, >
HD

s|L|c CASE-MARKED —
IH

In addition to CASE-MARKED, I will use a boolean-valued head feature PRO to
mark HEAD values of empty pronouns. This information must be visible for heads
because empty pronouns obligatorily trigger marking on the head. Since only the
HEAD value will always be accessible for the head (via INTERNAL-HEAD), this
information must be encoded there.

Examples The following AVMs exemplify the analysis. In all four structures, the
value used for agreement or a bound pronoun is @ but its source depends on the
internal structure of the NP: In (21), it comes from the pronoun, in (22) from the
null conjunct, in (23) from the overt first conjunct, and in (24) from the resolved
CONCORD value of the opaque coordination phrase.

1) |word
PHON <’anta>
pronoun
HEAD
SS|LOC|CAT CONCORD [0]
IH

(22) | transparent-coordination-phrase

pronoun
CONJS <L|C|HEAD CONCORD [0] >
PRO +
PHON <wa=Zayd>
DTRS
SYNSEM
S|L|c|H
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(23) _transparent-coordination-phrase

pronoun
CONJS L|C|HEAD NE]
CONCORD [0]

PHON < ’anta> PHON wa=Zayd>
DTRS )
SYNSEM SYNSEM

S|L|c|H
(24) [opaque-coordination-phrase

CONJS <[LOC|CAT|HEAD pronoun},>

DTRS < PHON <’anta> PHON <wa=Zayd>>

bl

SYNSEM SYNSEM

HEAD [CONCORD @}
IH

s|L|c

4.4 Bound Pronouns

Now that we have the basic machinery for licensing null conjuncts and first con-
junct agreement in place, it remains to show that the account given for pronominal
arguments and coordination properly interacts with subject agreement and bound
pronouns.

Subject agreement in Arabic is a complex issue, the main difficulty being that
postverbal nonpronominal subjects show a special, usually reduced agreement pat-
tern (cf. Aoun et al. (2010) for MSA, Reckendorf (1921) for CA). However, there
seem to be no differences between postverbal simple and conjoined subjects other
than those captured by the INTERNAL-HEAD feature. Thus, we will assume that
subject agreement can be captured by an extension of usual HPSG mechanisms
for morphological subject agreement, targeting INTERNAL-HEAD for postverbal
and HEAD for preverbal subjects. Bound pronouns are more interesting here, since
their syntactic status has not yet been established with certainty in the literature.
This section will outline an analysis of bound pronouns and show how it interacts
with the previous parts of the analysis.

4.4.1 Affixes or Clitics?

Bound pronouns in Arabic have been treated in previous generative studies mostly
as clitics (Borsley, 1995). Similar data has been discussed in the context of several
other languages, most notably Romance languages. Based on criteria by Zwicky
and Pullum (1983), Miller and Sag (1997) and more recent studies argue that
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French bound pronouns are best treated not as clitics, but as inflectional affixes.

If a word hosts more than one bound pronoun, several ordering constraints ap-
ply (Wright, 1896-98, Ibn Aqiil, 1962, I 94, Ibn Al-Sarraj, 1985, II 120). Usually,
pronouns have to be ordered according to person and in an ordering which seems
to correspond to the obliqueness hierarchy which becomes visible in binding and
passivization. While it is possible to have two pronouns of the same person, it is
not possible for them to agree on all index features. Although untypical for words,
such ordering restrictions could be implemented syntactically as a constraint on
valence lists.

Two classical affix criteria, high degree of selection and lack of wide scope
over coordination, also apply to genitive NPs, which behave exactly like bound
pronouns in these respects. On the other hand, bound pronouns show a wide range
of morphophonological idiosyncrasies.

Some can be described by conditioning the morphological form on the appear-
ance of bound pronouns on a valence list. For instance, some prepositions do not
host bound pronouns (wa= ‘with’ and ka= ‘like’) or show idiosyncratic forms (/i
‘to” and ‘alaa ‘on’ become la and ‘alay). min ‘from’ and ‘an ‘from’ change to
minn and ‘ann only in front of the first person singular pronoun ii.

Some could described phonologically by stipulating sandhi effects between
adjacent words by machinery such as that described by Tseng (2009). The conju-
gational suffix -fum ‘PAST.2PL’ and the bound pronoun -kum become -tumuu and
-kumuu, respectively if followed by a bound pronoun or by a word starting with
two consonants (Ibn Al-Sarraj, 1985, II 124). This approach is less attractive in
some other cases: Pronouns starting with hu- change to hi- after i or y, and -ii is
realized as ya after long vowels or y, erases preceding short vowels, and assimilates
preceding uu/w to iy/y.

Furthermore, there are optional idiosyncratic forms whose description crucially
requires information about the morphological structure of the host. For instance,
the conjugational suffix -#i PAST.2SG.F can be lenghthened, stem-final -aa can be-
come ay if the underlying root ends in y and -na IMPF.M.PL/2SG.F can be erased
by a bound pronoun starting with -n. Notably, these rules only apply to inflected
verbs, but not to phonologically similar nominal hosts. Furthermore, -ii . GEN has
optional variants (-i, -iya, -aa) after vocative nouns. Certain complementizers have
optional idiosyncratic contracted forms with first person pronouns, such as laytii
for layta-nii ‘if only I’.

These idiosyncrasies present strong evidence for a morphological analysis of
bound pronouns. However, binding theory presents a potential counterargument.
According to a generalization proposed by Mohammad (2000), a bound pronoun
X is not allowed to precede a coreferent (nonpronominal) NP Y if the host of X
c-commands Y. It seems that a morphological analysis of bound pronouns would

>The discussion is based on Wright (1896-98) I 102, 285. Most of the optional ones seem not to
be found in MSA. Some idiosyncrasies were dialect-specific in CA, see e.g. Ibn Agqiil (1962) I 100
for min, ‘an, Ibn Al-Sarraj (1985) II 123-125 for ka= and -kum-uu
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require that the Arabic version of Condition C ‘looks into’ the morphological struc-
ture of words, or else that dependents or conjuncts realized by a bound pronoun are
marked as such somewhere on a valence list, which is not motivated independently.
On the other hand, a syntactic analysis would require additional machinery mak-
ing morphological information available to the computation of the phonology of
adjacent words. Since the amount of additional machinery in this case seems to
outweigh that apparently needed to formalize the binding restrictions, I take the
morphological idiosyncrasies, in particular the last group, as convincing evidence
that Arabic bound pronouns are best analyzed as affixes. In any case, this conclu-
sion has no bearing on the analysis of coordination, since the access to INTERNAL-
HEAD in the morphological computation of affixes can be reimplemented syntacti-
cally.

4.4.2 Bound Pronouns and Argument Structure

It seems that not all arguments which are realized or accompanied by a bound pro-
noun are on ARG-ST. First, adverbial modifiers like yawma [jum ‘ati ‘on Friday’
can be extracted, leaving a resumptive realized by a bound pronoun (Sibawayh,
1988, 1 84). Second, complements of subject-to-object raising verbs, whether real-
ized as a bound pronoun or otherwise, seem not to be locally o-commanded by the
subject in CA and (earlier) MSA. This is suggested by the fact that the complement
of such verbs, even if coreferent with the subject, cannot be an anaphor (Sibawayh,
1988, cf. Cantarino, 1974-5, II 424 for MSA). This contrasts with all other verbs,
which require an anaphor in this case:

(25) a. hasib-tu Zayd-an fa‘al-a kadhaa wa=kadhaa
consider.PAST-1SG Zayd-ACC do.PAST-3SG so and=so

‘I thought Zayd had done this and that’

b. hasib-tu-nii fa‘al-tu kadhaa wa=kadhaa
consider.PAST-1SG-I.ACC do.PAST-1SG so and=so

c. * hasib-tu nafs-ii fa‘al-tu kadhaa wa=kadhaa
consider.PAST-1SG self-1SG.GEN do.PAST-1SG so and=so

‘both: I thought I had done this and that (Sibawayh, 1988, II 367)’
(26) a. darab-tu nafs-ii
strike.PAST-1SG self-I.GEN
b. * darab-tu-nii
strike.PAST-1SG-1.ACC

‘I struck myself’

Under the standard HPSG assumption that ARG-ST is the locus of binding the-
ory (Manning and Sag, 1998), this can be accounted for easily by assuming that
such complements are not on the ARG-ST list of the raising verb. This also makes
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sense in that such complements do not fill a semantic role of the raising verb and
can also be an expletive, the so-called damiir al-sha’n.

Thus, I will assume that such complements are not present on ARG-ST and are
added by the mapping from ARG-ST to the valence lists. I will adopt an extension of
the argument structure mechanism introduced by Bouma et al. (2001). Elements of
the form described are introduced by the Argument Extension Principle to a valence
list called DEPS, which contains the members of ARG-ST and certain adjuncts. Its
canonical-ss elements are mapped to SUBJ and COMPS (27).

Adopting this style of analysis is motivated language-internally also by the
fact that case-marked adjuncts (e.g., amaama ‘in front of’, saa ‘atayni ‘two hours’
and cognate objects) can have nominative case in intransitive passives (Sibawayh,
1988).

This account can now be extended straightforwardly to capture Arabic bound
pronouns. We briefly summarize the relevant generalizations. Whether a comple-
ment is realized by a bound pronoun depends on its INTERNAL-HEAD value: pro
and case-neutral pronouns require a bound pronoun, other pronouns may have an
optional bound pronoun, while nonpronominals are not doubled by a bound pro-
noun. This is formalized by constraint (28). The DEPS list can first be partitioned
into the subject list and the remainder , consisting of canonical and non-

canonical complements and adjuncts. | 3 |is passed to a function which adds bound
pronouns to the word’s morphology, following Miller and Sag (1997).

(27) Argument Realization: (adapted)

word — SUBJ
Ss|L|c  |comPs © list(non-canonical-ss)
DEPS @

(28) Bound Pronoun Realization: (new, language-specific)

word — FORM  F_PRON(, 2], B))
MORPH
I-FORM
HEAD

SS|L|c  |SuBJ
DEPS [4 @3]

F_PRON has to account for several morphological phenomena and its precise
definition is outside the scope of this paper. Nonetheless, the possible patterns of
optional and obligatory realization of bound pronouns presented in (14) can be de-
scribed straightforwardly using the representation for pronouns and coordination
structures proposed in 4.3. Whether the function adds a bound pronoun for some
argument only depends on the INTERNAL-HEAD value of the argument. Only el-
ements whose INTERNAL-HEAD value satisfies [pronoun] or [C-M —] can give
rise to a clitic. Descriptively, this corresponds to pronouns and also opaque co-
ordination patterns. On the other hand, elements satisfying [PRO +] or [C-M —],
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which correspond to empty pronouns, case-neutral pronouns and opaque coordi-
nation, obligatorily trigger the appearance of a bound pronoun. The computation
of F_PRON is nondeterministic in the sense that bound pronouns are optional for
an element which satisfies [pronoun], [PRO —] and [C-M +], i.e. a free accusative
pronoun. The choice of the appropriate bound pronoun for a certain argument is
also based on INTERNAL-HEAD and depends only on the values of INTERNAL-
HEAD|CONCORD and INTERNAL-HEAD|CASE.

4.5 Example: Verb Combining with Conjoined NP

The following example, repeated from (5a), illustrates the proposed analysis. It
features a pronominal null conjunct in the complement and a corresponding bound
pronoun on the verb:

(29) ra’ay-tu-ka wa=Zaydan
see.PAST-1SG-you.OBL and=Zayd.ACC
‘I saw you and Zayd’

The conjoined NP [pro wa=Zaydan] and the verb ra’aytuka receive the struc-
tures in (30). The transitive verb ra’aytuka has two arguments, of which the subject
is null and the complement canonical. The latter is a coordination phrase whose
first conjunct is null. Its INTERNAL-HEAD value mediates the HEAD features of the
first conjunct, which are needed by the computation of the corresponding singular
affix on the verb.

(30) [transparent-coordination-phrase
PHON wa=Zaydan

DTRS <[PHON wa=Zaydan}>

[ canonical-ss 1
CASE acc
CONCORD 2PL.M
HEAD
pro_ss .
CONJUNCTS , canonical_ss
SS ...HEAD
L|C
pronoun
CASE acc
IH
CONCORD 2SG.M
PRO +
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word
PHON ra’aytuka

ARG-ST <@pr0js:NOM, canonical-ss:ACC>
MORPH |FORM F,PRON(...,...,<>)

DEPS <@, >
Ss|L|c COMPS <>

SUBJ <@>

4.6 Appendix: Case in Coordination

Up to now, most coordination examples had the same case-marking on all con-
juncts. However, if the first conjunct is a case-neutral pronoun, non-initial con-
juncts are allowed to have nominative marking:

(31) a. tazaafuru-hu [huwa wa="Abuu Sa‘d]
help-he.OBL [he.)) and=Abu.NOM Sa‘d]

‘his and Abu Sa‘d’s help (Reckendorf, 1921)’

Given the architecture for coordination employed here, it is straightforward to
spell out the generalizations formally:

(32) [CONJUNCTS 1ist(nomina1)}—>

CONJUNCTS list(L|C|H|CASE [1)
CASE

CASE
CONJUNCTS ( L|C|H
CASE-MARKED —

@ list(L|C|H|CASE  nom)
CASE

\

Furthermore, case-neutral pronouns are not allowed to occur as non-initial con-
juncts in positions where a lexical NP would show nonnominative case marking:

(33) a. *ra’aytu [Zayd-an wa=hum)]
saw.1SG Zayd-AccC and=they.()
‘I saw Zayd and them’

Note that (17b) is not a counterexample to this generalization, because the first
conjunct is case-neutral, i.e. allows the second conjunct to have nominative case
according to (32). The generalization is formalized by the following constraint:
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(34)
CONJS nelistEB<...HD

pronoun )
list
CASE  —nom

The complex antecedent and the disjunction in (32) and (34), which mirror
the structure of the pretheoretical linguistic generalization, could be eliminated by
splitting coordination-phrase into several types.

As these additional rules affect only noninitial conjuncts, whose CASE feature
is irrelevant for the appearance of bound pronouns according to the analysis pro-
posed here, (32) and (34) do not interfere with the remainder of the analysis in any
undesired way and provide a straightforward formalization of the data.

— [CASE—MARKED +]

5 Conclusions

I have argued that Arabic first conjuncts can be null and that this phenomenon is
an instance of a more general pattern of zero anaphora. It was shown that null
conjuncts can be licensed using common assumptions about coordination strutures
in HPSG. First-conjunct agreement and constraints on bound pronouns suggest
feature sharing via a new head feature INTERNAL-HEAD, which allows a uniform
analysis of agreement and bound pronouns and of simple and conjoined argument
NPs. Furthermore, I argued that Arabic bound pronouns should be analyzed as
affixes and presented an analysis of their relation to argument structure and their
interaction with coordination. It was also shown how constraints on case marking
in Arabic coordination can be formalized. The analysis has been computationally
implemented as part of an Arabic grammar fragment in the TRALE system.
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Abstract

Japanese has two exclusive partichébska and dake Although tradi-
tionally, both particles were considered to be exclusiveigas like only, a
recent proposal claims thahikais an exceptive particle likeveryone ex-
ceptto account for the necessary co-occurrence of the negaitffie saand
shika We show that this negative suffix lacks two critical semaptioper-
ties of ordinary logical negation: It is not downward eritajl nor does it
license negative polarity items. We show that bsitikaanddakeare exclu-
sive particles, but thathikaencodes an additional secondary meaning. The
negative suffix only contributes to the sentence’s secgnui@aning when it
co-occurs withshika We present arpsGandLRs analysis that models the
co-occurrence ofhikaand the negative suffira, and their contribution to
the sentence’s secondary meaning.

It is widely believed that the information conveyed by sentences or uttesanc
of sentences does not have a uniform status. Until recently, that infiomtould
be part of the “ordinary” meaning of sentences, it could be pres@op@rege,
1891; Strawson 1950), it could be a conventional implicature (Grice5)] 9t
it could be part of conversational implicatures associated with the utterarice
sentences (Grice, 1975). In the last decade, there has been aoflewrgr more
fine-grained distinctions in the status of information conveyed by sentencds
terances of sentences, e.g., implicitures (Bach 1994), conventional imptisatu
(in the sense of Potts, 2005, which is distinct from Grice’s), seconual@anings
(Bach, 1999; Potts, 2005), or assertorically inert propositions (FH&892). In this
paper, we show howpsGand Lexical Resource Semantics (Richter and Sailer,
2004) can help model the semantic difference between two Japanesepfutiy
cles roughly paraphraseable asly in English, shikaand dake as well as help
solve an apparent non-compositional aspect of the semantics of semtemT-
taining shika Our paper thus both solves a long-standing descriptive difficulty in
Japanese lexical semantics and serves as a case study in the benefgs ahd
LRS in modeling difficult aspects of the syntax/semantics interface. Our paper is
organized as follows. Section 1 briefly describes the two parte@fidsaanddake
and the descriptive challenge trettikaposes. Section 2 argues that a previous
attempt at a solution is inadequate. Section 3 presents our analysis of thdisema
difference betweeshikaanddake Section 4 shows that the semantic contribution
that distinguisheshikafrom dakehas the status of a secondary meaning in the
sense of Bach (1999). Section 5 proposesrsmmodel of the semantics shika
Section 6 concludes the paper.

1 Introduction

Japanese has two exclusive partidagcaanddake which are roughly equivalent
to Englishonly. One important difference between them is thhika must co-
occur with the negative verbal suffia. Sentences in (1) illustrate the fact that
shikarequires the negative verbal suffie. Sentence (1a), in whicthikaoccurs
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without the negative verbal suffix, is not grammaticBlake on the other hand,
can occur in either positive or negative sentences as shown in (2).

(1) a. *Yuna-shikaki-ta.
Yuna-SHIKA COMePAST

b. Yuna-shika ko-na-katta.
Yuna-SHIKA COMeNEG-PAST

‘Only Yuna came.’

(2) a. Yuna-dakeki-ta.
Yuna-DAKE COMePAST

‘Only Yuna came.

b. Yuna-dake ko-na-katta.
YunaDAKE COMENEG-PAST

‘Only Yuna didn’t come.’

Typically, shikaanddakeare both translated in English asly. However, if
one assumes that the phragea-shikacorresponds to the exclusive phrase only
Yuna, the rest of the sentend®-na-kattadoes not seem to be explained straight-
forwardly: It forces one to say th&b-na-kattameanscameand thus leaves the
presence of the negative verbal suffix unexplained. This is one motivation for
Yoshimura'’s (2006) proposal thslikais a universal exceptive marker like English
everyone exceptAccording to the exceptive analysis stiikg Yuna-shikan (1b)
is an exceptive phrase equivalent to Engbsieryone except Yunandko-na-katta
meandid not comethus explaining the presence of the negative verbal suffix. Al-
thoughshikais traditionally considered to be an exclusive marker, the fact that it
must co-occur with the negative verbal suffixseems to favor an analysis that as-
sumes it is an exceptive particle. However, as we show in the next sesgiaeral
semantic properties remain unexplained if one assumesilliatis an exceptive
particlestricto sensu

2 Isshika an exclusive or an exceptive particle?

2.1 What are exclusive and exceptive expressions

Exclusive particles likenly express two propositions, a prejacent proposition and
what we call for lack of a better teria restrictive proposition For example, (3)
expresses the prejacent proposition that John came and the resthiofiesition
that nobody except John came, as shown in (4) and (5). Although tbesdisn
about the status of the prejacent proposition is still controversial, therassto

be agreement that both the prejacent and restrictive propositionstaiediy a
sentence containingnly (see Atlas, 1996 and Horn, 2002, among others).

(3) Only John came.

83



(4) Prejacent propositioncame (j).
(5) Restrictive proposition—3x(x #j A came ) )

Exceptive particles likeveryone exceftlso express two propositions. Thus,
(6) expresses the (positive) proposition that John came as well asdbati(re)
proposition that all individuals distinct from John did not come, as repres! in
(7) and (8) O stands for the domain of discourse).

(6) Everyone except John didn’t came.
(7) Positive propositioncame (j)
(8) Negative propositionvz ((z € D — {j} ) — -~ came {))

Logically, the propositions expressed by sentences containing exloii-
cles likeonly and corresponding sentences containing exceptive phrasesvlike
eryone exceptnay be identical, but exclusive and exceptive expressions differ in
a crucial way for our purposes, namely the polarity of the expressidrhbga do
not focus on (i.e.camein (3) anddid not comein (6)). Superficially, Japanese
dakeresemble®nlyin that the non-focused expression is not negated, vshilea
resemblegveryone exceph that the non-focused expression is negated. But, ap-
pearances are misleading. To show that the negative suffix that cosostith
shikais not an ordinary negation, we will compaskikawith another very simi-
lar particle,igai. Igai also expresses a positive and a negative proposition, when
occurring with a negation as shown in (9).

(9) Yuna-igai ko-na-katta.
YunaiGAl COMeNEG-PAST
‘Everyone other than Yuna didn’t come.’

Sentences (9) and (1b) contain the same negative verbal saffiklowever,
the negative suffix occurring witlgai expresses ordinary logical negation while
the negative suffix co-occurring wighikadoes not.

2.2 The status of the negative verbal suffix co-occurring wittshika

Yoshimura (2006) argues that in sentence (1b), the phrasa-shika and the
negated predicatko-na-katta correspond taeveryone except Yurend did not
come respectively. Under such an analysis, the presence of the negative
phemena receives a straightforward explanation. However, there are desgera
mantic properties which cannot be explained if one assumes that the eegativ

bal suffix co-occurring witrshika participates in the meaning of the sentence as
ordinary negation would. One difference between the negative saffoccurring

with shikaand ordinary negation concerns entailment patterns. Negation is a down-
ward entailing operator. As expected, the negation in sentences contaxtiegt

or other thanis downward entailing. (10a), for example, entails (10b).
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(10) a. Everyone except/other than Yuna didn't come.
b. Everyone except/other than Yuna didn't come late.

The negative suffix present in sentences containing Japayasealso down-
ward entailing. When sentence (11a) is true, so is (11b).

(11) a. Yuna-igaiko-na-katta.
Yuna{iGAlI COMEeNEG-PAST
‘Everyone other than Yuna didn’t come.’
b. Yuna-igai okureteko-na-katta.
Yuna4{GAIl late  COMeNEG-PAST
‘Everyone other than Yuna didn’t come late.

If the negative suffix co-occurring witkhikafunctions as ordinary negation,
one expects that it too is downward entailing. However, this is not the ¢h3a)
does not entail (12b).

(12) a. Yuna-shika ko-na-katta.
Yuna-SHIKA COMeNEG-PAST

‘Only Yuna came.’ or ‘Everyone except Yuna didn’t come’ (Yoshimura
2006).

b. Yuna-shika okureteko-na-katta.
YunaSHIKA late COMENEG-PAST

‘Only Yuna came late.’or ‘Everyone except Yuna didn't come late.
(Yoshimura 2006)

Exclusive markers such as Englishly and Japanesgakebehave similarly to
shikain that they are not downward entailing. (13a) and (14a) do not entatil) (1
and (14b), respectively.

(13) a. Only Yuna came.
b. Only Yuna came late.
(14) a. Yuna-dakeki-ta.
Yuna-DAKE COMePAST
‘Only Yuna came.’

b. Yuna-dake okureteki-ta.
YunaDAKE late  comePAST

‘Only Yuna came late.’

Another difference between the negative suffix co-occurring sfitika and
ordinary negation pertains to the negative polarity item (NPI) licensinggtiejs
of negation.lgai, when occurring with the negative suffix can license an NPI, as
shown in (15). This is presumably because the negative suffix in (bgjitins as
ordinary negation.
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(15) Yuna-igai nanimo tabe-na-katta.
YunaiGAI anythingeatNEG-PAST

‘Everyone other than Yuna didn't eat at all’

If the negative suffix co-occurring witkhikais ordinary negation, we would
expect it to license NPIs too, just as the negative suffix in (15). HoweageAoyagi
and Ishii (1994) point oushikacannot appear withanimq as shown in (16).

(16) #Yuna-shikenanimo tabe-na-katta.
YunasSHIKA anythingeatNEG-PAST

The Japanese exclusive partidigkecannot license the NRlanimq either, as
shown in (17).

(17) #Yuna-dakeanimo tabe-ta.
Yuna-DAKE anythingeatPAST

Although the negative suffix co-occurring withika can otherwise license
NPIs, it does not license NPIs in sentences contaishiga Shikawith the neg-
ative suffix behaves again similarly ttakewith respect to NPI licensing: Neither
shikawith its co-occurring negative suffix nolakelicense NPIs.

In this section, we examined the semantic behavior of the negative suffix co-
occurring withshika Although shikamust co-occur with a negative suffix, this
negative suffix is not downward entailing nor does it license NPIs, itrastwith
ordinary negation uses of the negative suffix. In both respshikabehaves like
the exclusive particlelake and unlikeigai or Englisheveryone excemndother
than We conclude thaghikabehaves just as one would expect if it were an exclu-
sive particle and if the negative suffix co-occurring wsthikadid not function as
an ordinary negation.

3 The contextual meaning of shika

We have shown thathikais not an exceptive marker. However, if we assume
that shikais an exclusive marker like Englistnly, the presence of the negative
verbal suffixna does not seem to make any semantic contribution to the exclusive
meaning of the sentence containsigka The Japanese sentence in (1b) contains
a negative verbal suffix while the English translation does not contaigatioe.

Probably because of the necessary co-occurrence of a negetha guffix,
Japanese speakers have the intuition that contexts in whikhis appropriate are
more negative than contexts in whidhkeoccurs. There have been several propos-
als about the differences betwesikaanddake and Kuno (1999), for example,
argues that a (negative) restrictive proposition is contextually more pesrnfar
shikathandake In this section, after briefly reviewing Kuno (1999)’s proposal, we
propose an analysis of the meaninghbikathat models native speakers’ intuitions
about the negative character of the contextual meanisikf

86



3.1 Kuno (1999)

Kuno (1999) suggests thahika and dakeintroduce two propositions with dis-
tinct assertoric status. Those two propositions are defined in (19) fdafenese
sentences in (18). According to Kuno (1999), a sentence in wdtidka occurs
primarily asserts the restrictive proposition or what Kuno (1999) calls ¢égative
proposition, and secondarily asserts the prejacent proposition, oiwha (1999)
calls the affirmative proposition, while a sentence in whdelkeoccurs primarily
asserts the affirmative proposition and secondarily asserts the ngmapasition,
as shown in (20), although what he means by ‘primarily’ and ‘secondasilgbt
clear.

(18) a. Eigo to huransugedakehanas-e-ru.
EnglishandFrench only speak-carpr.
‘| can speak only English and French.’
b. Eigo to huransugoeshikahanas-e-na-i.
EnglishandFrench only speak-camNEG-PR.
‘| can speak only English and French.’

(19) Propositions associated with the “W X-dake Y” and “W Xshika Ynai”
Constructions
A. Affirmative Proposition: WXY E.g. The affirmative proposition of (1a,
b) = “I can speak English and French.”
B. Negative Proposition: not(WZY) where Z = V-X, V being the set of
elements under discussion. E.g. The negative proposition of (1a, b) = “I
cannot speak any other language.” (Kuno 1999: 147)

(20) The semantics afakeandshika
Dakeprimarily asserts its affirmative proposition, and only secondarily as-
serts its negative proposition.
Shikaprimarily asserts its negative proposition, and only secondarily as-
serts its affirmative proposition. (Kuno 1999: 148)

3.2 The “negative meaning” ofshika

We agree with Kuno (1999) that the two Japanese exclusive partitids and
dakediffer in the contexts in which they occur. (21) and (22) are two constdlic
examples which illustrate that contexts in whishika and dakeare acceptable
differ.

(21) Hottokeeki-otsukuri-ta-katta-n-dakedo,
pancakeacc make-wantPAST-comP-although

‘Although | wanted to make pancakes,’

a. hutatsu-shiktamago-dkawa-na-katta.
tWO-SHIKA eggACC buy-NEG-PAST

‘l only bought two eggs.
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b. (#)hutatsu-dakeamago-dat-ta.
two-DAKE eggACC buy-PAST

‘| only bought two eggs.’

(22) Hottokeeki-gdsukur-e-ru-youni,
pancakenOoM make-carNONPAST-in.order.to

‘In order to make pancakes,’

a. #hutatsu-shikeamago-ckawa-na-katta.
tWO-SHIKA  €ggACC buy-NEG-PAST

‘l only bought two eggs.’

b. hutatsu-dakeamago-dkat-ta.
tWo-DAKE eggACC buy-PAST

‘l only bought two eggs.

Because of the presence of the adversative sdfikedo‘although’ in (21),
shikais more natural thamlake since the adversative suffix suggests that the
speaker believes that buying only two eggs is not sufficient to make kesica
Conversely, because of the presence of the purposive swffixi ‘in order to’ in
(22), dakeis more natural thashika since the purposive suffix suggests that the
speaker believes that buying only two eggs is sufficient to make pancékes
characterizes a common ground compatible with (21).

(23) Buying two eggs and no more implies that one cannot make pancakes.

More generally, contexts in whickhikais appropriate must include a contex-
tually determined proposition which does not hold. The contextually determined
proposition for (21) is that one can make pancakes, which should ledatéflshe
bought more than two eggs but does not hold since she bought two edg®a
more. (24) is an attested newspaper examplshika The context proposition
which the sentence containispikanegates is that research on microorganisms is
not interesting.

BRI AITICHY, EESENEE/TT A, HOSAIREZYV— BER ciMAen
(24) a EFENTND, [A—AME, ZHOLAERE ADRIZIZSHDObHIIE, #EEZETILOLH
T %, ENTHEIEREDL%LD o TORNEIAICER R’ H D, KEEICHEA T, SHICHF

ZELToV  EEET, (2009 42 12 H 15 A)

b. The high school is located in Shirayama city, and all students at the
high school belong to the agriculture club. She studies microorgan-
isms. She said ‘some microorganisms such as yeast fungus and as-
pergillus, are useful for humans, but others are harmful. It is interest-
ing because we know only 1% of all microorganisms. | will go to a
college and continue the research.’(Mainichi Shinbun12/15/2009)

What (24) expresses pragmatically implies the negation of the contextually
determined proposition that research on microorganisms is not interestiwg. |
already know a lot about microorganisms, research about microongamsght
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not be interesting, but the fact that we know only 1% of microorganismshand
more implies that research on microorganisms is interesting. The proposition tha
research on microorganisms is interesting, is explicitly stated in the text, arid wou
be one of the more salient candidates for a contextually determined propositio
that the sentence containisyikanegates. However, this does not mean that this
proposition is the only candidate, a point we return to shortly.

We just saw thashikarequires the availability of a context proposition which
the exclusive meaning it contributes negates. Contexts in vdgikbare acceptable
might also contain a proposition whose truth is negated by the exclusive rgeanin
dakecontributes, but the presence of such a proposition is not requidakeis
thus the unmarked member of the pair, as it can occur in more contextsttikan
(22) illustrates a context in which ontjakeis acceptable: The speaker would be
able to make pancakes if she bought more than two eggs, but she can séll mak
pancakes even when she bought two eggs and no more.

To model the difference betweesthikaand dakeand the necessary presence
of a proposition negated by the exclusive meaning contributeshilkg we hy-
pothesize thashikacontributes to two contents, an ordinary exclusive content of
the kind Englistonly and Japanesgakecontribute and a secondary negative con-
tent (see Section 4 for a justification of these terms). The exclusive dptiken
that contributed by exclusive markers suctoaby, consists of the conjunction of a
prejacent and restrictive proposition, as shown in (25a). (25b) iettenslary neg-
ative content, which distinguishebikafrom dake In (25), P is the meaning con-
tributed by the sentence in whishikaoccurs minus the constituent on whigtika
focuses; f is the meaning contributed by the constituent on wdfiddafocuses and
Q is the contextually available proposition which the exclusive content prigma
cally negates (i.e., the exclusive proposition pragmatically implies its negation).
The negative suffix co-occurring witkhikacontributes to the secondary negative
content and negate the proposition Q. The secondary negative ceayanthat if
the primary exclusive content holds, the contextually determined propodities
not. We assume that Q is a free variable whose value must be filled in pragmati-
cally.

(25) a. Primary exclusive contenP (f) A—dx (x Zf AP (X))
b. Secondary negative contelftP (f)A—dz (z #fAP(X))>-Q

The secondary negative content is somewhat weak, as J. Bohneamelyhk.
Asher have pointed out to us. Many propositions can be pragmatically impfied b
the primary exclusive content. We agree, but we bel@vikais no different in
that respect from other similarly ‘pragmatically laden’ particles, as a cosgar
betwen the secondary meaningdaifikato the somewhat similar meaning bit
suggests (we thank N. Asher for this suggestion). According to Ansieaaid
Ducrot’s (1977) analysis of Frenahaisor Englishbut, the first conjunct of (26)
expresses a proposition that pragmatically implies a proposition whose meigatio
pragmatically implied by the proposition expressed by the second conjugct (e
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that the speaker is willing to accept an offer to go out for a walk). As is ése c
with shikg the pragmatic implication that is part of the secondary meanibgto$
weak: There are many propositions which can be pragmatically implied by she fir
conjunct of (26) and whose negation can be pragmatically implied by thedeco
conjunct. The indeterminacy of the proposition pragmatically implied by sergence
containingshikaor but is similar to that of the state-property contributed by the
English perfect, according to Nishiyama and Koenig (2010). In all theses,
the value of the relevant pragmatic value must be determined contextuallgkhrou
inferences of the kind familiar in neo-Gricean work (e.g., Levinson (2084
there are potentially several contextually appropriate values.

(26) The weather is nice, but my feet are hurting.

To support our claim that sentences containaigka express the secondary
negative content, we conducted a corpus study. We sampled one dundma-
ple discourses in whickhikaoccurs from two Japanese newspapers, the Mainichi
Shinbun and Nikkei Shinbun. We searched through the website of thepaew
per, and selected one hundred discourses in wétidkaoccurred. In the selected
discoursesgdake if it replacedshikg would not have been completely unaccept-
able. We examined these one hundred discourses and confirmed thegares a
contextually determined proposition which does not hold.

4 The multi-dimensionality of the meaning ofshika

We have proposed that the more restricted contexts in wdfitkais acceptable is

the result of its secondary negative content, and supported this hgpotheugh

a corpus study. This negative content, however, does not seemeadh@game
semantic status as the exclusive content. We show in this section that the neg-
ative content expressed Ishikais akin to the secondary meaning expressed by
Englishbut or evenin the sense of Bach (1999) and Potts (2005). Traditionally,
the meanings obut andevenin (27c¢) and (28c), respectively, were considered to
be conventional implicatures. (Gx in (27c) stands for a generic quantiighly
paraphaseable as ‘It is generally true of x that'.)

(27) a. Shagis huge but he is agile.

b. Primary entailmenthuge ( shag )\ agile ( shaq)

c. Secondary meaningx [ huge (x)— — agile (x)] (Bach 1999: 347)
(28) a. Even Emma came.

b. Primary entailmentcame (emma )\—3z ( X # emmaA came (X))

c. Secondary meaning is less likely that Emma would come than other
individuals would come

Grice deemed (27c¢) and (28c) implicatures because they do not seeof par
‘what is said’, as the falsity of their meanings does not affect the primarygse
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of an utterance. Grice deemed (27c¢) and (28c) to be conventionaldeetizey are
not derived through inferences based on conversational principléstem from
properties of specific lexical items. Bach (1999), however, arguétthaneanings

in (27c) and (28c) are part of ‘what is said’ because these meaningsecander
the scope of propositional attitude verbs Iy Potts (2005) also distinguishes
the meanings obut andevenin (27c) and (28c) from conventional implicatures,
and calls them secondary meanings. In this section, we argue that the@ega
content contributed bghikais similar to the secondary meaningefenor but

4.1 Presupposition holes

Strawson (1950) treated presuppositions as backgrounded assuwsriptidore-
grounded assertions and defined them so that sentences are nedhweortfalse
when they are not satisfied. It follows from this approach to presiifimas that
even if the negation of a statement A is true, its presupposition B is true. This
property of presuppositions to survive when a statement is negatedliasisgest
for identifying presuppositions. Other environments in which presuppaosisar-
vive, such as antecedents of conditionals, modal contexts, and qeestiercalled
presupposition holes. Importantly for us, the secondary meaniagawior but es-
capes from the scope of these presupposition holes. For exampleiswiegated
in (29a) is not the secondary meaning in (27c), but the primary entailme2t i).(
Similarly, the secondary meaning in (27c¢) survives in antecedents oftioorads,
modal contexts, and (marginally) questions, as shown in (29b) -(29d).

(29) a. lItis notthe case that Shaq is huge but he is agile.
b. If Shaqg is huge but he is agile, he could be a basketball player.
c. It might be the case that Shaq is huge but he is agile.
d. ?Is Shaqg huge but agile?

The negative content contributed blsikaalso escapes from the scope of pre-
supposition holes. What is under the scope of negation, question, nratiaba-
ditional operators are the exclusive content: The negative contaapesérom the
scope of these operators. In (30b), for example, what is negated thgusxclu-
sive content. Since there is no specific context for examples in this seatén,
assume a general proposition that the denotation of the constituent beirsptb
on is sufficient (the milk in (30a)) as the contextual proposition Q. For elaie
secondary content for examples in (30a) is (31). The negative dahtgrrinking
milk and nothing other than milk is not sufficient is the same in (30b) and in the
corresponding affirmative sentence in (30a).

(30) a. Miruku-shikenoma-na-katta.
milk-SHIKA drink-NEG-PAST

‘S/he drank only milk’
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b. Miruku-shikanoma-na-katta wake-jana-i.
milk-SHIKA drink-NEG-PAST COMP-NEG-NONPAST

‘It's not the case that s/he drank only milk’
(31) (drink (m)A=3z(z # m Adrink (z))) > — ( sufficient (m) )

The fact that the negative content contributedshikais not under the scope
of presupposition holes suggest that it is not part of the primary adssstdent,
because primary asserted contents are what operators like negatiot verbda
or question markers take as semantic arguments.

4.2 Independence of truth values

Secondary meanings and presuppositions, although they both esmagbdrscope
of presupposition holes, differ in their relationship with at-issue entailmetss P
(2005) characterizes at-issue entailments as controversial propositititesmain
theme of a discourse. Presuppositions are not the primary purposeitiéeance,
but background assumptions for at-issue meanings. If a presuppdsitialse,
the truth value of the at-issue proposition is undefined. The propositio2¥h) (
and (27c) are both at-issue entailments of the utterance in (27a). Howexeris
no dependency between the primary and secondary asserted con{@ats)iand
(27c¢), respectively. The truth or falsity of (27c) does not affecttudh of (27b).

(32) A: Shagqis huge but he is agile
B: Yes, but being huge doesn’t necessarily indicate being not agile.

In (32), speaker B agrees with the primary proposition conveyed bytfes-
ance, but disagrees with its secondary proposition. B’s utterance tiesliteat the
primary proposition and secondary propositions conveyelutgan be assigned
truth values independently of each other. The independence of the pramdr
secondary propositions’ truth values is one of the reasons why weanerdti-
dimensional analysis of meanings to represent secondary contentsvd heean-
ings cannot be represented as a conjunction of the two meanings sinogis¢he
each of the two propositions would have to be true in order for the sentence
be truthfully uttered. Like fobut, there is no dependency between the exclusive
and negative contents expressed by sentences contaimikey The falsity of the
negative content does not affect the truth of the primary exclusiveenon

(33) A: A-wa hutatsu-shik#o-re-na-katta.
A-TOPtWO-SHIKA get-CanNEG-PAST

‘| could get only two As.

B: Un, demo,hutatuto-r-eba juubunn-da-yo.
yesbut two getNONPASTif enougheoPULA-DM

‘Yes, but it's enough to get two As.
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In (33), speaker A expresses that she has two As and no more ardhas
are not sufficient for a contextually available proposition Q. SpeakepBes to
As utterance byun ‘yes’ and agrees with the exclusive content, but at the same
time disagrees with the secondary content. The truth of the exclusive gativee
contents conveyed by sentences contairshigaare thus separable, as one can
agree with the exclusive content and disagree with the negative content.

4.3 Cancellability

A property which distinguishes secondary meanings from convershiiopbca-

tures is cancellability. Conversational implicatures can be cancelled witbout ¢
tradiction, while secondary meanings are not cancellable. In (34), thesa-
tional implicature of the first sentence that Emma drunk no more than two glasses
of milk, is cancelled by the following phrase. The secondary conteneegpd by
butin (35), on the other hand, cannot be cancelled.

(34) Emma drunk two glasses of milk, and maybe more.

(35) #Shagqis huge but he is agile, and being huge may not necessaiciténd
being not agile.

However, in contrast to the secondary conteribaif the negative content ex-
pressed by sentences containgigkaappears to be cancellable.

(36) a. A-ga hutatsu-shikdo-re-na-katta
A-NOM tWO-SHIKA  get-CanNEG-PAST

‘ got only two As,

b. demohutatsu-dguubunna-n-da-yo.
but two-with enougheoMP-COPULA-DM

‘but, two As are enough.’

In (36), the secondary negative contentsbfkain (36a) that two As are not
sufficient, appears to be cancelled by the following sentence in (36bjev,
since the secondary negative content is context dependent, oniewahe context
from various perspectives, and think of more than one contextuabpitogn. For
example, in (36), the speaker has a secondary negative contenniirtukthat two
As are not sufficient for receiving a scholarship when uttering (38&) then, she
changes her perspective to utter (36b), implying that two As are suffitieanake
her mom happy. In (36), it is not necessarily the case that the segonelgative
content ofshikais cancelled, rather, there is a shift in the speaker’s perspective
about whether two As are sulfficient.

4.4  Anti-backgrounding

The semantic properties examined in previous sections do not characslyze
secondary meanings, they also characterize conventional implicaturesttg P
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(2005) sense of the term. Both secondary meanings and conventional ionm@gca
escape from the scope of presupposition holes, are assigned trutls wradiepen-
dently of that of primary meanings, and are not cancellable. In this sectibthe
next we examine two other properties of conventional implicatures to seeyif the
hold of the negative content expressed by sentences contahikg The first
property pertains to the newness of the information conveyed.

It is intuitively very difficult to decide whether the negative content expesl
by sentences containirghikais shared between the speaker and listeners or is
new information. In the following conversation, for example, it is not clear if
the negative content expressed by B’s response is shared betwespetdker and
listener.

(37) A: Tamagdkutsu  ka-tta?
egg how.manybuy-PAST
‘How many eggs did you buy?’
B: Hutatsu-shik&awa-na-katta.
two-SHIKA  buy-NEG-PAST

‘| bought only two eggs.’

A: Daijoubu,hutatsua-r-eba juubunn-da-yo.
ok two  haveNONPAST-if enough€eOPULA-DM

‘It's ok, two is enough.

In (37), speaker B expresses that two eggs is not sufficient withtarssncon-
tainingshika The negative content that buying two eggs is not sufficient appears to
be new information to speaker A, who says that two eggs are enouglevdgwe
could also say that speaker B simply assumed, wrongly, that the negetjve-p
sition was shared. It is thus not clear whether the secondary negatipesition
associated with an occurrencestfikamust be part of the common ground. Note
that it is equally difficult to ascertain if the secondary meanings of Enghistmor
butare shared between speakers and hearers or constitute new information

(38) A: Shaqis huge but he is agile.
B: Well, most basketball players are huge and agile.

In (38), although speaker B disagrees with speaker A about the dagon
meaning ofbut, one could say that speaker A just assumed, wrongly, that it was
shared information. However, there is a clear difference betweengpesitions,
and conventional implicatures or secondary meanings. While presuppssitigst
be accommodated, secondary meanings do not have to be accommodaéiesinc
truth of the primary and secondary contents are independent fronotaeh Al-
though in (37), it is not clear whethehikds secondary meaning is part of the
common ground, it does not have to be accommodated and can be cathsidese
new information when it is not part of the common ground.
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4.5 Widest scope

Conventional implicatures by default take widest scope and are spedé&sted
(in some restricted contexts, conventional implicatures can be non-spmékated;
see Harris and Potts, 2009)). Conventional implicatures cannot, fonggabe
under the scope of propositional attitude verbs suckagswhich are known to
prevent the inheritance of a presupposition conveyed by their complement.

In contrast to conventional implicatures, secondary meanings do noallypic
take widest scope, as Bach (1999) argued.

(39) Ed said that Shaq is huge but he is agile. But | think hugeness isnet n
essarily an indicator of not being agile.

In (39), the secondary meaning bt is under the scope afay The sec-
ondary meaning is what Ed believes, not necessarily what the spegli@res.
The secondary meaning associated vgitlika behaves like that obut, and does
not typically have scope over a propositional attitude verb.

(40) a. Sensei-waronbunn-watsutsu-shikéhappyounasara-na-katta
teacherfoparticleAacc five-sHIKA publish(honorific)NEG-PAST
to ossyat-tei-ta-yo.

COMP sayPERFPAST-DM
‘The teacher said that she published only five articles.

b. Itsutsu-mo  su-r-eba juubunn-da-yone.
five-as.much.ado-NONPAST-if enougheOPULA-DM

‘Publishing five articles is enough, isn't it?’

Let us suppose that (40) is an utterance in a conversation about hoyaman
ticles are needed to apply for a promotion. In (40a), the secondary ngeahin
shikathat the teacher cannot apply for a promotion, is not necessarily the belief
held by the speaker. The speaker uttering (40a) can continue the o#drasay-
ing (40b). In the sequence in (40), the negative content contributeshibwg is
relativized to the teacher’s beliefs, and is not ascribed to the speakel. (B999)
and Potts (2005) argue that the non-conjunctive part of the meaningssions
such ashutis not a conventional implicature, because it can be under the scope of
propositional attitude verbs likeay As we have just seen, the negative content
associated wittshika satisfies every criterion in Potts’ (2005) definition of con-
ventional implicatures except for anti-backgrounding and non-widegies The
negative content expressed by sentences contashikghas therefore all the same
semantic properties as the secondary meaningstandeven

5 An LRS model of the meaning ofshika

In this section, we outline a model of the behavioshfka We show that a com-
bination of HPSG and LRS makes it relatively easy to account for the two most
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important properties of the syntax and semanticshika

(41) a. Ifshikais attached to a dependent of the verb, the predicate negation
namust be suffixed to the verb;

b. The predicate negation that co-occurs wstiika only contributes a
secondary meaning to the sentence’s meaning.

A full model of the syntax/semantics ahikawould require incorporating
within HPsGthe semantics of focus particles ka Rooth, 1985 or Krifka, 1993).
This is beyond the scope of this paper (see Kubota (2003) for an eapp$al).
The purpose of this section is more modest: Show hesGandLRs affords us
the descriptive tools for a straightforward model of the semantic contribskita
andnamake to the meaning of sentences.

Our analysis makes the assumption that focus particles contribute a particular
kind of content encoded as the value@c-coNT attribute, as shown in (42). We
also assume that the content of sentences contains both a primary sematetit co
(the value of the attributeconT, see Richter and Sailer, 2004, for the distinction
between internal and external contents) and a secondary semantitt¢entoded
as the value of 8EC-CONT attribute), the kind of content thatit, even or shikds
negative proposition contribute. There are several reasons, sasteal, for these
choices. First, the meaning of a sentence containing a focus particlesahntaijls
the meaning of that sentence minus the focus particle, as illustrated in (433. Th
(44) holds for all models\/ and assignment functions(« and 3 are variables
over (possibly empty) strings arfd designates an arbitrary focus particle). Thus,
the presence of a focus particle does not seem to affect semantic ¢oompd3y
separating into two components the semantic content of sentences, semimatic co
position rules for the “ordinary” semantic content, which remains unaffelte
the presence of focus particles, need not be altered (see Krifka, fi®% detailed
proposal along these lines). In the absence of a complkete/LRS model of the
syntax and semantics of focus particles, this conservative approaeistis $ec-
ond, although the additional semantic contribution brought about by tisemce
of focus particles is in some cases a secondary meaning (this is the casgeanjth
this is not the case witbnly. We therefore cannot treat the semantic content con-
tributed by focus particles as simply secondary content. This is why we disting
between the focal and non-focal primary (external) contents of seggeand their
secondary contents. When the additional semantic contribution of a fegtis p
cle is a secondary meaning, as it is &men the focal and secondary contents are
identified.

ECONT me
(42) |LF |[Foc-conTme
SEG-CONTMme

(43) Only three people showed up Three people showed up.
(44) [aFBIM 9 | [ap] s
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A simplified entry forshikais given in (45). This entry treathikaas a clitic
that takes as complement the constituent it cliticizes onto.

r [FPARTShikj
HEAD
CLITIC+
45 ' comps L ICONT [3]
(45) a. shika= ECONT]
INC
Foc-coNTZl(only'([@, B))
ECONT i

Bl < 4]

Semanticallyshikaintroduces as both its internal and focal content a proposi-
tion of the formonly (o, ). We assume that a proposition of the foomly (o, 3)
is true in a model if and only if there is nothing excepthat would satisfy3. In
other wordspnly («, ) corresponds to the restrictive proposition. The prejacent
corresponds to the external content of the sentence, as per the entaiir(vet)
and our decision to let semantic composition of the sentence minus the foeus par
ticle work as it would if no focus particle were present. The first arguroétite
restrictive proposition includes the internal content of the constitsigikbiselects
and cliticizes ontd. The second argument of this proposition is not determined
within the constituent that contaistika

Given this entry forshikg two constraints on verbs suffice to model the de-
scriptive generalizations we listed in (41). The first constraint (46umssthat
whenevershikaoccurs, the verb is what we callsecondary-neg-verbrhis con-
straints models the necessary co-occurrencghifaand ana suffixed verb. In
stating this constraint, we make use of Bouma, Malouf and Sag’s (2001 praftio
dependents which includes not only members ofake-ST list, but also various
adjuncts. This is necessary stsikacan attach to adjuncts as well as arguments of
the secondary negative verb it co-occurs with.

(46) a. If the focus particlshikais cliticized to a dependent of the verb, the
verb must belong to the category of secondary negative verbs;

b. [oeps(...[HeAd[FPaRTshikd]... )| < secondary-neg-verb

The second constraint, given in (47), defines the class of secondgative
verbs.

(47) a. If averbis a secondary negative verb, its polarity is negatideita
secondary meaning consists of a (defeasible) implication between the
focal content of itshikamarked dependent and the negation of a free
propositional variable@ below).

1we require the first argument of tlemly proposition taincludethe internal content of its mod-
ified constituent rather thame equal tahe external content of that constituent to allow the focus of
shikato be less than the meaning of the entire constituent onto which it cliticizes.
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HEAD [POLARITY-]
ICONT
b. secondary-neg-verkss | SECCONTL [2-Q
DEPS < ..[Foc-conTlZi(only’(cv, B)))]. . >
PARTS  (...2-...)
& [4«[3]

Morphologically, secondary negative verbs are required to includsuffix
na, which means they must be marked as being of negative polarity. Thefrest o
the definition ofsecondary-neg-verimodels the two semantic effects of the co-
occurrence ofhikaand asecondary-neg-verb

The first semantic effect pertains to theopeof shika The definition of sec-
ondary negative verbs in (47) simply says that the internal content ofidiire verb
is part of the second argument of the restrictive proposition introdugeshiia
The need to underspecify the scopebika(and therefore the weak constraint that
the internal content of the verb be, agdmgludedin the second argument of the
only proposition rather thaequal toit), is best illustrated by the English sentences
in (48).

(48) a. Mary also drink&REEN TEAvery rarely.
b. Very rarely does Mary also drinkREEN TEA

The most salient interpretation of (48a) is one which is supported by sitsation
in which Mary drinks at least two liquids very rarely, green tea and somer oth
alternative liquid. In others words, the scopeatfoincludes the adverbial phrase
very rarelyin the most salient interpretation of (48a) and the alternatives to green
tea (in Rooth’s sense) are the liquids Mary drinks very rarely. The nadising in-
terpretation of (48b), on the other hand, is one which is supported byisitaan
which it is rare for Mary to drink two liquids. In this casesry rarelyis not within
the scope oélsoand the alternatives to green tea are the set of liquids Mary drinks.
The range of operators that lead to distinct possible scopes for featisl@s in-
cludes not only adverbial phrases likery rarely, but also propositional attitude
verbs (when focus particles occur within their complement clauses). bl kh
no systematic study of the range of scope possibilities of the kind illustrated in
(48). Our analysis therefore merely requires the second argumerg mdgtrictive
proposition to include the internal content of the main verb. Since the exétenc
of various possible scopes is not a property specifghila but is part and parcel
of the semantics of focus particles, the constraint(3] would not be included in
the definition ofsecondary-neg-verim a more comprehensive treatment of focus
particles in Japanese.

The second semantic effect of the co-occurrenahiaandnais that the focal
content contributed by thehikamarked constituent pragmatically implies that a
proposition() is false. As mentioned above, we incorporate a multi-dimensional
approach to meaning intrs through the introduction of the attribugECc-CONT
into the logical form of signs and the secondary negative content cotadkby
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secondary-negative-veris encoded as the value of this new attribute. It is this
secondary meaning which, we claim, distinguishes the meanishikdanddake

Before concluding, let us note that our more complex architecture forrg@ma
contents clearly requires a slight revision.®s semantic principles to ensure that
all of the focal, external, and secondary contents end up being pidue sEmantic
information contributed by sentences. Since this revision is relatively aady a
our analysis is preliminary, we leave its precise formulation to another vétlee.
merely point out that the inclusion of a secondary content in the ensgaafndary-
neg-verls requires us to reinterpret tExCONT principle formulated in Richter
and Sailer (2004) in (49). Since the external content of sentencestonow of
both a primary and secondary content, thecONT principle must apply to the
conjunctionof the primary and secondary external contents.

(49) ‘Inevery utterance, every subexpression ofeke ONT value of the utter-
ance is an element of imaRTSlist, and every element of the utterance’s
PARTSlist is a subexpression of tlEXCONT value.’

A simplified representation of the meaning composition for sentence (1b) is

given in Figure 1.
ECONT
FOC-CONT
SECG-ECONTI6]

ECONT konakatta
FOC-CONT[L] ICONT

ECONT
FOC-CONT
Yuna shika SEG-ECONTEI([A ~ [E-Q)

ECONTZly FOC-CONT: [lonly’(2), 7)) LPARTS  (...B...)
& [4«7]

Figure 1: The semantic content of sentence (1b)

6 Conclusion

Recent research has shown that the information conveyed by sentamtetter-
ances is not monolithic; it can include various kinds of semantic content. Rut, th
semantic judgments on which some of these distinctions rest are sometimes sub-
tle and the sheer number of categories raises a further issue: Why isathessl

for natural languages to make such subtle distinctions in the status of infonmatio
our utterances convey? Our paper does not provide an answer tatdrisdagger
question. But, it provides an interesting example of the descriptive usenod s
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of these subtle distinctions. Adequately characterizing the intuitive difteree-
tween the two Japanese exclusive partislékaanddakehas proved difficult. So,

has explaining the necessarily presence of the negative saffor the first parti-

cle, as the negation does not seem to contribute to its meaning, at leastiagcor
to a ‘traditional’ exclusive particle analysis. Although Yoshimura’s (2086al-

ysis of shikaas an exceptive marker explains the presence of the negative verbal
suffix na, there are several difficulties with her analysis, as we have showedBas
on previous proposals such as Kuno (1999) stdka expresses some negative
meaning, we hypothesize thgttikaintroduces both a primary meaning (similar to
that of Englishonly and Japanes#ake and a secondary meaning (that the exclu-
sive content pragmatically implies that some contextually determined proposition
is false). The secondary negative meaningtukais the source of the intuition
that shikais acceptable in more negative contexts thlake and explains com-
positionally the presence of the negative suffix. Furthermore, the indepee

of this negative secondary meaning from the primary meaning expregsszhb
tences containinghikais critical in explaining two apparently incompatible facts,
the required presence of and the semantic equivalence of the exclusive mean-
ing carried bydakeandshika Dakeandshikashare the same primary, exclusive
meaning, bushikacarries an additional secondary meaning that the negative suffix
na contributes solely to.

Our model of the necessary co-occurrencettkaandnaand its semantic ef-
fects requireshikamarked constituent to be dependents of members of the class
of secondary-neg-verbThe fact thaina contributes to the secondary meaning of
verbs only when these verbs select fatdkadependent is modeled via constraint
on the typesecondary-neg-verlFinally, the dependency between the primary ex-
clusive meaning and the secondary negative implication of sentencesnaamta
shikais modeled through token-identity between what we call wordfocal content
and the relevant part of the secondary external content of vetgp@$econdary-
neg-verb Our analysis accounts for the fact that Japanese sdfiras two uses, a
use that encodes ordinary logical negation of primary meanings anedadsase,
restricted to sentences in which one of the verb’s dependents containktithe
shikg where the negation is part of the sentence’s secondary meaning.e&gher
the presence of an additional secondary meaning is reflected in a diiffexéecal
item in English pairs such asand but>, the presence of an additional secondary
meaning is represented by the combination of the contrast betwe®ke shika>
and the two uses of the negative suffixin Japanese.
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Abstract

English Binominal NPs (BNP) (e.g., a hell of a problem) are of empirical and
theoretical interest due to their complex syntactic and semantic properties. In
this paper, we review some basic properties of the BNP construction, focus-
ing on its headedness, semantic relations, and the role of the preposition of.
We argue that these properties suggest an account in the spirit of construction
grammar. In particular, we show that English BNP is a nominal juxtaposi-
tion construction whose special syntactic constraints are linked to semantic
relations like a subject-predicate relation.

1 Introduction

As attested in naturally occurring data in (1), English Binominal NPs (BNPs) with
the structure ‘Detl N1 of Det2 N2’ display complex syntax and semantics.

(1) a. It’s been [a hell of a day] at the office.

b.  And you won’t be saying anything to [that ponce of a boss] you’ve
got, Howard?

C. Rune nodded [his shaven dome of a head].
d. She had [a skullcracker of a headache].

e. [Some dragon of a receptionist] refused to let him see her boss with-
out an appointment.

f.  Isuspect she’d been following [that fool of a carrier].
g.  And she was old, antique. Deep lines grooved [her prune of a face].

In this paper, we show that the regular and idiosyncratic properties of the BNP
construction lead us to an account in the spirit of construction grammar; we specif-
ically argue that the English BNP is a nominal juxtaposition construction linked to
a special semantic relation.

2 Previous Analyses

In dealing with the BNP, the first puzzle is what is the head of the overall structure.
The headedness issue is central in three different approaches to the preposition of:
as a preposition selecting the following NP headed by N2 in ((2a), Abney 1987,
Napoli 1989), as a pragmatic marker forming a unit with the preceding N1 and
following a/an ((2b), Aarts 1998, Keizer 2007), and as a prepositional comple-
mentizer F selecting a small clause ((2c), Kayne 1994, Den Dikken 2006):

TThis work was supported by the National Research Foundation of Korea (NRF-2011-342-
A00020).
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2) a. [NP a [N hell [PP of a problem]]

b. hell of a] problem]

[np 2 lvip
C. that [D /PP [NP idiot;] [FP of [IP a doctor I° t; 111 ...

Each of these three approaches has its own merits, but is not fully satisfactory
to capture the BNP’s regular as well as idiosyncratic properties. The obligatoriness
of the PP may support N1 being the head, but the semantic locus of the overall
structure seems to be the second noun N2. For example, N1 in (1a) can be para-
phrased as an adjectival modifier as a hellish day, and further Detl and a pre-N1
modifier can scope over the remote N2 as in [that] fool of a [doctor] or that [little]
bastard of a [chaplain]. However, the N2-as-head approach in (2b) is also forced
to assume the string “N1-of-a” as a constituent, sacrificing the traditional con-
stituency. The third main analysis in (2c), reflecting the subject-predicate meaning
relation between N1 and N2 as shown from the paraphrases in (3) for the examples
in (1), assumes that the N1 idiot is originated as the predicate of the N2 and then
undergoes predicate inversion within a small clause.

(3) a.  ahell of a day — the day is a hell
b.  ajewel of a city — the city is a jewel

C. a martinet of a mother — the mother is a martinet

Successful though this analysis seems to be in capturing the semantic relation, the
analysis does not provide an answer to what motivates the movement operations
involved here.

Furthermore, none of these three approaches properly addresses the freedom
of the selectional restrictions or that of the semantic head:

(4) a.  She doesn’t want to talk to | this idiot of a prime minister.
this idiot.
a prime minister.

b. Imet | acolourless little mouse of a woman.
*a colourless little mouse.
a woman.

c. Idetest [ thatrotten little fig of a human being.
that rotten little fig.
*a human being.

As illustrated here, in terms of the selectional restriction, the semantic head in
(4a) can be either N1 or N2. But the one in (4b) is only N2 while the semantic
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head in (4c) is N1. In addition, the three approaches address the issue of mor-
phosyntactic constraints on the BNP in a precise way. For example, Det2 must be
the indefinite article a/an as in (5). In addition, there are syntactic freezing effects:
the of-tagged PP cannot be extraposed or wh-questioned as shown in (6a) and (6b),
respectively.

(5) a.  ahell of a/*some/*any/*one day

b.  this chit of a/*her/*that/*this/*some/*any/*the/*one girl

(6) a. [A monster of a machine] was delivered/* A monster was delivered
of a machine.

b.  She had [a skullcracker of a headache.]/*What did she have a skull-
cracker of?

Further, neither the PP nor the NP2 can be coordinated as given in (7).

(7) a. *I had ahell [of a day] and [of a time].

b. *Into the assessment room stepped a giant of [a man] and [a woman].

3 A Proposal

Turning to our account of the BNP, we take a slightly different approach from
any of the previous approaches, aiming to account for the general as well as the
idiosyncractic properties of the construction.

e  There are two nominals in contiguity with each other though the preposition
is intervening.

e  Neither nominal can clearly be identified as the head of the whole phrase.

° Elements in the BNP are frozen in the sense that neither N1 nor N2 can be
involved in a displacement structure. They observe island constraints like
the Coordinate Structure Constraint.

e  The two NPs are parallel in many respects. The two nominals agree in num-
ber, semantic gender, and selectional restrictions.

e  Det2 can be marked only with the indefinite article a/an.

e The two NPs are in a predication relation in which N1 has an evaluative
function of N2.
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Syntax:

MRK a/an

N’.[AGR 1} P,
(| N + of + ARG

Z

Meaning: j denotes the evaluative property of i

Figure 1: BNP Construction in English

These properties and others indicate that the BNP is really a fixed construction
subject to high-level morpho-syntactic constraints. We propose that the BNP is a
type of nominal juxtaposition construction whose syntactic form is associated with
a specific semantic relation, as represented in Figure 1.

The constructional constraint in Figure 1 specifies that the BNP is a juxtaposi-
tion of two nominal expressions N’ and NP, linked by of. The result of juxtaposing
the two nominal phrases with identical agreement (AGR) features induces a pred-
ication relation in which the first nominal (j) denotes an evaluative property of the
second nominal (i) (cf. Kim 2004). Note that this juxtaposition does not assign any
syntactic headedness property to either noun, similar to the behavior of asyndetic
coordinate constructions. The constructional constraint says that the index value of
the composite N is identical to the second NP;, implying that N2 is the semantic
head. Consider the structure that our analysis generates:

ﬁ

®)

bnp-cx
SEM j(i )

his P MRK

[AGR }
/\ Py
Adj N;
MRK IMan}
wretched hovel a home
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As shown in the structure, the two nominal phrases wretched hovel and a home
are linked by the preposition. The constructional constraint in Figure 1 ensure that
these two nominal phrases have the identical AGR (number and gender) value, and
further that the second NP is marked with the indefinite article a/an. The index
value of the whole NP structure (i) is identical with the second NP, ensuring its
semantic headedness. The semantic value (SEM) also shows that the two nominals
are in a subject-predicate relation.

This proposal departs from traditional analyses but captures numerous con-
structional properties that otherwise remain as puzzles. The present analysis views
the BNP as directly having two nominals parallel in many respects including num-
ber, gender, and selectional restrictions. Multiple coordination is not possible be-
cause the construction is strictly binary like neither/nor. The two nouns enter into
a predication relation in which N1 has an evaluative function on N2, which follows
from the purely form-function mapping in the spirit of construction grammar. Note
that though the second NP is subject to rather stricter constraints such as having to
be marked with the indefinite article, there is no constraint on NP1 other than the
AGR value. This will license more complex examples like (9).

(9) a. that [destroyer of education] of [a minister]
b.  this [manipulator of people] of [a mayor]

C. my [true defender in need] of [a husband]

The nouns destroyer and manipulator require their own complements of ed-
ucation and of people. Such an N’ is juxtaposed with a following indefinite NP.
However, the analysis does not license examples like (10), violating the indefinite-
ness requirement on Det2.

(10) a. *that [destroyer of education] of [the minister]
b. *my [true defender in need] of [the husband]
As long as this constraint is satisfied, NP2 can also be complex as in (11).

(11) a.  Don’t forget we’ve both done this a hell of a lot more times than you
have!

b. There was a hell of a lot of smoke.

Also, observe that the BNP can be recursive as in (12a). The generation of
such a recursive BNP is straightforward within the juxtaposition approach pro-
posed here. However, it would not generate (12b), due to the constraint on the
BNP construction that Det?2 is indefinite.

(12) a. [that asshole of [an idiot of a doctor]] (data from Den Dikken 2006)
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b. ??/*that asshole of that idiot of a doctor

This leaves that asshole of an idiot as the only possible constituent. The freez-
ing effects also follow from the juxtaposition in a straightforward manner: the two
elements in the BNP are frozen in the sense that neither N1 nor N2 can be involved
in a displacement operation like extraposition, as further attested in (13):

(13) a. *[Of alawyer], he was a fool __.

b. *[Alittle slip _ ] came in [of a girl].

In the present analysis, these are also expected from the coordination-like proper-
ties of the juxtaposition BNP construction. The linker of has two dependents N1
and N2 and an extraction of an element from only one of these two will violated
the juxtaposition properties.

4 Conclusion

This paper shows that once we accept the view that the English BNP construc-
tion is a type of nominal juxtaposition construction (cf. Jackendoff 2008), many
distinctive properties of the construction follow in a simple and straightforward
manner.
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1 Introduction

In this paper, we report on a transformation scheme that turns a Categorial Gram-
mar (CG), more specifically, a Combinatory Categorial Grammar (CCG; Baldridge
(2002)) into a derivation- and meaning-preserving typed feature structure (TFS)
grammar. We describe the main idea which can be traced back at least to work
by Karttunen (1986), Uszkoreit (1986), Bouma (1988), and Calder et al. (1988).
We then show how a typed representation of complex categories can be extended
by other constraints, such as modes, and indicate how the Lambda semantics of
combinators is mapped into a TFS representation, using unification to perform
a-conversion and (S-reduction (Barendregt, 1984). We also present first findings
concerning runtime measurements, showing that the PET system, originally de-
veloped for the HPSG grammar framework, outperforms the OpenCCG parser by
a factor of 8-10 in the time domain and a factor of 4-5 in the space domain.

2 Motivation

The Talking Robots (talkingrobots.dfki.de) group here at the LT Lab of DFKI uses
categorial grammars in several large EU projects in order to communicate with
robots in spoken language. The grammars for English and Italian are written in
the OpenCCG dialect of CCG. The overall goal of our enterprise amounts to an
implementation of a (semi-)automatic method which, given a hand-written CCG,
generates a derivation- and meaning-preserving TFS grammar. The motivation for
doing this is at least threefold:

1. Faster Parser

The main rationale for our transformation method is driven by the need that
we are looking for a reliable and trainable (C)CG parser that is faster than
the one which comes with the OpenCCG system. People from the DFKI LT
group have co-developed the PET system (Callmeier, 2000), a highly-tuned
TFES parser written in C++, which originally grew out of the HPSG commu-
nity. In order to use such a TFS parser in a CG setting, the (combinatory)
rules and lexicon entries need to be transformed into a TFS representation.

2. Structured Language Model
Another major rationale for the transformation comes from the fact that the
CCG grammars are used for spoken language, operating on the output of a
speech recognizer. Although speech recognizers are based on trained sta-
tistical models, modern recognizers can be further tuned by supplying an

The research described here has been partly financed by the TAKE project (take.dfki.de), funded
by the German Federal Ministry of Education and Research, and the European Integrated projects
CogX (cogx.eu), NIFTi (nifti.eu), and Aliz-e (aliz-e.org) under contract numbers 01IW08003, FP7
ICT 215181, 247870, and 248116. We would like to thank our reviewers for their useful comments.
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additional structured language model. Given a TFS grammar for the trans-
formed CCG grammar, we would like to use the corpus-driven approxima-
tion method described in Krieger (2007) to generate a context-free approx-
imation of the deep grammar. This approximation then serves as our lan-
guage model for the recognizer. Again, as is the case for PET, software can
be reused here, since the method described in Krieger (2007) is implemented
for the external chart representation of the PET system.

3. Cross-Fertilization
We finally hope that our experiment provides insights on how to incorporate
descriptive means from CG (e.g., direct slash notation for categories) into
the HPSG framework, even though they are compiled out in the end. Thus,
specification languages for HPSG, such as 7DL (Krieger, 1995), might be
extended by some kind of macro formalism, allowing a grammar writer to
state such extended rules. However, we will not speculate on this in the

paper.

In the midst of our implementation effort, a fourth reason became equally im-
portant:

4. Uncover Implicit Constraints
Derivations in the OpenCCG system are guided not only by the explicit con-
straints of the linguist (CCG grammar and lexicon), but also by hidden, non-
documented settings, hard-wired in the program code. Our implementation
makes them explicit in that they became declaratively represented in the TFS
grammar.

3 Categorial Grammar

Categorial grammar started with Bar-Hillel’s work in 1953 who adapted and ex-
tended Ajdukiewicz’s work by adding directionality to what Ajdukiewicz (by re-
ferring to Husserl) called “Bedeutungskategorie”. The grammatical objects in Bar-
Hillel’s system are called categories. The set of complex categories C can be de-
fined inductively by assuming a set of atomic categories A (e.g., S or np) and a set
of binary functor symbols F2 (usually / and \ for one-dimensional binary grammar
rules):

1. ifac€AthenacC
2. ifc,d € Candf € Fy then cfd’ € C

The system of categories in its simplest form is usually equipped with two very
fundamental binary rules (or better, rule schemes), viz., forward (>) and backward
(<) functional application—this is called the AB calculus (for Ajdukiewicz & Bar-
Hillel). Here and in the following, we use the notation from Baldridge (2002),
originating from the work of Mark Steedman:
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(>A) X/Y Y = X
(<A) Y X\Y = X

Depending on the kind of slash, complex category symbols in these rules look
to the right (forward) or to the left (backward) in order to derive a simpler category.
Such a framework is in the truest sense lexicalized, since the categories in these
rules are actually category schemes: there is no category X/Y, only instantiations,
such as, for instance, (s\np)/(s\np) for modal verbs.

Furthermore, and very importantly, concrete categories are only specified for
lexicon entries (the operator - maps the word to its category):

defeat - (s\np)/np

Not only are lexical entries equipped with a category, but also with a semantics.
Since Montague, categorial grammarians have often used the Lambda calculus to
make this explicit. Abstracting away from several important things such as tense,

we can define what is meant by the transitive verb defeat (: is used to separate the
syntactic category from the semantic of a lexicon entry):

defeat = (s\np)/np : Az.\y.defeat(y, =)

The above two rules for functional application in fact indicate how the seman-
tics is supposed to be assembled, viz., by functional application:

(>A) X/Y:f Y:ia = X: fa

(<A) Y:a X\Y:f = X: fa

f in the above two rules actually abbreviates Ax.fz, so that the resulting
phrase on the right-hand side is in fact fa as a result of applying S-reduction to

(Az.fz)(a).
Given these two rule schemes, we can easily find a derivation for sentences,
such as Brazil defeats Germany:

np:Brazil (s\np)/np:\z.\y.defeat(y, x) np:Germany
np:Brazil s\np:\y.defeat(y, Germany)
s:defeat(Brazil, Germany)

A lot of linguistic phenomena can be perfectly handled by the two applica-
tion rules. However, many researchers have argued that the AB calculus should be
extended by rules that have a greater combinatory potential. CCG, for instance,
employs rules for forward/backward (harmonic & crossed) composition, substitu-
tion, and type raising (we only list the forward versions):

3.0.1 Forward Harmonic Composition

(>B) X/Y Y/Z = X/Z

3.0.2 Forward Crossed Composition

(>By) X/Y Y\Z = X\Z
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3.0.3 Forward Substitution
(>S) X/Y)/Z Y/Z = X/Z

3.0.4 Forward Type Raising
(>T) X = Y/(Y\X)

Related to these rules are the three combinators (e.g., higher-order functions)
for composition B, subsitution S, and type raising T (see Steedman (2000)):

e Bfg=\z.f(gx)
e Sfg=Xx.fz(gr)
e Te=\f.fx

In a certain sense, even functional application can be seen as a combinator,
since argument a can be regarded as a nullary function:

e Afa=M\x.fz(a)

The three combinators above indicate how semantics should be assembled
within the categorial rules. Semantics construction is addressed later when we
move to the TFS representation of the CCG rules.

4 Idea

The TFS encoding below distinguishes between atomic and complex categories.
Atomic categories such as S do not have an internal structure. However, atomic
categories in CCG are usually part of a structured inheritance lexicon, quite sim-
ilar to HPSG. Atomic categories here do have a flat internal structure, encoding
morpho-syntactical feature-value combinations. Thus, atomic categories in our
transformation will be realized as typed feature structures to fully exploit the po-
tential of typed unification.

Contrary to this, the most general functor category type has two subtypes /
(slash) and \ (backslash) and defines three appropriate features: 1ST (FIRST), 2ND
(SECOND), and MODE (for modalities, explained later). This encoding is similar to
the CUG encoding in Karttunen (1986) and Uszkoreit (1986). However, the DIR
(direction) feature is realized as a type, and the ARG (argument) and VAL (value)
features through features 1ST and 2ND. Our encoding is advantageous in that it

1. makes a complex functor hierarchy possible, even multi-dimensional func-
tors;
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2. allows for functors of more than two arguments, thus going beyond the po-
tential of binary rules; and

3. need not look at the directionality of the functor in order to specify the proper
values for ARG and VAL (as is the case in Lambek’s notation).

Underspecified atomic categories in the CCG rules above are realized through
logic variables (coreferences) in the TFS rules below. Moreover, a distinguished
list-valued feature DTRS (daughters) is employed in the TFS representation to
model the LHS arguments of CCG rules.

5 Examples

We start with the TFS encoding of a proper noun, a transitive verb, and a modal
verb, followed by the basic representation of the forward versions of the CCG rules,
including a form of Lambda semantics in order to show how the compositional
semantic approach of categorial grammars translates into a TFS grammar.

5.1 Lexicon Entries

A proper noun entry, such as
Germany F np : Germany

is mapped to a flat feature structure with distinguished attributes CAT and SEM:

germany
CAT np
SEM Germany

Actually, Germany is represented as a nullary function (i.e., a function with
Zero arguments)

germany
CAT np

f

SEM | NAME Germany
ARGS ()

but this does not matter here, and we usually use the abbreviation further above.

The value of SEM is either a function specification (type f) with NAME and
ARGS features, or the representation of a Lambda term (type \), encoded through
VAR and BODY. The body of a Lambda term might again be a Lambda term or a
function specification. Functional composition is encoded through an embedding
of function specifications.
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The representation of transitive verbs is a straightforward translation of the
one-dimensional CCG specification, e.g.,

defeat = (s \np)/np : Az.\y.defeat(y, x)
Note that the de-curried representation suggests that S-reduction for x happens

before y. Note further that even though x is bound first, it is the second argument
of defeat (see SEM|BODY|BODY|ARGS):

[ defeat i
/
\
CAT | IST | 1ST s
2ND np
2ND np
"\ _
VAR
A
SEM VAR [7]
BODY f
BODY [NAME defeat
L L ARGS (3,0 )] | ] |

The representation of modal verbs is more complicated because P in the com-
plex Lambda term below is not an argument like = (or z and y above), but instead
a function that is applied to x—it might even be a Lambda term as the example

Brazil should defeat Germany shows. Here is the categorial representation, fol-
lowed by the TFS encoding:

should = (s \np)/(s \np) : AP.Az.should(Pzx)

[ should i
/
\
1ST | 1ST s
CAT hZND np
\
2ND | 1ST s
2ND np
B\ L J -
)
VAR | VAR
BODY [b]
SEM A
VAR
BODY f
BODY | NAME should
i i ARGS ([b] ]) |
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5.2 Rules

Next comes the rule for Forward Functional Application:
(>A) X/Y:f Yia = X: fa

oA -
CAT
SEM
CAT | 1ST
2ND
DTRS < , {CAT}>
A SEM [a
SEM | VAR @
i BODY ]

Given this rule and the entries for should, defeat, and Germany, the twofold ap-
plication of (>A) yields the correct semantics for the VP should defeat Germany,
viz., Az.should(defeat(x, Germany)), or as a TFS, constructed via unification:

By -
VAR

f

NAME should

BODY f
ARGS < NAME defeat >

ARGS (X, Germany)
The TES representation of the four rules to follow are Forward Harmonic
Composition, Forward Crossed Composition, Forward Substitution, and For-

ward Type Raising. The motivation for such kind of rules, can, e.g., be found in
Baldridge (2002).

>B) X/Y:f Y/Z:9 = X/Z:Xx.f(gx)

B -
/
CAT | IST
2ND
A

SEM | VAR
BODY [fl [ ARGS|FIRST [g] |

/ /
AT | 1ST Y
DTRS CAT | IsT ‘ 2ND
2ND ’
VAR
SEM|BODY SEM
i BODY ]
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(>Bx) X/Y:f Y\Z:9 = X\Z: \z.f(gx)

[>B,
CAT | IST
2ND
A
SEM | VAR
BODY [fl [ ARGS|FIRST [g] |
/ CAT
DTRS CAT | IST
2ND ’
SEM|BODY SEM

\

1ST
2ND
VAR

BODY

I

(>S) X/Y)/Z:f Y/Z:9 = X/Z: ) x.fzx(gx)

>S
/
CAT | IST
2ND
\ i
SEM | VAR
BODY [fl [ ARGS|REST|FIRST [g] |
/ /
CAT | IsT | IST [X] CAT | IST[Y]
2ND 2ND
DTRS < ND ) 3
A SEM | VAR
SEM | VAR ] BODY
i | BODY

(>T) X:z = Y/(Y\X): Af.fx

[>T
/
1ST
CAT \
2ND | IST
2ND
VAR
SEM f
BODY | NAME
ARGS (X )
orss { [T )
| SEM

117




6 Extensions

In this section, we outline several extensions of the basic CG system and show how
their TFSs representation look like.

6.1 $-Convention and Generalized Forward Composition

The VP should defeat Germany from the rule section can not only be analyzed by
a twofold application of (>A), but also by applying (>B) to should and defeat,
followed by (>A). Now, (>B) must be generalized in case we are even inter-
ested in ditransitive verbs, or even VPs with further PP attachments. Instead of
describing every possible alternative, Steedman (2000) devised a compact notation
using $-schemes to characterize functions of varying numbers of arguments, or as
Baldridge (2002) puts it: In essence, the $ acts as a stack of arguments that allows
the rule to eat into a category. For example, the schema S/$ is a representative for
the infinite set {s,s/np, (s/np)/np,...}.

Formally, the expansion of a $-category can be inductively defined as follows.
Let C be the set of complex categories, as defined earlier, Fo the set of binary
functor symbols, and let c € C and f € F5. Define

Ce:=CU{e}

cfe:=c

cfCe := {cfd | d € C¢}
Then

cf$ := (cfCe)fCe

Let us move on to the rule for generalized forward composition (>B™) which
employs $ and its TFS counterpart:

(>B") XY (Y/2)/$ = (X/2)/%

r >Bn>1 T
/ ]
/
cAT | 1st" ! | IsT
2ND
2ND )
) /
/ /
DTRS < CAT | 1ST , | car | 1sT"7! | 1sT >
2ND 2ND
I i 2ND
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The above TFS uses a “coordinated” path expression 1ST" ! at two places
inside the rule structure and is, in a certain sense, even worse than functional un-
certainty (Kaplan and Maxwell 111, 1988), since it involves counting. To the best of
our knowledge, we are not aware of TFS formalisms which offer such descriptive
means. We thus understand the above structure as a schema that can be compiled
into £ — 1 different concrete rules for 1 < n < k.

Another way to carry over the meaning would be to add helper rules for each
$-rule which together simulate the expansion of a $-category. The efficiency of the
second solution, however, is questionable since it generates a lot of intermediate
edges, bearing the potential to blow up the search space of the parser.

We have thus opted for the first solution For the OpenCCG grammars that we
are using, k is set to 4, especially, since $ is used only in lexical type-changing
rules.

We finally note that >B! is equivalent to the original rule >B. In case we
define 1ST? := € and assume that 2ND = [Z) A 2ND = [§] leads to [Z] = [§] (features
are functional relations!), there is no need to specify >B! separately.

In principle, other rule schemata might be generalized in such a way, but at the
expense of further uncertainty and overgeneration during parsing.

6.2 Atomic Categories & Morpho-Syntax

As indicated earlier, atomic categories in CCG usually do have a flat internal struc-
ture. For instance, the category s; refers to an inflection phrase (Baldridge, 2002).
The TFS representation then uses s; as a type, having the following definition:

Si

SPEC boolean
P = ANT boolean
~ | CASE case

VFORM fin
MARKING unmarked

Words in CCG usually refer to these more specialized categories; for instance,
the ECM verb believe & (s;\np)/s¢in. Given such specific category information,
TFS unification takes care that the additional constraints are “transported” through-
out the derivation tree.

6.3 Modes & Modalized CCG

Besides having more control through specialized atomic categories as is shown
above, multi-modal CCG incorporates means from Categorial Type Logic to pro-
vide further fine-grained lexical control through so-called modalities; see Baldridge
and Kruijff (2003) for a detailed description. For example, the complex category
of the coordination particle and F (s;\s;)/s; which can lead to unwanted analyses
is replaced by the modalized category (s;\«S;) /xS;-
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In principle, modes can be “folded” into subtypes of the very general complex
category types / and \. We have, however, opted for an additional feature MODE
which takes values from the following atomic mode type hierarchy:

/1A
* O X
There are further modalities, represented as subtypes of ¢ and x, which are
not of interest to us here. Let us finally present the TFSs for and and the multi-

modal CCG forward type raising rule rule (>T') which even enforces modes to be
identical between the embedded and the outer slash.

and
/
\
1ST ;
1ST Si
CAT 2ND S;
MODE %
2ND S;
i | MODE  x I
F T -
/
MODE
1sT
CAT \
MODE M
2ND
1sT
i 2ND
| DTRs ([cAT[X]]) |

7 First Measurements

We have compared the performance of the CCG parser and the PET system on
a MacBook Pro (2GHz Core Duo, 32 bit architecture). The measurements were
carried out against a hand-crafted artificial test corpus of 5,000 sentences with an
average length of 7 and a maximal length of 12 words, including sentences with
heavy use of different kinds of coordination, such as Brazil will meet and defeat
Germany or Brazil should defeat Germany and Italy and England.

We have switched off the semantics and have only compared the syntactic cov-
erage, using categorial information, including modes. We have also switched off
the type raising rules in both parsers, since the OpenCCG parser seems to ignore
them in analyses licensed by the grammar theory. Packing in both parsers has
been switched on, supertagging switched off because PET does not provide a su-
pertagging stage, but also no models were available for the grammar at hand of the
OpenCCG parser.
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We further note that we have obtained about twice as much analyses for PET
(approximately 15,000 analyses) as the OpenCCG system, the reason for this cur-
rently unclear. For instance, the CCG parser produces only one analysis for the
sentence Brazil should defeat Germany, even though a careful inspection of the
rules shows that two analyses are possible (as is the case for PET), viz.,

[(<A) Brazil [(>A) should [(>A) defeat Germany]]]
[(<A) Brazil [(>A) [(>B) should defeat ] Germany |]

Even though we have doubled the number of analyses, PET is about one mag-
nitude faster (overall 2.67 vs. 28.9 seconds for the full set of 5,000 sentences).

Both PET and the OpenCCG system have implemented standard CYK parsers.
We believe that the difference in the running time is related to the choice of the
programming language (C++ vs. Java), but also to optimization techniques (Kiefer
et al., 1999), maintenance effort, and the still ongoing development of the PET
system by an active community, whereas the evolution of the core parsing engine
in the OpenCCG library seems to have ended several years ago.

To some extend, the above mismatch is related to the fact that certain “settings”
in the CCG are realized through program code, but not declaratively stated in the
lingware. For instance, the type raising rules can in principle be applied to arbitrary
categories, but, by default, the OpenCCG code limits them to NPs only. Given our
treatment, such a restriction can be easily stated in the TFSs for the type raising
rules, and we think that this is the right place to do so:

>T
/
1sT
CAT \
2ND 1sT
2ND
| DTRS  ([caT [X]np])

Other “adjusting screws” in OpenCCG, e.g., the specification of the atomic
mode hierarchy (see last subsection) are also “casted” in program code (deeply
nested if-then-else statements that behave different from the mode hierarchy de-
scribed in the CCG papers), whereas our treatment uses a type hierarchy, helping
to better understand and manipulate the parser’s output. Given these remarks, ex-
plaining missing analyses in OpenCCG has required a deep inspection of the pro-
gram code. Besides the MODE dimension, we found a further orthogonal binary
ABILITY dimension with values inert and active that was hidden in the program
code (Java classes) for each categorial rule. The PET version of CCG still over-
generates (to a lesser extent), so it is very likely that we still overlooked some of
the “traps”.
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8 Moving Further

The transformation schema described in this paper has been manually constructed
for the rules, the lexical types, and a small set of lexicon entires. In order to auto-
matically transform the OpenCCG grammars from our Lab for English and Italian,
we have implemented code that operates on the XML output of the ccg2xml
converter for CCG’s WebCCG input format. This includes files for rules, general
types, and so-called families which are collections of lexical types and correspond-
ing lexical entries.

Contrary to traditional CG and CCG, OpenCCG does not use Lambda seman-
tics, but instead comes with a kind of Davidsonean event semantics, comparable
to MRS, building on Blackburn’s hybrid modal logic: Hybrid Logic Dependency
Semantics or HLDS (Baldridge and Kruijff, 2002). Looking more closely on the
seemingly different notation, it becomes quite clear that HLDS formulae can be
straightforwardly translated into a TFS representation. We can only throw a glance
on a small example at the end of this paper.

Originally, the HLDS representations were built up in tandem with the con-
struction of the categorial backbone (Baldridge and Kruijff, 2002), comparable to
the construction of Lambda semantics in our rules before. White and Baldridge
(2003) has improved on this construction by attaching the semantics, i.e., the ele-
mentary predications (EPs), directly to the atomic categories from which a complex
category is built up; see Zeevat (1988) for a similar treatment in UCG.

Consider the sentence Marcel proved completeness from Kruijff and Baldridge
(2004). Subscripts attached to atomic categories (the nominals) can be used to ac-
cess them. The satisfaction operator @ that is equipped with a subscript e indicates
that the formulae to follow hold at a state named e:

proved = (S.\Npg)/Npy :
@.prove A Q. (TENSE)past A Q. (ACT)x A Q. (PAT)y

Marcel - np,, : @,,Marcel

completeness - np. : @Q.completeness

By conjoining the EPs during the application of (>A) and (<A ), we immediately
obtain

Marcel proved completeness &= Se :
@.prove A Q. (TENSE)past A Q. (ACT)m A
@, (PAT)c A @,, Marcel A @.completeness

Exactly these effects can be achieved through unification in our framework.
The CCG nominals are realized through logic variables (coreference tags), atomic
categories, such as S or np are assigned a further feature INDEX, cospecified with
the semantics, and the nominals are realized through ordinary features. In the-
ory, SEM is a set-valued feature whose elements are combined conjunctively (as in
HLDS or MRS). Since TDL (and PET) does not provide sets, the usual list imple-
mentation is used. This gives us the following TFSs (we have omitted the explicit
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representation of the name of the event variables e, m, and c in the individual EPs
below):

i proved _ ]
/
\
N
1sT }
1sT INDEX [€]
CAT "
2ND P }
INDEX
2ND "p
i INDEX |
| SEM [g] (prove, [TENSE past|, [ACT X ], [PAT [y]]) |

marcel

cat [ p ]
INDEX
| SEM (Marcel )

completeness

np
CAT
INDEX

SEM [ ( completeness )

Alternatively, the list representation of EPs might be replaced by a single com-
plex feature structure. However, the list implementation makes it easy to imple-
ment relational information, e.g., the representation of several modifiers. Given
the above encoding, there is no longer a need to specify semantics construction
in each of the categorial rule schemata: semantics construction simply “happens”
here when categorial information is unified. In a certain sense, this is easier and
more elegant than representing the effects of the different combinators A, B, S, T in
the different kinds of rule schemata, as we have described in the beginning of this
paper. More complex constructions involving, e.g., coordination particles, suggest
that the list under SEM is in fact a difference list in order to ease the implementation
of a list append that is not required in the example above.

9 More Measurements and Outlook

The measurements reported in section 7 involved a hand-written TFS PET gram-
mar that we have compared against an equivalent OpenCCG grammar. This exper-
iment did not involve any kind of Lambda semantics.

The measurements described here are related to the hand-written HLDS-based
OpenCCG grammar that is used in the robots to interact with humans. We have al-
most managed to automatically transform the medium-size English grammar with
some minor manual interaction.

Again, both PET and the OpenCCG parser used packing, but did not involve
a supertagging stage. We used a small test corpus of 246 sentences coming with
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the grammar. We were able to reproduce the same number of passive edges in both
parsers, so we are pretty sure that the translation, described in the previous section,
is in fact correct. For the MacBook Pro from section 7, we obtained the following
numbers (startup times taken out):

e PET: 9.5 seconds, 170 MB RAM
e OpenCCG: 75.6 seconds, 780 MB RAM

Overall, this gives us a speedup factor of about 8, compared to 10 in section 7.

After having almost finished the translation process, we hope to address item 2
from section section 2 in the very near future. This involves the application of the
approximation method (Krieger, 2007) and the use (of parts) of the approximated
grammars as structured language models in the speech recognizers (Sphinx, Julius,
Loquendo), used by the Talking Robots group at DFKI.
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Abstract

Much recent work on coordination in the HPSG framework sdekdeal
with some of the most intractable issues this phenomenagsfos a constraint-
based phrase structure architecture by appealing to tbarlzation mechanism
introduced in Reape 1993. The research in question utittzesnismatch be-
tween linear phonological sequences on the one hand andgblw@nfiguration
on the other to underwrite a particular interpretation bpsis in which multiple
structural objects with identical or near-identical dgstons are mapped to a
singledom-objectoken. This mapping apparently allows a variety of problem-
atic cases, such as right node raising, dependent clusietination, and unlike
category coordination to be reinterpreted as instancesddhary coordination
in which structurally present elements receive no prosegpression, creating
the impression that strings which do not correspond to domesits of the same
category have nonetheless been conjoined or disjoinedukdn this paper that
such linearization-based ellipsis (LBE) analyses, thqlghsible when confined
to a narrow class of simplest-case data, prove untenalie ifate of data sets in
which the LBE approach must account for the interaction efoomstituent coor-
dination and quantification or symmetric predication, syemal modification
of nominal heads, and a large and varied class of unlike oategpordinations
that do not admit of any ellipsis-based solutions. | showddition that various
objections offered in the LBE literature to categorial graan treatments of the
problems posed by noncanonical coordinations do not takeaitcount techical
resources available to CG which permit straightforward @amgroblematic solu-
tions to these problems. One must conclude that despitectihergl poplularity
of LBE accounts of conjunction, there is at the moment ncsfattory HPSG
treatment of noncanonical coordinations.

1 Coordination via Linearization-Based Ellipsis

The simplest story about coordination is very simple indesdly constituents belong-
ing to the same category can coordinate. Unfortunatelg, ¢haracterization of the
possibilities cannot be maintained, in the face of examgles as (1):

(1) a. I gave Robin a book and Terry a pair of pliars.
b. 1 gave Robin, and Leslie offered Terry, a pair of pliars.
c. That man and woman are arguing again.
d. Robin is a Republican and proud of it.

In (1)a-b, non-constituents are conjoined. In (1)c, theéofanm is not that there is any
evident conjunction of nonconstituents, but rather thatabordination seems to have
mutually incompatible specifications for number: singudarfar as agreement with
the specifiethatis concerned, but plural for purposes subject/verb agraerire(1)d,
the conjuncts are of different categories.

The HPSG literature on difficult coordination phenomena tive past decade contains
a particular strand of analysis based on a kind of data stridirst introducted in

fThe work reported below has been incorporated into a lazgkegoint research project with Yusuke
Kubota, to whom | am greatly indebted for extremely perceptiomments on earlier drafts of this paper
and closely related manuscripts. | wish to thank in addiBa Borsley, Carl Pollard and Mike Reape
for very useful feedback on many of the analyses, argumerntexamples offered below. None of them
bear any responsibility for errors or shortcomings in tHefang discussion.
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Reape 1993, Reape 1996, and later widely adopted in studbesmjuinction, based on
theDoOM attribute as per the feature architecture in (2):

(2) sign
[PHON  list 1
head
CAT HEAD |COMPS list(ss)
DOM-0OBJ LOCAL suBJ  list(ss)
SYNSEM .
SPR list(ss
CONT
| CONX ]
NONLOCAL nonloc
DOM (@

Lexical items contribute their phonology and synsem pripeto a dedicated list, the
DoM specification. Crucially, theom specification of a sentence, and of phrases in
general, need not represent a simple concatenation afdivevalues of its parts, but
rather may represent the shuffling-together of its daughternbom values. Thus, el-
ements belonging to different constituents may correspomdonunciations in which
prosodic expression of those elements are intermixed. , Witi¢e constituency itself
is never discontinuous, the phonological instantiatiooaofstituents may well be. As a
consequence of the rules determining under what condibanslists may be shuffled
together, and the principles regulating what orderingtiaia hold amongst different
phrasal types, the following kind of representation reeeig legal description in an
HPSG grammar of English, whege denotes th@ppend operator:

(3) VP
PHON
pom ([8], [4] [2])
///\
- VP | AdvP |
PHON [O)&[1] pom ([)
pom ([3] 2]
< [SS > B
- happily
-
v 1 NP PP
[DOM <@[PHON }> {DOM <[PHON ]>] [DOM <}
Ss 0"’
} N to Leslie
‘ information
give

By separating out constituency on the one hand from the fiiomaf domains in
which word order is defined on the other, we can reconcile tbeaichical represen-
tation in 3) with the pronunciatiohgave information happily to LeslieThis crucial
decoupling of prosody and constituency which raises theipitisy of a more general
approach to form/meaning mismatches: components of arpietation which are
unpronounced now have a place in the architecture of syotespiresentation. The
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approach alluded to above, which offers a unitary treatemitme phenomena in (1),
rests on an extension of the linearization framework plgyieavily on this treatment
of misalignments between the apparent structure and théfestumterpretation of
coordinations such as those in (1).

One influential proposal implementing the linearizatiopraach to such data takes
the form of a condition on coordination given in (4).

(4) DOM 52 nelist 52 |:CAT COnj] 2 nelzst
caT [0]

DOM <[RELSR1]. . .[RELSRn]>€B

cat  [0]

pom Y EB<[RELSR1]. . .[RELSRn]>€B

caT  [0]

This principle—which in essence tells you that for a givgouin different parses of the
domain in the two conjuncts permit the ellipsis of differenbstrings—is subject to
the condition in (5), dictating that when coordination sgtically links two or more

clauses, the meaning of the coordination must be the yielthefiogical operation

corresponding to coordination taking as its arguments ¢ngasitics specifications of
each daughter:

(5) Principle of Semantic Compositionality: for all structures,

n
|:CONTRELS ® ]
Jj=1

- T
[CONT|RELS ] [CONT\RELS }

Thus we can get, from two sentences whesetogrammaticalorm (following the
terminology in Curry 1963) would be realized B®bin gave a book to Terrsind
Robin gave some flowers to Patdomain object on the mother of the conjunction of
these two sentences which corresponddgdbin gave a book to Terry and Robin gave
some flowers to PaBut we could equally well assigi] as in (6)a. In that case, the
coordination rule schematically stated in (4) will yieleetstructure in (6)b:

6) a xX]=(l,gave

b. s
[DOM (1, gave, Robin, a, book, on Thursday, and, Leslie, a, booErtniay)}

/\
S

S
[DOM (I, gave & (Robin, a, book, onThursday)][DOM (and) & (I, gave) & (Leslie, a, book, onFTiday)]

c. | gave Robin a book on Thursday alhgave Leslie a book on Friday.

In short, it turns out that we do not have non-constituentdioation, but rather co-
ordination of ordinary, structurally canonical constitte where part of the second
syntactically coordinated constituent is concealed inftmen of prosodic silence—
thereby giving the impression of not actually being theree Ménceforth adopt a
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convention on the notation of ellipsis whereby the analysi€6)b is abbreviated as
(6)c. Similarly, the other cases exemplified in (1)b—d canrbated as ellipses along
the lines in (7):

(7) a. [ lgave Robirapairefpliars][; and [ Leslie offered Terry, a pair of pliars]].
b. [» That man] and,} that] woman are arguing again.
c. [ Robin is a Republican] and Rebinis proud of it.]/Robin |, [.. is a
Republican] and[is proud of it.]]

In all these cases, the linearization-based solution ds=sdme fundamental tech-
nique: ellipsis is made responsible for concealment of rietevhich is structurally
present and which combines with the audible elements td gienonical constituent
of the same type as the other conjunct.

Unsurprisingly, the linearization-based ellipsis (LBEppaoach’s apparent reduction
of a diverse range of problem coordinations to a single faetod its ability to mo-
tivate that factor, has earned it something close to defaatus in certain parts of
the HPSG research community—but, as | argue directly, qurig¢enaturely. The ex-
amples in (1) prove to be strikingly unrepresentative offtiilerange of data in this
empirical domain, and the LBE account has only highly stifiué technology at its
disposal to handle any but the simplest-case difficultidsbited above. When el-
ements corresponding to negations appear in the ellipsisoeaments illustrated in
(6)—(7), LBE analyses entail nontrivial mispredictiondass strikingly unprincipled
escape hatches are adopted—and even more so in the casenoétsigal predicates
in such evironments, e.game/equal/different/ill-suited/mutually hostilié turns out
that it is precisely the assumption that structural realibatdible material exists in
these syntactic contexts which leads to the difficultiesdst to—difficulties which
the LBE analysis can only overcome by in effect stipulatipgrations which undo the
effect of assuming such material.

2 LBE: major contraindications
2.1 Nominal head coordination under a singular determiner

Consider first examples such as (8)—(13), based in part anméteycock & Zampar-
elli 2005,§6.3:

(8) a. Thatill-matched man and woman are fighting again.
b. *That ill matched man and that ill-matched woman are figihagain.

(9) a. That mutually hostile judge and defense attorney wenstantly sniping at
each other during the trial.
b. *That mutually hostile judge and that mutually hostiléegese attorney were
constantly sniping at each other during the trial.

(10) a. Supose an entangled particle and antiparticle astaat in the vicinity of a
mass singularity as a vacuum fluctuation in a region subgeentextreme
gravitational potential.

b. #Supose an entangled particle and an entangled antlpate created in the
vicinity of a mass singularity.
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(11) a. Inunusual cases, a reciprocally antagonistic piirmad secondary infection
give rise to a completely asymptomatic presentation.
b. *In unusual cases, a reciprocally antagonistic primawy areciprocally an-
tagonistic secondary infection give rise to a completelynggomatic pre-
sentation.

(12) a. *That creepand friend of higare not welcome in this house.
That creepand that friend of hisare not welcome in this house.

=

man and women .
(13) a. *Som were having an awful argument.
women and man

{ Some man and some Wom§n

were having an awful argument.
Some women and some mahn

In (8)—(11), the non-ellipsed versions are themselvdsithed, showing, among other
things, the futility of trying to handle the standard diffisuposed by symmetrical

predicates in peripheral node-raised constructions bynm@h some ‘integration’

mechanism associated with displacement, as has been sdjgesasionally in re-

cent work; the problem in the cases illustrated is of the ssong and no displacement
can be even remotely plausible as the source. (12), basedyaroek and Zamparelli's
example (125), and (13), present a problem for the LBE adcolua rather different

order: here the question is one of blocking an ellipsis whih purely structural

grounds, does not appear to provide any basis for such a,bbdc&r than that the
result is ill-formed.

The moral is that once the data to be explained under anisHipsed analyses in-
clude anything beyond simplest-case examples such astli€)empirical advantage
routinely claimed for such analyses in the literature arguor LBE accounts of co-
ordination largely vanishes. The phenomena illustratexv@lnake clear the need to
consider other possibilities, e.g., that structures inclwlmominal structureappeato
be conjoined under a singular determiner are best analyaed precisely those lines.
Thus, if That ill-suited man and woman have never been civil to ealshran public
cannot be represented as

(14) Thatill-suited man anghatil-sdited woman have never been civil to each other
in public.

then the source dhat man and woman have never been civil to each other in @ubli
cannot plausibly be taken to be

(15) That man an¢éhat woman have never been civil to each other in public.
2.2 Nonconstituent coordination

2.2.1 Negative quantification

Consider next the data in (16) in light of the analysis derednioly the LBE analysis
of nonconstituent coordination:

(16) Terry said nothing about Robin on Thursday or (abouslieeon Friday.
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Such examples are intepretable exclusively as a coordimafinegations: (16) is true
just in case Terry said nothing about Robin on Thursday amg Baid nothing about
Leslie on Friday. We note further that the stringsbin on Thursday or Leslie on
Friday andabout Robin on Thursday or about Leslie on Fridag nonconstituents.
Hence theynustarise, on the LBE view, by ellipsis.

(17) a. | Terry said nothing about Robin on Thursday] grifferry)-saidnething
abeut Leslie on Friday].4¢ Vv -]

b. [¢ Terry said nothing about Robin on Thursday] grFerry)-saidnething]
[—¢ v —p] about Leslie on Friday.

But while the interpretation of these sentences permity dné conjunction-of-
negations reading (as indicated in the formulae attachealdto @ the abbreviatenlom
representations), the denotation of the ‘source’ senterm@responding the meaning
of (17) without the strikethroughs is precisely ttigjunction of negations which we
identified as unavailable for the meaning of (16). The ipretation of (16) reflects
something very much like the De Morgan equivalend€ Vv o) = —¢ A —p, which
of course would follow if the negation operator were botheadnhd required to scope
directly over some grammatical object corresponding tadibpinction of the PP PP
or NP PP sequences in (16). But of course, the LBE approastsgxiecisely in order
to deny that such coordination is the source of this and amekamples.

We note in the first place that the proposal in Crysmann 20@®gimg token identity
on ellipsed dependents (as vs. ellipsed heads) gets noirattall in dealing with the
problem posed by (16). Crysmann motivates this asymmerieatment on the basis
of the data he gives in his examples (18)—(20) (my renumggrin

Thus, in semantic terms, sharing of heads differs quitetidedly from
sharing of dependents, where token-identity of cont vailsiescessary to
derive the correct interpretation:

(18) a. Few men drink and smoke.
b. » Few men drink and few men smoke.
(19) a. Few men gave Mary a book on Friday and a record on Ssturd
b. » Few men gave Mary a book on Friday and few men gave Mary
a record on Saturday.
(20) a. I gave few men a book on Friday and a record on Saturday.
b. 7 | gave few men a book on Friday and | gave few men a record
on Saturday.

Without token-identity ofcONT values, we would give the above sen-
tences in a. an interpretation equivalent to b., whereastsite-sharing
will ensure that the sets denoted by few men are identicalsadhe two
conjuncts in the a. sentences, while they may be disjoinhéndorre-
sponding sentences in b...[Dependents] observe a straggggction [than
heads], involving token-identity of the domain objectsoasrall conjunct
daughters. This latter requirement is sufficient to detieedffect of oblig-
atory coreference of shared dependents.

(pp. 51, 62). Since the denotion of the null quantifiethingis constant to exactly
the same degree as thataobookin | gave a book to Robin on Tuesday and to Terry
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on Thursdayon the reading in which the book Robin received is distinairfithe one
that Terry received, it is difficult to see how Chrysmann’strietion on identity of
content can possibly account for the unavailability of thesjunction of negatives’
interpretation. Chrysmann’s own efforts to handle thisdkai give a bookexample
of NCC involves recourse to a semantically extremely vagureept of ‘abstract no-
tion’ or ‘abstract referent’, with not even a preliminaryachcterization of what class
of semantical objects is denoted by such labels, and heneayof determining the
substantivecontentof Chrysmann’s proposal. It seems sufficiently self-evidbow-
ever, that in whatever senadookis ‘token-identical’ in the two different conjuncts in
this kind of example, the tokens nbthingin the required source for(16) are a fortiori,
a point that Beavers and Sag (2004) themselves make.

Beavers and Sag certainly do not ignore the problem posedysm@nn’s examples,
but neither do they adopt his proposals as I've cited thenthé®ain connection with
the seemingly obligatory nature of their Quantifier Mergeemtion in (18)—(20), they
comment that ‘we tentatively suggest that this can be reghsimply as a preference
for constituent coordination’. But that hardly be the sintfor the obligatory wide-
scoping of negation over disjunction (with the attendantNDmgan intepretation) in
(16), since theres no constituent coordination available, as already disalisi has
been suggested that the Beaver & Sag operation of ‘Quar(@igrMerger’ might be
able to save the ellipsis analysis here. Formally, Q-Meggdefined in AVM notation
as follows:

(21) -MTR\SEM\RELS D ... @@GB
-FRM _FRM
1 m
DOM < HD - HD >o nelist
IND  ref-index IND - ref-index ,
RELS L RELS
cnj-cxt= <_SEM D ... GBGB >
DTRS
FRM FRM
I -
DOM < HD I >o nelist
IND  ref-index| IND  ref-index|
SEM } SEM [ }
RELS RELS
| SEM 69 GBGB

The problem that Q-Merger faces can be schematically summethin (22):

(22)

Terry said nothing about
Robin on Thursday offerry}-saidrething about Leslie on Friday;
P (A\z.Terry said  about Robin on Thursday Vv Terry said z aboutLeslie on Friday)
s s
Terry said nothing about Robin on Thursday CM
clr Terry said nothing about Leslie on Friday

In a nutshell, Beaver and Sag would need to posit some verlidal element corre-
sponding to the quantifier in the two conjuncts and then lettnjunction take scope
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and then bind the variables over the whole coordinate streicither by an analog of
the lambda operator or by somehow binding the variable¢gxtly by the quantifier.
There is not the faintest hint within the MRS markup langutge Beaver and Sag
assume about how to implement such a translation, becagigeismothing analagous
to lambda abstraction in MRS. But that particular difficutynly the beginning of the
trouble facing OQM. Let’s assume that something along ttiogs could be worked
out. Certainly in an algebraically well-defined represtatalanguage such as RSRL,
lambda abstraction can be simulated, and in the associattakésemantics interface
definition, aka Lexical Resource Semantics, lambda altginais the default formal-
ism for set definition. So we may assume, for the sake of argyntieat something
like the Beaver/Sag analysis could be reconstructed as B. ORen this analysis at
the very least requires that quantifiers appearing withimjuwects be able to scope out
of conjuncts, a very dubious assumption. Consider the ebafrggm Sabbagh 2007:

(23) a. Some nurse gave a flu shot to, and administered a ldsbfibt, every patient
who was admitted last night.

b. Some nurse gave a flu shoteeerypatientwhowasadmittedlastnight, and

administered a blood test for every patient who was admigsthight.

(24) Some nurse gave a flu shot to every patient who was adnhése night, and
administered a blood test for every patient who was admiésichight.

Right Node Raising, as in (23)a, allows the quantifier in thesed’ material to

outscope the coordination; but when the quantifiers are,a¥és scoping is not avail-
able. Any proposal in which phonologically covert quantsieeflected scoping pos-
sibilities unavailable in the corresponding cases withnatigally realized quantifiers
would be suspicious in the extreme, but that is what the tiitnavould have to be for

there to be any chance of ‘Quantifier Merger’, however immated, to account for
the negative quantifier scope data in (16).

More generally, Quantifier Merger ‘kicks in’ only when quiier meanings are not
just identified across conjuncts, but one of the correspmnduantifiers is ellipsed as
well. Examination of this claim reveals a remarkable calecice: in just those cases
where a quantifier appeapfioneticallyoutside a coordination, it is allowed, by a spe-
cial ‘handwritten’ specification of the mother&m value, to act combinatorially as
though it were indeed outside that coordination. This isoofrse completely fortuitous
on the assumption that the quantified NP occurs within botfjucets, since there is
no structural reason, no functional linkage whatever in BRBSeature architecture,
between the phonological form of the quantifier on the onellaamd its scoping pos-
sibilities on the othet. But Q-Merger in effect builds that massive cooincidence int
the grammar, as a kind of ‘last resort stipulation’, sincéwid distinct generalized
quantifiers were to structure-share the sao®Y specification, we would wind up
with a kind of multidominance in the MRS tree structure—alation of the princi-
ple constraint imposed on such MRS scoping configurationse Qurden of proof
inherently assumed by such a proposal makes it consideledgyattractive than the

!There is no reason in principle, for example, why one coulchage written Q-Merger so that tisEm
on the mother was the same even in the absence of ellipsisadcsaid nothing to Robin on Friday or |
said nothing to Leslie on Sundagad the same reading as (16), which is manifestiithe case.
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position which motivates the scoping in the two differerdeson the assumptions that
the structures involved are, indeed, fundamentally dsffier

But the most problematic aspect of any account of (16) albegé lines is that it fails
completely to account for the fact that, in the absence affsignt informed intro-
spection, this sentence appearspteciudean interpretation reflecting the structural
components which are the input to the coordination—thatwlsgre the sentence is
interpreted as a disjunction of negated propositions. @ereat least on the most re-
cent version of LBE, in Chaves and Sag 2009, would have to terap, since ellipsis
is completely nondeterministic, the result of altenratgsignments of substrings of
the input daughterscowm lists to variables in the coordination construction schema
So what happened to this interpretation? One suggestidrcémae to my attention
in the feedback on the abstract submission for the Conferpresentation version of
this paper was based on the possibility that this essgntiglavailable reading was
somehow ‘preempted’, along the following lines. In the calsa sentence such as

(25) a. Nothing bothers Robin or annoys Leslie.
b. —3z.bother(robin)(z) V annoy (leslie)(z)
C. —-Jz.bother(robin)(z) V —Jw.annoy (leslie)(w)

we have in principle two sources, which should give rise to tlifferent readings.
On one of thempothingoutscopes the the disjunction, as per (25); on the seaond,
outscopes negation, yielding a reading along the lines®b(2As it happens, however,
the second of these readings is for most, if not all speakérgly unavailable; there
is no ambiguity, and the only reading (on the quantificatatgripretation ofhothing

is (25)a. On the structure

(26) S
[DOM (nothing, bothers, Robin, or, annoys, Le};]ie
’/\

[DOM (nothing, bothers, ROb)IEI| [DOM (or, nothing, annoys, Lesbi%\

we expect to get a reading of the forap Vv -1, given the semantics of the input
sentences. The suggestion | want to respond to here is tisamthsing reading is
‘preempted for performance reasons’, with the followinggiesting comment:

| for one find it quite reasonable that when a conjunction @pdrsed by
direct coordination, without ellipsis, then that parseighly preferable
when compared to an elliptical parse UNLESS there are cardakxr

semantic factors that make the direct parse odd.

giving as an example

(27) a. Two trees were cut down by me in 1986, and by my wife 8019
b. Two trees were cut down by me in 1986, and by my wife in 1999.

But the point is that (16has no other source than ellipsis on the assumptions in the
literature I'm speaking to.f, as assumed in this literature, coordination only com-
bines constituents as defined by the various schemata, erctypstraints on headed
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structures, then (16nustbe derived from a sole source of the form (17)b. Hence, in
contrast to (25)a, there is in principh® way to obtain the virtually exclusive reading
for the examples (16) from the semantics of any candidatetistuctures. In order
to obtain the different reading associated with the inpsjudiction of negations, it
would be necessary first of all to carry out ellipsis, and tapply a rule of Q-Merger
which, as I've already discussed, has a very obscure forasikor the necessary
logical algebraic operations, and which moreover conttadhe observed pattern of
quantified NP interpretation from within conjuncts. But Bvhis isn’'t enough: a con-
vincing, independently motivated account must be given aierit plausible that the
disjunction-of-negations reading is somehow pragmayicsd inaccessible that it is
suppressed by virtually every ordinary speaker of Engligh ¢onsulted. Finally, it
should be noted that none of this will account for the fact tommany speakers, (28)
is perfectly well formed, but literally unlicensable eny reading, from (4)a:

(28) a. I said nothing to Robin on Thursday nor (to) Leslie ondy.
b. I said nothing to Robin on Thursday ngysaidneothingteLeslieonSunday

The source of (28)a, (28) be, corresponds to a completelgssiple string when sup-
posedly optional ellipsis occurs. Nor is there any way to(43do obtain (28) on the
basis of the acceptable version of (28)b incorporating fregting (I said nothing to
Robin on Friday nor did | say anything to Leslie on Sundaith a host of completely
ad hoc item-by-item replacements requiring a special coctsbn that would have, |
think, minimal credibility. Moreover, treatingor as a ‘prosodic variant’ obr under
the circumstance, another possible story within the LBE@ggh, demands that the
conditions on this variation be fully spelled out, at a lewktietail | have yet to see in
any LBE analysis.

| therefore think it fair to say that the burden of proof instltiase very clearly rests on
the shoulders of whoever actually believes that there iharemt, explicit LBE story
about examples such as (16) that accounts for the facts.

2.2.2 Symmetrical predicates

The fundamentally inadequacy of Optional Q-Merger to hawldita such (28) emerges
clearly when we turn from negative quantification to wappearsto be a comparable
phenomenon involving symmetrical predicates quantificatin the case of (29), for
example, we find a flagrant mismatch between the meaning ¢4 @9the one hand
and that of its non-ellipsed ‘sources’ in (29)b—c on the othe

(29) a. | said the same thing to Robin on Thursday and (to)ic.esl Friday.
b. | said the same thing to Robin on Thursday @hesaidthe samething-to

Leslie on Friday.

c. | said the same thing to Robin on Thursday &hesaidthe samething to
Leslie on Friday.

To the extent that a context can be provided in which the sosentences in (29)b—c
make sense, synonymy between these examples on the onerltb@®¥a on the other

is in no sense entailed, though it might be inferred if, cmlantally,the same thingn

the first clausal conjunct artle same thingn the second clausal conject happen to be
identical to each other. But given a situation in which you méce with Robin, once

136



on Monday and once on Thursday, and twice with Leslie, oncéumsday and once
on Friday, we can easily take (29)b—c to mean that you Xaid Robin on Monday
and then said{ to him or her on Thursday, and you saidto Leslie on Tuesday and
then saidY” to him or her on Friday, witfX] # [Y]. In (29)a, on the other hand,
there is no other interpretation apart from the one in wiji&fj = [Y]. Here again,
the predictions of the ellipsis approach fall wide of the knar

Things are no better when we consider cases such as (1)b. eGullifhsis approach,
we need to analyze (30)a along the lines of (30)b:

(30) a. Robinreviewed, and Leslie read, the same book.
b. Robin reviewedhesamebook, and Leslie read the same book.

Consider the following situation: ten years ago, Robineesd some boolB; and
Leslie read some boak,. Robin’s job reviewing dozens of books a year, and Leslie’s
habits as an avid reader with a poor memory, has brough absituation in which
Robin writes a second review d;, and Leslie reread®}5. Under these circum-
stances, the ‘source’ sentence reflected in (30)b would lpeoppate—but (30)a
would not be. The latter can only mean that there was a p&titawok such that
Robin reviewed that book and Leslie read it. Again, the sifimnalysis fails to cap-
ture the facts.

The obvious move in this case is to take the position thatding penny, in for a
pound’, and extend the OQM analysis, flawed as it may be, teetltases as well.
But that move is blocked under Beaver and Sag’s own assungptichich include the
(well-motivated) caveat that OQM can only apply to genesali quantifiers. It turns
out that this restriction prevents any application of OQMHhe cases in (29).

Barker 2007, whose semantics &amerepresents the most explicit and fully devel-
oped analysis of symmetrical predicates to day, notes & gieen in Keenan 1992
which provides an immediate test for generalized quantfiatus. As Barker sum-
marizes Keenan's analysis, the crucial concept in the geodducibility, where the
reduciblity relationReducibleholds between an NP sequence and some generalized
quantifier(s) just in case the former can be decomposed smmé¢ combination of)
the latter ‘an NP sequence REDUCIBLE if it can be decomposed into separate gen-
eralized quantifiers that accurately reflect the truth cito on the original’ (p.412).
The probe that Keenan proves works as follows: if bthand £, are generalized
quantifiers, where each contains a transitive Vértand if wheneveffV] = A x B

for two arbitrary setsA, B, then[E1 ]| = [E2] = p € 2, then, iff E; has the same truth
conditions agt, underall valuations of[ V], Reducibl¢E; ) A Reducibl¢Es). Since
for

(31) a. Robin and Leslie read the same two books.
b. (Both) Robin and Leslie read exactly two books

we have, for(R(obin), L(eslie),...) x (by...b,) =(R,b1), ..., (R, by) = (L,b1),

..., {L,by), a valuation ofo for both of the sentences in (31) when# 2 and a
valuation of1 whenn = 2. Therefore, to be reducible, the same result must hold
when[read] = {(R,b1), (R, b2), (L, bs), (L, bs)}, but obviously it does not: (31)b is
true, but (31)a is false. It follows (31)a cannot be repréesstras a logical expression
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via any generalized quantifier or combination of generdligaantifiers. In the case
of an example such as (32), therefore, we must assume senidetitity between
two tokens of a scoping element which does not have the sasafta generalized
quantifier:

(32) 1told the same joke to Robin on Friday and Leslie on Synda

Recall, however, that Beavers and Sag explicitly restrigiMOto generalized quanti-
fiers. The motivation they provide for this restriction ig texistence of examples such
as

(33) a. The waiter managed to evict the customers diploritiandeviet the staff
authoritatively.
b. [The waiter forced the custometsleaveguietly] and [the manager per-
suaded the staff] to leave quietly.

The point of such examples can be seen by considering whadffibet of optional
semantic identity in the ellipsed token efictin (33)a would be. According to the
Beavers and Sag 2004 statement of OQM, the EPs is#hWRELS specification in
(34)a and b would be equated. The two separate tokemdaiin The waiter managed
to evict the customers diplomatically and to evict the saathoritativelywould have
a partial partial description

(34) a. | HD verb 1b. T HD verb 1
SYN FRM evict SYN FRM evict

ARG-ST <>

ARG-ST <>

evict rin evict rin
SEM|RELS ARG1 SEM|RELS ARG1
ARG2 ARG2

where the lexical entries fatustomersand staff respectively are, in simplified but
adequate representation, given in (35):

(35) a. |customersrin b. |staff_rin
LBL [0] LBL
ARGO ARGO

The only way that we can equate tts=M|RELS] values of the ellipsed and nonellipsed
versions ofevictin (34) is if 21=[3]—in other words, if the waiter evicted just those
indviduals corresponding to the two descriptions ‘stafiddcustomers’. The result
would be paraphrasable as something like ‘The waiter mahtmdiplomatically and
authoritatively evict those of the customers who were alepleyees of the restau-
rant’, clearly not an available reading. If we alter the ativim the conjunct subject
to ellipsis so thatudelyreplacesauthoritatively we obtain a reading paraphrasable as
‘The waiter managed to diplomatically and rudely evict thad the customers who
were also employees of the restaurant’, containing a odictian again absent from
the interpretation off he waiter managed to evict the customers diplomaticallg an
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the staff rudely Nor can we rule out such intersective identifications ofdad, since
clearly they are necessary on the most natural readifRpbfn is my friend and col-
league

We see this not only with VPs; predicative NPs present theeganoblem:

- . a real bastard . .
(36) Robin’s house |{ the worst place in the world} for people with cars to find

parking around and people on foot to get to safely.

Here, the semantic analysis defended in Levine and Huk&® 20r easyadjectives
extends directly to members of the class of NPs which has #asisemantics and
argument/gap relation between subjects and an internatbppsition. In terms of
this analysispeople with cargs an argument of the head noarreal bastard which
denotes the relation that holds between people with carb@mne hand and those
people’s task of finding parking around Robin’s house on thero Clearly, the same
semantic issues that arise in connection with (33) cannavbieled here either, unless
optional semantic identity is restricted to generalizedrdifiers?

It follows that if sameis part of an ellipsis target” under (partial) identity with a
DOM substringT’, the Sem values of the two tokens @amedo not have the option of
semantic identity under OQM. Thus, the only alternativehist the semantics of the
overt token ofthe same jokand that of the ellipsed version are nonidentical. But this
alternative fails also, predicting as it does that (32) hassame meaning as (37):

(837) 1told the same joke to Robin on Friday and | told the saoke jto Leslie on
Sunday.

In the terminology of Carlson 1987, this sentence has aardggo theexternakense
of samereflected in the sentent¢old the same joke to Robin on Fridan which the
interpretation requires there to be some salient joke inligmurse background which
is identical to the one | told Robin. This sensetloé sames fundamentally different
from that of the ‘internal’ reading reflected in (33). ThefdiEnce emerges clearly in
examples like (38):

(38) a. I'll tell the same joke to Robin on Thursday and (I8}l the same joke to
Leslie on Sunday.
b. I'll tell the same joke to Robin on Thursday and to LeslieSamday.

2Note that these considerations also have a bearing on jusieare to interpret the ontological status
of the DTRS specifications given in the OQM template in (21). The contdrthe SEM specifications
assumed in Beavers and Sag 2004 is represented by MRS etgjaifithe sort described in Copestake et
al. 2006, and hence could, in principle, correspond to eftip@nderspecified objects, where the tokens
of generalized quantifiers in each of the conjuncts have @enlscope-resolved (Copestake et al. 2006, p.
293), or to (ii) fully scope-resolved MRSs, in which theL , ARGO, RESTRandBODY values are equated.
The critical issue is what happens wheabpy specifications are equated. It wowdgpeathat if in the
case of an unellipsed conjunctibgsaid something nice to Leslie and | said something critiodlerry, we
equate thetANDLE value of the body o§omethingn the first conjunct to thesL value ofsaid(as would
be the case in the sentenksaid something nice to Les)ieand likewise for the second conjunct, then
equating the twaoDY values would also require equating the arguments in the tA®ddrresponding
to the different tokens ofaid, leading again to a completely incorrect interpretatioppérently, then,
we must take the representations in #v|RELS specifications on each of the conjunct daughters to not
have undergone scope-resolutions.
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Assme that there no reference in prior discourse has beer toakny joke. Then
(38)a is distinctly anomalous, illustrating the fact that existential presupposition
accompanieshe same jokevhen there are overt tokens of this NP. No such presup-
position holds in the case of (38)b. It places an unacceptaltden on credulity to
claim any kind of plausibility for a claim that somehow thengie fact of prosodic
silence in place of an overt pronunciation has the effectotelling a presupposition
introduced by both tokens of some lexical item which undeggellipsis.

There are other strong reasons noted by Barker for keepangdmantics of internal
and externabameNPs separate. Unifying the two, as in Dowty 1985, requir@s th
one introduce two free variables, one identifying a saliefdtion R and the other a
‘comparison class’, so that, on the external reading, itine] = AN z3 fVe{x} =
f(N)ANe < C : R(z)(c). Thus, in the case dRobin read the same book' is the
prominent set of individuals identified in previous discs®irwith[N] = [book] =
book and f a choice function that picks out a member of the set of boakd,[a=
[read] = read. The same bools then the (singleton) set containing the individual
that f mapsbook to such that every member of the comparison set—whate\serits

in the R (in this caseread) relation to that individual. In the case Bbbin and Leslie
read the same bookhe comparison set [SRobin and Leslie] = robin & leslie, and
so on. But what such an analysis at first appears credible, elegant, Barker shows
that it cannot be sustained.

In the first place, as Barker notes, if a comparison set andtayar relation are
available from context for the interpretion séime then we would expect that any rel-
evant comparison sets and relations which were salienian giscourse should yield

a reading; but this is not the case; e.g. we h@ithe men discussed a house. John
read the same bogkvhere ifC =menandR = discuss then there should be a read-
ing in which John read a certain book which each of the men sissed; but this
reading is not available. Thus, the idea thatmeimplicates some contextually deter-
mined relation is dubious in general. Crucially, howevdrjlesR can be contextually
determined when the comparison getdiffers from the denotation of the relevant
constituentK in the sentence that is a coargument of the verbttmatsameN is an
argument of (e.g., we can havae men discussed a book, and John had read the same
bool), this is not possible when the comparison class is defined biyor example, in
the case oEveryone discussed a book, and Robin and Leslie read the Isaokethe
sentence can only mean that there was some book that evatismussed, but when
the comparison class Robin and Lesligthe relationR is not the book that everyone
discussed, but some book that both Robin and Leslie had bath There is in other
words, as Barker notes, a correlation betwé&eandC whenC is the comparison set
that is certainly not logically necessary , but which alwappears to hold.

We must conclude, then, that we cannot obtain the semarfti@2pby ellipsis un-
der semantic non-identity between the ellipsed and ndpsell tokens ofhe same
joke, while, under Beavers and Sag'’s own hypothesis—itselfatifig the conditions
imposed by data such as (33) and (36)—we cannot accountdpb{30ptional Quan-
tifier Mergers. But the specific mismatch in meanings avéel&etween ellipsed and
non-ellipsed variants of NCC involving symmetrical pred&s such asameis pre-
cisely the same as that involving negative generalizedtfieaa such asothing in
both cases, we have a scopal operator of some sort scopingheveoordination to
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yield an interpretation which correspnds to a fundamembstruth conditions from
what we encounter in the non-ellipsed version. It is thuardieat Optional Quantifier
Merger represents a misguided approach to solving the gmoplosed by NCC, and
that the evidence strongly suggests that we looks elseviibieaesolution.

2.3 Unlike category coordination

The use of ellipsis to eliminate the unlikeness of apparelike category coordination
(UCCQ), as discussed above in connection with (7)c, agaitsléa severe mispredic-
tions once one looks beyond the very narrow class to whichBieliterature restricts
itself, as in e.g. Beavers and Sag 2004, Chaves 2007, ChadeSag 2009. Interest-
ingly, the recognition of difficulties with an approach bagxclusively on (4) was the
apparent basis of the analysis in Chaves 2006, in which tbedgwtion of unlikes in
absolutive constructions is treated as an instance of aonletw¥ special constructions
which in effect mimic the effect of (4), but avoid certain miedictions which would
otherwise attend a straightforward application of the LUkB& technology (e.g., the
problem posed bWeither tired nor in a hurry, | decided to walk and save the bus
fare, where the source for the ellipsidgither tiredi-decidedto-walkandsavethebus
fare nor in a hurry | decided to walk and save the bus fafields ill-formed results.)
Chaves’ key idea is that the effect of these interacting troasonal possibilities sup-
plies an inaudible copula to convert two apparently distocategory descriptions in a
structure [XP Conj YP] into a coordination of VPg [, be XP] Conj [,. be YP]].. ,
an approach similar in spirit to (4) but relying instead dpudated inaudibilia. Apart
from this minor (and, as | argue directly, ineffective) addem to the elliptical analy-
sis of UCC, however, the basic account of such phenomenatis/uat is summarized
in (7)c.

In fact, there is an impressive range of constructions whighlight the empirical

inadequacy of the ellipsis approach. | present a brief suofehese cases in this
section; below, we show how they can be captured in a fullyegdrway using a
particular TLCG formalism.

Ellipsis-incompatible topicalized coordinations In order to account for cases such
as (39)a via LBE, something like a RNR analysis is required:

(39) a. Rich and a Republican, Robin definitely is t.
b. RichRebindefinitelyis and a Republican Robin definitely is t.

Such cases are amenable to the LBE analysis, however, ardyge the elements
of the coordination are independently sortable over thettkens of the extraction
source clauseRobin definitely i€39). This state of affairs does not hold generally:

(40)
a. (Both) poor and a Republican, you can't possibly be t.

b. (Both) [pooryeucan‘tpossiblybe t] and a Republican you can't possibly be t.
C. (Both) poor you can't possibly be t and a Republican youtgassibly be t.

The ‘source’ sentences for the coordination correspondetand conjunction, to a
very different meaning, where the crucial intepretatiorpobr and a Republicamas
a sum of properties is literally unavailable. Another ex@nglisplaying the same
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analytic problems is given in (41)a, with the forced analysi(41)b under the Chaves
and Sag 2009) RNR scenatrio:

(41) a. Dead drunL{ in complete control of the situation, no one can be

u
and yet

but

b. Dead drunlﬂeeneeanbet{
and yet

one can be t.

} in total control of the situation, no

The only practical solution within the assumptions of theE_Berature for the diffi-
culty these data present—in particular, the axiom thakerdategories do not actually
coordinate—appears to be a brute-force analysis in whiehsonply declares the co-
ordination of AP and PP an AP—the sort of approach which,lastiated in Chaves
2006, is increasingly typical for constructional apprcaegh Whatever one thinks of
this approach—which essentially generalizes the kind lef leiting an NP dominate
both an NP and an S from Sag et al. 1985, and which Bayer (1986) think ef-
fectively shown to be empirically quite unsatisfactory-e-thBE approach on its own
does a very poor job of addressing the full range of unlikeegatty coordinations
which appear in extraction contexts.

One approach that might be taken, of course, is that these thatugh apparently
good to a large number of speakers, really are ill-formed, iadeed the reduced ac-
ceptability of topicalized UCCs has been asserted in Beaued Sag 2004. But there
iS no reason to suppose that this assessment reflects tla stetiws of such exam-
ples generally. UCC examples of the sort that Beavers andi8ag to be defective
are cited as unexceptionble in articles appearing in jdsrafirecord, e.g., Peterson
2004, and | personally have yet to encounter a native spedkarglish who registered
the slightest discomfort in the of a ‘spontaneous’ utteeaofcany of these examples,
or expressed negative judgments on, ¥y can be poor and healthy, and someone
who's very clever or very good could wind up being poor anchligespected—but
poor and aREPUBLICAN, NO ONE can be.

Ellipsis-incompatible pseudocleft coordinations We turn now to the English pseu-
docleft construction—a somewhat mysterious pairing of vdeems to be a headless
relative with a predicate, linked syntactically by a copula

(42) What Robin wanted;twas a new outboard motor.

For present purposes, the importance of the pseudocléfaigite complement of the
copula—the focal constituent, as it is often called—carettiie form of an unlike
category conjunction:

(43) a. What you cannot become (simultaneously) is hightglligent and yet a
raving fundamentalist.
b. What you cannot become is both highly intelligent and yetving funda-
mentalist.

3Becomeakes AP but not PP as a complement. But if [AP and PP] can bgzankas AP, we incorrectly
predict that Yohn became totally irrational yet in complete control a# gituation.is grammatical. This
kind of example seriously undercuts the viability of thgatative approach to UCC in question.
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A standard LBE analysis for such cases based on (4) corrdsgorsemantically in-
congruous interpretations arising from the source see&gnc

(44) a. What you can't (simultaneously) become is highlglilgent and yetwvhat

youcan't simultaneoushbeeoemds a raving fundamentalist.

b. What you can't simultaneously become is highly intelligand (yet)is a
raving fundamentalist.

c. What Robin was, clearly, was both highly intelligent amas a raving fun-
damentalist

d. What Robin was, clearly, was highly intelligent yeds a raving fundamen-
talist

The first of these simply does not mean what the ellipsed mensieans, along lines
already discussed. The second, third and fourth just seeenedg ill-formed in some
way unless the notated ellipsis occurs. It is, moreovejgditforward to show that no
application of Chaves’ ‘ghost copula’ solution can workam $uch data. Pseudoclefts
thus constitute yet another major empirical challenge ®oUtBE approach and its
extensions.

Ellipsis-incompatible posthead nominal modifier coordindions Posthead nominal
modifiers constitute yet another predictive failure for LE.

As a example, consider cases such as (45):

(45) a. [, Politicians [, keeping a low profile] and.] with plenty to hide]] are the
ones we should be investigating.
b. [.» People [. totally into themselves] and.[only thinking of their own ca-
reers]] seem to be in the vast majority these days, | fear.

Examples such as these are extremely common, but it's ndit dear how an LBE
account of them can be given. The obvious sources are stegcsuch as (46):

(46) Politicians keeping a low profile ambliticians with plenty to hide are the ones
we should be investigating.

But this approach clearly will not work in cases such as

(47) a. [» Novels [, full of dramatic conflict] but ], with meticulously accurate
historical detail]], such as this one, are quite unusual.
b. [.» Novels [, full of dramatic conflict] butrevels [, with meticulously ac-
curate historical detail]], such as this one, are quite ualis
c. *Novels full of dramatic conflict but novels with meticulsly accurate his-
torical detail, such as this one, are quite unusual.

(47)c is out-and-out impossible, but the analysis in (48)aile giving rise to an ac-
ceptable form, is no more satisfactory:

(48) a. Novels full of dramatic conflicire guite- trusual, burevels with meticu-
lously accurate historical detail, such as this one, areequiusual.
b. Novels full of dramatic conflicereguitetrusual, but novels with meticu-
lously accurate historical detail, such as this one, areequiusual.
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And even the expedient of creating a completely novel canstm with the AP and
PP ‘coerced’ into clausal shells, as in (49), fails:

(49) a. Novels | Pynicn o full of dramatic conflict but,,q, . With meticulously ac-
curate historical detail], such as this one, are quite ualusu

b. *Novels which are full of dramatic conflict but which aretlvimeticulously
accurate historical detail, such as this one, are quiteuatus

Again, none of the various expedients.that LBE routinelpesgts to correspond to
anything remotely like the correct representations forgetence in (47)a. And ob-
viously, things only get worse in the case of a slightly mdaberate coordination
such asdNovels both full of dramatic conflict and with meticuloustcarate historical
detail, such as this one, are quite unusual.

2.4 A putative CG misprediction

Finally, something should be said about the much-invokedndg50) due to Crys-
mann (2003) often taken to undermine decisively any catalgaccount based on co-
ordination of ‘partial constituents’:

(50) John gave Mary a book, and to Peter a record.

(p.52). Beavers and Sag argue that

In CCG the composed categories Mary a book and to Peter adraearld not

be acceptable candidates for coordination since they ewadlated but dis-
tinct categories (S NP)\(S\NP/NP/NP) and ($ NP)\(S\NP/NP/PP) respec-
tively. But an ellipsis-based approach again reduces tteesemple VP (or S)

coordination, predicting their acceptability. (p.57)

Whatever may have been the case so far as 1980s-style CC@Gasroned, however,
there is no basis for taking (50) to be a challenge for conteary type-logical avatars
of categorial grammér. The key element in the proof, proposed in Morrill 1994 and
expanded and applied in Bayer 1996, is the enrichment ofrtieeeince rules of the
type logic with meet and join combinators—independentbtified outsideany appli-
cations to coordination, as Bayer shows, by cases whereke siam reflecting mor-
phological neutralizations of feature conflict appear itraxion ‘landing sites’ which
are incompatible with the requirements imposed by convigcton the gap sites to
which that item is linked. This technology was imported iHiBSG as the type-lattice
in Levine et al. 2001 to handle case mismatch in parasitis-gam application which
has no competing treatment via LBE in any HPSG theory of filgp connectivity I'm
aware of. Given these independently motivated categorgtoactors, the story about
(50) is simple: the verb give belongs to a set of verbs whosegoay description in
the lexicon is the meet, notated ag,, of ((S\ NP)/NP)/NP and (($ NP)/PP)/NP,
i.e., simultaneously satisfies both descriptions. Simptmfs utilizing hypothetical
reasoning, in conjunction with the theorem in (51)a—whishaistrict analogue of
‘strengthening the antecedent’ in propositional logic gnovable using completely

4A complete proof for (50) was presented at the 2011 Collogqu€yhtax et Semantique at Université
Paris 8
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cognate inference steps—establish as the syntactic psoriof bothMary a book
anda record to Petethe category label in (51)b:

(51) a.W\ZF (W A, UNZ, U\ZF (W Ay UN\Z
b. (((S\ NP)/NP)/NPA,,((S\ NP)/PP)/NP)VP

and therefore the category of their conjunction. This cogijion, combining with the

unitary lexical itemgave yields (50) by straightforward left slash elimination,dan
nothing further need be said. So no special categories{raatisns or rules need to
be introduced apart from those sanctioned by the complgaigral inference rules of
the natural deduction proof theory that Kubota's approduares with the formalisms
assumed in the work of Morrill, Bayer, Muskens, Pollard aedesal other versions of
TLCG, along with an independently well-motivated categdegcription (semi)lattice.

Seen in the light of the motivated resources of TLGC, Crysnsaexample turns out
to be trivially compatible with the framework’s predict&n

3 Summary

Notwithstanding its apparently wide acceptance in mucknttterature, the use of

linearization to resolve a number of persistent empiriballenges to phrase-structure-
theoretic approaches faces serious difficulties that hatbeen confronted. Much of

this literature displays cases that represent unproblemtppings amongst syntactic
structure, linear order and meaning; but the range of ecelenremarkably small, and

at present far from sufficient to give LBE the status of amyghmore than an interesting
possibility, rather than the default role it seems to havpiaed as a way to deal with

unlike category and nonconstituent coordination. Whatftinegoing discussion has
shown is that none of the linguistic phenomena represemntéietrases listed in (1) are
amenable to an LBE treatment once the latter is held accolerfiar a fuller data range

for each of these respective constructions. Given the éanggthere is no reasonable
basis for viewing ellipsis-based accounts within HPSGigdirization framework as a
successful general theory of coordination phenomena.
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Abstract

This paper aims at a formulation of semantic constraints on the produc-
tivity of the bd-construction and their representation at the syntax-semantics
interface. It builds on the observation that requirements on the surface form
of the construction may be altered by the choice of the verb. I propose that the
semantics of the bd-construction can be treated in terms of a scalar constraint:
a bd-sentence must come with a scale and a difference value that holds of the
described event. The satisfaction of this constraint largely relies on the lex-
ical semantics of the sentence. Not all verbs are inherently associated with
scalar relations; those that are not must combine with an additional depen-
dent which satisfies the scale requirement. Due to the obligatory presence of
the additional dependent for some verbs, it is reanalyzed as a complement of
bd: being optional on their level of combination with the verb, it becomes
obligatory once the verb is used in the bd-construction.

1 Introduction

In theoretical linguistics, the bd-construction has been approached mainly from the
syntactic perspective: a large number of accounts focus on the issue of the syntactic
status of bd and naturally relate to the syntactic structure of bd-sentences. However,
given the rather restricted syntactic flexibility of bd-sentences, the actual challenge
seems to stem from semantics and usage; the construction is rather uncooperative
when it comes to establishing a common semantic core, and still more if we try
to find analogous phenomena in other languages. As Li (2001) puts it, “vagueness
and uncertainty are in the nature of the constraints on this construction”. In this
paper, I attempt to formulate a semantics that, though at a rather schematic level,
provides an interface at which these constraints can be accommodated. I take the
semantics of the lexical instantiation as starting point and show that it interacts with
requirements on the surface form of the construction. Specifically, I argue that the
bd-construction can be analyzed in terms of a scalar relation which requires the sat-
uration of a degree argument. The source of the scale and the degree argument is
underspecified: they can stem from the verb, from the theme argument or from the
whole event. Thus, verbs which do not lexicalize a scale must combine with an ad-
ditional scale-contributing element. The syntactic structure of the bd-construction
naturally follows if we want to capture this constraint.

The paper is organized as follows: in Section 2, I describe the basic prop-
erties of the bd-construction along with a short survey of previous studies and a
delimitation of the scope of my analysis. In Section 3, I give a more detailed de-
scription of the considered problem, namely the variation of behavior for different
verb classes in the bd-construction. In Section 4, I introduce the relevant notions
of scalar semantics and show how they can be used to characterize the semantics
of the bd-construction. Finally, in Section 5, I propose a syntactic analysis which
allows to incorporate this semantic constraint and captures its interaction with the
surface form of the construction.
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2 The bd-construction: basic facts

In its canonical form, the bd-construction is formed from an SVO sentence by
preposing the object into the preverbal position, where it is marked by bd:

(1) a. SVO word order:
Tachile pingguo.
he eat PFV apple

‘He ate apples.’

b. bd-construction:
Ta bd pingguo chi le.
he BA apple eat PFV

‘He ate the apple(s).’

This move mainly impacts on the referential properties of the object NP. Thus,
whereas the object is underspecified with respect to definiteness or specificity in
(1a), it obligatorily receives a definite or specific interpretation in (1b); in the above
example, this also leads to a telic interpretation of the event. Furthermore, the pre-
verbal position presupposes contextual givenness of the object NP. The increased
prominence of the object NP has led authors to an explanation of the construc-
tion in information-structural terms. Tsao (1986) recognizes that the bd-NP fulfills
most of the conditions on topic NPs; a treatment as topic or secondary topic is also
proposed in Bender (2000), Hsueh (1989), Ding (2000) and Li (2001).

Diachronically, bd has been grammaticalized from a verb with the meaning
“hold, manipulate”. At present, the part of speech of bd is not identified. Its be-
havior and the constraints on the construction are used to argue for analyses as
verb (Hashimoto, 1971; Bender, 2000), light verb (Huang et al., 2009), preposition
(Chao, 1968; Travis, 1984; Cheng, 1998; Li, 1990), case marker (Huang, 1982;
Koopman, 1984; Goodall, 1986) and functional head (Zou, 1993; Sybesma, 1999).
The part of speech issue is beyond the scope of the analysis proposed here; nev-
ertheless, we will find that bd has to be analyzed as a head if we want to capture
the semantic constraints and obtain an appropriate representation of the syntax-
semantics interface. With respect to the previous proposals, my analysis struc-
turally relates to the light verb account in Huang et al. (2009).

Semantically, the discussion around the construction is centered around two is-
sues, namely the variety of possible argument distributions and a set of interacting
and vague productivity constraints. The presented analysis targets the latter prob-
lem; yet, as my formulation of the constraints will be largely independent from
argument structure, the proposal is also apt to an extension to other subtypes of the
construction.

Subtypes of the bd-construction can be characterized in terms of argument
structure. The pattern presented so far ([Subj bd Obj V]) is the “canonical” form;
the following examples show some other possible argument distributions:
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(2) a. Causative:

Zhe jian shi  ba ta ka-lei le.

this cl affair BA he cry-tired. RESULT PFV

“This affair made him cry to the extent of becoming tired.’
b. Theme subject:

Zhe ping jii bd ta hé-zui le.

this bottle wine BA he drink-drunk PFV

“This bottle of wine made him drink to the extent of getting drunk.’
c. Additional “retained” object:

Taba juzi bdo le pi.

he BA orange peel PFV skin

‘He peeled the skin off the orange.’

A comprehensive account faces the choice between positing multiple lexical
entries for bd and identifying common properties of the different forms which
would ideally provide sufficient and necessary conditions for all types in an un-
derspecified representation.

The second problem turns around formulating constraints on the productivity
of the bd-construction: not every SVO sentence has a bd-counterpart. For example,
the choice of the verb may yield a contrast in grammaticality:

(3) Taba pinggud chi/ *zhdao  / *xidng le.
he BA apple  eat / *look.for / *think PFV
‘He ate / *looked for / *thought about the apple(s).’

Multiple levels have been exploited for the formulation of constraints: in terms
of lexical semantics and event structure, it has been found by and largely acknowl-
edged thereafter that the bd-construction typically expresses disposal (Wang; check
Syb), affectedness (Tenny, 1987; Hashimoto, 1971), causation (Sybesma, 1999)
and high transitivity (Hopper and Thompson, 1980). Aspectually, the event de-
scribed by the bd-construction must be temporally bounded (Liu, 1997; Rhys,
1996; Tenny, 1987). With respect to nominal reference, the bd-NP must be marked
or interpretable as definite, specific or generic (Bender, 2000; Liu, 1997; Hashimoto,
1971), which in turn interacts with aspectual boundedness. Finally, a constraint has
been posited with respect to the observation that the verbal domain of bd must con-
tain further elements besides the main verb:

(4) Verbal complement constraint (henceforth VCC): the bd-construction can-
not be formed with a bare verb; the verb must combine with an additional
element:

*[. . .[ba NP V]]

The following illustrates:
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(5) a. Taba pinggud cht *(le).
he BA apple  eat PFV
‘He ate the apple(s).’
b. Taba wo qi-*(si le).
he BA me annoy-dead.RESULT PFV

‘He annoyed me to death. ’

Again, accounts focussing on different levels have led to different justifications
of this constraint. Li and Thompson (1981) come up with a semantic explanation:
“the reason that bd-sentences always have verbs with those elements (adverbs and
postverbal elements) preceding or following them is that such elements serve to
elaborate the nature of disposal.” (Li and Thompson 1981, p. 489) Structurally,
the VCC has been given syntactic and prosodic explanations. Li (1990) claims
that the number of elements in postverbal position in Chinese is confined to one.!
Prosodically, Feng (2001) claims that the bd-construction cannot be formed with
a bare monosyllabic verb; this constraint seems to hold for the considered data
(stipulation).

In the following section, I will proceed to a reexamination and differentiation
of the VCC and conclude that the proposed structural explanations are insufficient:
prosody and syntax cannot save sentences which do not satisfy the semantic con-
straints of the construction. The primary motivation seems to be semantic, in that
additional information must be specified about the event, which leads to a potential
requirement of extra lexical material.

3 Problems with the VCC

The VCC was first stated by Lii (1995), who also proposes a detailed classification
of the 18 possible additional dependents to the verb. Less differentiated versions
have been proposed by Sybesma (1999), Liu (1997) and Li (2001). For instance,
Li states that the required additional element can be one of the following:

!This claim undergenerates under a surface-oriented view of syntax: certain combinations of
dependents are indeed possible in postverbal position, as shown in the following examples:

(i) a. double object:
Ta song LisT hua.
he offer Lisi flower
‘He offered Lisi flowers.’

b. direct object + locative complement:
Tafang hua zai zhuozi shang.
he put flower LOC table on
‘He put the flowers on the table.’

Various strategies have been proposed to reanalyze multiple dependents in postverbal position as
one single complement in order to maintain the above hypothesis, e. g. Sybesma (1999); Li (1990).
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1. Resultative complement
2. Adverb of duration, frequency or manner
3. Verb reduplication, indicating short duration

4. “Outer” object: NP whose referent stands in a part-whole or inalienable pos-
session relation to the bd-NP

5. Aspect marker: perfective le, durative zhe

This list contains adjunct-like dependents, complements and grammatical mark-
ers. Along with other existing expositions of the VCC, it suffers from an insuffi-
cient differentiation of the set of possible types of dependents. On the one hand,
the categories seem to be rather disparate to allow for a generalization: grammat-
ical aspect markers are mixed with lexical dependents, such as adverbs of degree
and frequency, result complements etc. These two classes of elements are to be
distinguished here: as will be shown, verbs that can be used with lexical depen-
dents in the bd-construction may become unacceptable once the lexical dependent
is replaced with a simple aspect marker. On the other hand, the list does not differ-
entiate between optional dependents and elements that can actually make a gram-
maticality contrast. In the following, I focus on those kinds of lexical dependents
that can trigger contrasts in acceptability.

The structural explanations of the VCC capture the tendency for bd-sentences
to be formed with informationally and prosodically “heavy” predicates. In the fol-
lowing, we will see that verbs differ in their requirements of additional dependents;
thus, the “heaviness” criterion apparently relates not to the quantity of lexical mate-
rial, but rather follows from the requirement of specific semantic components that
license the construction.

First, we find verbs which are acceptable in the bd-construction in bare? form:

(6) a. Incremental theme verbs:
Ta bd pinggud chi le.
he BA apple eat PFV
‘He ate the apple(s).’
b. Achievements:
Zhangsan ba zhe jian shi  wang le.
Zhangsan BA this CL affair forget PFV
‘Zhangsan forgot about this affair.’

c. Some verbs of physical impingement (following Beavers: semelfac-
tives):

?1 use “bare form” to refer to VPs which may contain aspect markers, but no additional lexical
dependents.
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Zhangsan ba gou di le.
Zhangsan BA dog hit PFV

‘Zhangsan hit the dog.’

Second, we find verbs which are not acceptable in bare form; however, they
can be used in the bd-construction in combination with specific, semantically con-
strained types of dependents. This class contains verbs of perception, cognition
and directed movement, as well as psych verbs and degree achievements derived
from open scale adjectives:

(7) a.

V + manner adverb modified for degree:
Zhangsan ba zhe shi  xidng *(de tai beiguan).
Zhangsan BA this affair think DE too pessimistic
‘Zhangsan thinks too pessimistically about this affair.’
V + punctualizer:

Tabd goukan le *(y1yan).

he BA dog look PFV one eye

‘He caught a glimpse of the dog.’

V + resultative complement:

Zhangsan ba Mike fan-*(si) le.

Zhangsan BA Mark annoy-dead.RES PFV
‘Zhangsan annoyed Mark to death.’

V + goal argument:

Aming bi zixingcheé gi  *(hui jia) le.

he ba bike ride back home PFV

‘He rode the bike back home.’

V + source argument:

Wing ldoshi bd shou likai le  *(ménba).

Wang teacher ba hand leave PFV door

‘Teacher Wang took his hand from the door handle.’
V + directional complement:

Aming bd gidn yingle *(hui-14i).

Aming BA money win PFV back-come

‘Aming “won the money back™.’

As shown in the examples, the following kinds of dependents can make a gram-
maticality contrast:

e Resultative complements

e Expressions indicating short duration (punctuality) of the event
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e Degree modifier + manner adverb

e Source/goal arguments

Finally, we have a class of verbs which do not occur in the construction; this class
mainly contains stative verbs (8) and a small set of verbs that are classified as verbs
of “social interaction” by Levin (1993) (9):

(8) a. *Zhangsanba Mili xihuanle (XP).
Zhangsan BA Mary like ~ PFV
‘Zhangsan liked Mary.’
b. *Zhangsan ba Make xiang  (XP).
Zhangsan BA Mark resemble

‘Zhangsan resembles Mark.’

(9) a. * Amingbi qidsai canjia le (XP).
Aming BA ball game participate PFV
‘Aming participated in the ball game.’
b. *WoObd na ge xuéxiao bdifangle (XP).
I BA this CL school visit PFV
‘I visited that school.’

Descriptively, we observe that the acceptability of verbs in the bd-construction
decreases with the degree of semantic transitivity in the sense of Hopper and
Thompson (1980) and Tsunoda (1985); this leads us back to the long-standing
characterization of the bd-construction in terms of high transitivity. However, we
do not have at hand an operative notion of semantic transitivity which would allow
for a neat classification of verbs according to transitivity degrees. The transitivity
classification by Tsunoda is based on observations about the crosslinguistic ac-
ceptability of verbs in transitive case patterns. Hopper and Thompson identify ten
sublexical semantic components that make a predicate more or less transitive; they
propose that the transitivity degree be determined based on the number of transitiv-
ity features in a given predicate. However, on the one hand, their characterization
heavily relies on the referential properties of the NP arguments in a sentence, which
is not a relevant criterion for the above data. On the other hand, comparing counts
of disparate primitive components seems not to be a formally reliable criterion, as
the features and feature combinations cannot be weighted and evaluated against
each other.

In the following, I propose a treatment of the semantics of the bd-construction
in terms of scalarity. Scales and measure functions have been used for the analysis
of affectedness and variable telicity phenomena; they allow for a uniform repre-
sentation of different classes of verbs that accommodates shared abstract features
such as extents, endpoints, degrees etc.
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4 The semantics

In this section, I first introduce the basic distinctions on scales that will be relevant
for the analysis. Then, I show how scales have been used for the analysis of events
and, specifically, of changes of state; the formalization mainly follows Kennedy
and McNally (2005), Kennedy (2010) and Beavers (2011). Finally, I show how the
semantics of the bd-construction can be captured by a scalar constraint.

4.1 Scales

In the following, I adopt the formalization of scales proposed in Beavers (2011):
scales are series of states of type < d, < e,t >>, where d is the type of degrees.
Each state “tells” us that a property obtains of an individual to a certain degree.
The degrees stand in an isomorphic relation with the numbers between O and 1.
Three distinctions on scales are relevant:

1. open vs. closed scales
2. binary vs. multi-valued scales

3. scales with fixed vs. context-dependent standard values.

Scales can be open or closed; closed scales have edge values that define the
minimal or maximal possible degrees to which a property can be possessed; these
values correspond to 0 or 1. Open scales do not have such values; they have degrees
that approach 0 or 1. However, there are no unique degrees that are lower or higher
than all other degrees in the set. A scale may be open in one direction and closed
in the other; thus, we get the following four possibilities:

e open scale, e. g. long: s1 : long(x)(d1) & ... ® sy, : long(x)(dy)

e totally closed scale, e. g. full: s1 : full(x)(0) & ... P s, : full(x)(1)

e lower-closed scale, e. g. awake: s1 : awake(z)(0)®... P s, : awake(z)(d,,)
e upper-closed scale, e. g. straight: sq : straight(z)(d1)®. . .Bs,, : straight(x)(1)

Scales can be binary or multi-valued; the distinction roughly parallels the dis-
tinction between gradable and non-gradable adjectives in English. It can be cap-
tured by Krifka’s formulation of atomic, simplex and complex structures (Krifka,
1998):

e Points on scales are atoms:

Vz(atom(x) + ~Jy(y <x z))

e Binary scales are simplex objects that consist of two parts (endpoints):

Vaz(simplex(x) < Jy, z(y Bx z =x A atom(y) N atom(z)))
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e Multi-valued scales are complex objects, consisting of three parts (endpoints
plus middle):
Vz(complex(z) +» Jy(y <x x N simplex(y) N atom(z)))

In a given use, a scalar expression is evaluated against a standard value on the
associated scale. Standard values may be context-dependent or fixed. Context-
dependent standards are computed based on a comparison class which consists of
objects similar to the one described by the argument of the scalar predicate:

(10) Mark is a tall basketball player. (— Mark is taller than basketball players
usually are.)

A fixed standard corresponds to an absolute value on the scale which is inde-
pendent of the denotation of the argument; it may relate to the minimal or maximal
value of a predicate:

(11) a. maximum standard.:
#The paper is complete, I just have to write the conclusion.

b. minimum standard:
#The shirt is not dirty, there is just some mud on it.

The distinction between fixed and context-dependent standards correlates with
the open/closed scale criterion. Kennedy and McNally (2005) make the follow-
ing generalizations: open scales have context-dependent standards, whereas closed
scales have fixed standards by default. The default standard of a closed-scale ad-
jective is associated with the minimal value if the scale is lower-bound, and with
the maximal value if the scale is upper-bound or bound at both ends:

(12) a. lower-bound scale + minimum standard.:
#The spot is not visible, but I can see a bit of it.

b. upper-bound scale + maximum standard:
#The paper is complete, I just have to write the conclusion

4.2 The analysis of scalar expressions

As already observed by Sapir (1944) and Bolinger (1972), the categories of scalar-
ity and grading are not restricted to adjectives; verbs, nouns and prepositions may
also denote scalar relations. This section describes the semantics of nouns, verbs
and adverbs formed from gradable adjectives; they are analyzed via measure func-
tions taking objects and returning the degrees to which a property holds of the
arguments. A distinction is made between static scalar properties and properties
that change over time. If a change happens, the relation must be additionally
parametrized for times or be tied to an event argument.

Each scalar predicate comes with a degree argument d that must be saturated
by additional semantic material specifying degrees/measures. This material can be
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overt, as for example with degree morphology for adjectives. It can also be covert:
in this case, d is instantiated by a default standard or via existential boundedness.

Static measure functions apply to adjectives, Kimian states and nominal predi-
cates. These expressions have the following form:

(13) [P] = Ad \z.mp(x) >d

The measure function mp is lexically defined by the predicate. Thus, for a
stative predicate like resemble John, we get the following representation:

(14) [resemble John] = AdAz.resemble(John)(z) > d

In the sentence Mark resembles John, the degree argument is not overtly sat-
urated; the following covert operator is applied by default and yields the positive
form:

(15) [pos] = APAz3d.stnd(d)(P)(C) A P(z) =d

The function ’stnd’ outputs a default degree d which is above the degree to
which resembling applies to the comparison class C which contains individuals
that are judged “similar” to the arguments of the predicate wrt the scalar property.
The representation of our sentence is as follows:

(16) [[Mark resembles John]] = 3d.stnd(d)(resemble(john))(C) A resemble(john)(mark) =
d

Similarly, when the predicate is combined with degree morphology, the overt
degree modifier saturates the degree argument:

(17) [ resemble John closely] = Ax.resemble(john)(z) > closely

In the case of nominal predicates, the degree corresponds to the quantity or size
of the referent:

(18) [ apples]= AdAz.apples(z) A NU(apples)(z) > d

“Apples” takes a referent x and returns d, which corresponds to the quantity
of apples represented by the referent. The function NU (“natural units”) returns an
appropriate measure (Krifka, 1989). For instance, apples are naturally measured
by pieces, water by liters etc.

If no quantity measure is specified, the default options for the degree argument
of nominal predicates are “1” or existential boundedness. Apples then yields the
following interpretation:

(19) [apples | = Az3d.apples(z) A NU(apples)(z) > 0

The degree argument may be instantiated via overt lexical material, e. g. by
measure phrases:

(20) [ half an apple | = Az.apples(z)A NU(apples)(z) = 0,5
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Events and measures of change We have seen how a static measure function
returns the absolute degree to which an object possesses the property denoted by a
scalar predicate. In the following, I will show how the function can be parametrized
for times in order to represent changes in the degree to which an object possesses
a property. Changes are conceptualized as events; the measure of change function
m takes an object and an event and returns the difference between the degrees of
the property on the object at the beginning and the end of the event:

(21) [scalar-change-pred] = Ad\xAe.ma(z)(e) > d

Different types of change predicates have different types of degrees and sources
of the scale; the type scalar-change-pred is further differentiated in the lexicon:

scalar-change-pred

degree-achievement incremental-pred  possession-switch  directed-motion

The measure of change may stem from the verb or from its arguments. Degree
achievements, which are built from gradable adjectives, lexicalize a measure of
change function:

(22) [degree-achievement] = AxAd3e.TH(e) = x N ma(x)(e) =d

(23) [ warm the soup 5 degrees | = Je.TH(e) =soup A warma (soup)(e) =5
degrees

The degree achievement verb combines with a theme argument; it outputs the
degree to which the theme referent changes with respect to ‘warmness’.

Incremental theme verbs do not lexicalize measures of change; their measure of
change is contributed by the theme argument. We have seen that nominal predicates
are associated with measure functions; once a nominal fills the theme argument
position of an incremental theme verb, its measure function is converted into a
measure of change function:

(24) [eat half of the apple] = AzJe.eat(e) A TH(e) = x A apple(z) A NUA (apple)(x)(e) =
—0.5

The verb takes a theme argument whose referent has the ‘apples’ property. The
function NUA returns the natural measure for objects of sort ‘apples’ and outputs
the degree to which the quantity of the object changes along this measure.
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Verbs of change of possession come with a binary measure function; the degree
corresponds to 1 for acquisition and to —1 for loss of possession. The function is
defined for the recipient/former possessor:

(25) [receive] = AdAzAyJe.EXP(e) = x A TH(e) = y A possessa (y)(x)(e) =
1

(26) [loose] = AdAzAyTe.EXP(e) = = A possessa(y)(x)(e) = —1

4.3 The bd-construction: scale and difference value

In this section, I describe the semantics of the lexical entry for bd and show how it
captures the variation in behavior for different classes.

4.3.1 Lexical entry for ba

I posit the following semantic constraint for ba:
(27) [ba] = AeAsAd....scale(s)(e) N extent(s)(d)(e)

Bd requires an event argument e, a scale s that is associated with this event and
a difference value d on this scale.
In the following sentence, ba is licensed by a possession switch:

(28) Ldowang ba zixingcheé dia le.
Laowang BA bike loose PFV
‘Laowang lost the bike.’

The scale is the closed, binary scale of possession:
(29) possession = s1 : have'(z)(Laowang)(0) ® s2 : have'(x)(Laowang)(1)
The constraint of ba is satisfied as follows:

(30) e....scale(possession)(e) A extent’(possession)(—1)(e)

If the verb is not of the appropriate type, it must combine with additional ele-
ments in order to satisfy the semantic requirement. The additional elements must
contribute a scale; this scale, however, is not necessarily a scale of change. This
creates an apparent asymmetry: bare verbs in the bd-construction have to con-
tribute scales of change, whereas combinations of verbs with additional depen-
dents can have both static and dynamic scales. The asymmetry is resolved by the
requirement of an event argument: we find that only verbs of change have an event
argument; “static” scalar verbs, e. g. emotion verbs, do not contribute an event
argument and are thus disallowed.

The following example shows a resultative complement which licenses a scale:
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(31) Aming bi zixingché qi-huai le.
Aming BA bike ride-broken.RES PFV
‘Aming rode the bike and as a result it broke.’

The scale is a lower-bound multi-valued scale:

(32)  Sproken = broken’(bike)(0) ® broken’(bike)(dmin) @ - ..
The semantic requirement of bd is satisfied as follows:

(33) Je....scale(broken)(e) A extent’(broken)(+dmn)(e)

In the following example, the use of ba is licensed by a manner adverb modified
for degree:

(34) Aming bd zhe shi xidng de tai beiguan.
Aming BA this affair think DE too pessimistic
‘Aming thinks too pessimistically about this affair.’

The scale is an open multi-valued scale:

(35)  Spessimistic = - - - B pessimistic (P)(dgeeept.) & ... &
pessimistic' (P)(dioo) @ ...

Under the canonical treatment of the degree modifier foo as referring to a de-
gree that is higher above some contextually acceptable degree, the difference value
is defined by two degrees, namely the acceptable and the actual degree. Thus, the
difference value is existentially bound:

(36) Je....scale(pessimistic)(e) A extent’ (pessimistic) (diff(dgcecept. ) (dioo)) (€)

Instantiation of the difference value The instantiation of the difference value
required by ba is dependent on the open vs. closed property of the scale. In the
case of an open scale (e. g. pessimistically), the difference value must be overtly
specified. For closed scales, overt specification is optional:

(37) Taba pingguod chile (ban ge).
he BA apple  eat PFV half CL
‘He ate (half of) the apple.’

Default interpretations arise if the difference value is not overtly specified: for
upper-closed scales, we get an interpretation of total traversal (-> V). Lower-closed
scales are interpreted via existential boundedness: a state on the scale obtains that
has a higher degree than the initial state with degree 0.
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Excluded verb classes The presented account automatically excludes Kimian
statives (emotion, knowledge verbs) from appearing in the bd-construction. Stative
verbs do not introduce an event argument, which also makes them inaccessible for
scalar manner adverbs® and other licensing dependents.

Besides statives, verbs of social interaction (e. g. visit, participate) are also not
acceptable in the construction; it is not clear which semantic features make these
verbs different from the large class of verbs that are allowed in the bd-construction.
Obviously, the verbs come with event arguments. A possible explanation could be
that these verbs describe closed, conventionalized events which do not allow to
accommodate scalar relations in the sense of the bd-construction. Thus, similarly
to statives, these verbs, if at all, are modifiable by manner adverbs in restricted
ways, and it is not clear whether the manner adverbs modify the event denoted by
the verb or subevents that are associated with this event.

5 The syntax-semantics interface

5.1 Arguments for bd as head

As shown in Section 2, the syntactic status of bd is a matter of discussion. The fol-
lowing analysis aims at modelling a transparent syntax-semantics interface which
captures the interaction between the two levels. Without going into syntactic de-
tails Some arguments are still in place to explain my view of the category of ba. 1
view bd as the head of its clause; this option has been adopted in some previous
accounts: Zou (1993) analyzes bd as a functional head. Sybesma (1999) starts out
with causative sentences ([CAUSER ba CAUSEE V], cf. (2a)), in which bd acts as
an argument-selecting head; he extends this analysis to “canonical” ba-sentences
and claims that b always heads a causative projection*. Bender (2000) analyzes
bd as verbal head selecting for a subject, an object and a verbal complement; se-
mantically, bd determines the topic-comment packaging of the sentence. My ar-
guments for bd as head are partly linguistic and partly stem from analytical ease.
First, the head status is in accord with diachronic facts: in Ancient Chinese, bd
was a lexical verb denoting physical manipulation and thus a head in earlier stages
of development of the language. As illustrated in (2), there are still instances of
the construction in which bd acts as a causative head. Second, we have seen that
the bd-construction is associated with a number of constraints that may alter its
surface form depending on the choice of the verb. An analysis of bd as head of
NP (preposition or case marker) would run into difficulties when expressing the
co-occurrence restrictions between verbs, bd-marked NPs and potentially required

3Some stative verbs apparently combine with manner adverbs (e. g. love passionately, resemble
closely). However, these manner adverbs are interpreted rather as degree modifiers than as “true”
manner adverbs (Katz, 2003); besides, they modify not the state itself, but rather associated events
that are recovered by coercion.

“It is not clear what contributes the causative semantics in hé-constructions which do not describe
causative events. ...
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additional verbal dependents. Finally, we have seen that the bd-construction can
be used with different argument distributions (2); in some of the forms, bd selects
arguments (e. g. causatives) or creates additional argument positions (e. g. retained
objects).

5.2 Type constraint and complement attraction

I focus on the canonical argument distribution of the bd-construction. In this ar-
gument distribution, the use of bd does not make an additional contribution to the
event structure of the sentence. Of course, this is not to say that bd has no se-
mantic import: it impacts on the referential properties of the ba-NP and on the
overall information packaging of the sentence and changes. Information packag-
ing is not considered here; the switch in referential properties is relevant inasmuch
as it changes the event structure of the sentence, eventually yielding a reading of
telicity, “holistic” affectedness etc.

Thus, abstracting from referential and information-structural properties, bd
seems to be a vacuous head that does not contribute relations of its own. The
semantic constraint for ba is as follows:

PHON (ba)

38
(38) SUBCAT<. .. [coNTENT | RELS (... [ scale-rel . ..)).. >

The satisfaction of the semantic constraint hinges on the composition of the
SUBCAT list of bd. I use the complement attraction mechanism proposed initially
by Hinrichs and Nakazawa (1989) and largely adopted in analyses of verbal com-
plexes and complex predicates. Ba is a head that selects for a verbal complement
and attracts the arguments of the verb; the index of bd is identified with the in-
dex of the verb, restricting the range of possible verbs to verbs contributing event
arguments:

PHON (ba)
ARG-ST [0]{ NP, NP
(39) |suBcaroj@({V @< >
CONTENT | INDEX [3] event
CONTENT | INDEX

Here, if the verb already is a scalar-change predicate, it contributes a scale
relation that licenses the use of ba.

5.3 Satisfying the semantic constraint

We have seen how bd attracts the semantic arguments of the verb and realizes them
in syntax. In the following, I will use a similar approach for additional dependents
of the verb which will allow them to satisfy the semantic requirement of bd.

The proposed feature architecture relates to the adjuncts-as-complements ap-
proach, which targets the observation that adjuncts and complements should re-
ceive a unified treatment for certain phenomena (e. g. case assignment: Przepidrkowski
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(1997), extraction: Bouma et al. (2001), diachronic adjunct-to-complement change:
Bender and Flickinger (1999)). Bouma et al. assume three levels for the represen-
tation of dependency relations. Besides distinguishing between gaps and locally
realized dependents, the more differentiated architecture formalizes two kinds of
relationships between head and dependent:

e Selection: the head combines with a dependent in order to achieve well-
formedness.

e Dependency: the head does not select for the element. It is optional and may
be attached to the head in a given projection.

The following three levels of combinatorial representation are stated:
e DEPS: all dependents incl. gaps

e VAL: all locally realized dependents (excl. gaps)

e ARG-ST: only selected (required) elements

The correlations between the three features are shown in the following:

(40) verb — |DpEPs[1] @ 2llist(adjuncts)

SUBCAT ([1]

ARG-ST [1] ]

In the bd-construction, inherently optional dependents of the verb may become
obligatory once the verb is used with bd: if the bd-construction is instantiated
with non-scalar verbs, additional dependents are required that fulfill the semantic
requirements of bd. These dependents are normally not selected by the verb. Thus,
a straightforward solution would be to code them on the DEPS value of the verb,
thereby keeping their status as lexically optional dependents. The DEPS value of the
verb is then inherited onto the ARG-ST value of bd, which renders the dependents
necessary for the well-formedness of the sentence:

[PHON <ba>

HEAD [5]
41) SUBCAT@@<V DEPS @<,,_{MOD \ HEAD]> >

CONT | KEY
KEY non-scalar-change-pred
CONTENT |RELS (... [Uscale-rel . ...)

The following structure shows the analysis of example (7a), repeated here as
(42):

(42) Zhangsan bd zhe shi  xidng *(de tai b&iguan).
Zhangsan BA this affair think DE too pessimistic

‘Zhangsan thinks too pessimistically about this affair.’
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[PHON <ha>

HEAD

SUBCAT[0] @ ( V|DEPS MOD | HEAD
(43) """ | CONTENT [KEY pessimistic} o

CONTENT | KEY think-rel

INDEX [3]
RELS(...[1...)

CONTENT |:

6 Conclusions

We have seen that the bd-construction has an event structure that cannot be ex-
haustively captured in terms of aspectual properties or the often used criterion of
affectedness. I have proposed an account of the semantics in terms of a scalar
constraint; such an analysis is more flexible in that it allows for different scalar
properties (manner scales, temporal changes, paths) to license the bd-construction.
The different acceptability conditions for verbs and the potential requirement of
additional dependents on the verb naturally follow from the constraint.
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Abstract

This paper deals with expletives that are inserted intosglador struc-
tural reasons. We will focus on the Germanic languages Dad@grman,
and Yiddish. In Danish and Yiddish expletives are insertedreverbal po-
sition in certainwh clauses: For Danish such an insertion is necessary when
the subject is locally extracted from an SVO configuratiomém-assertive
clauses. In Yiddiskvh clauses are formed fromveh phrase and a V2 clause.
If no element would be fronted in the embedded V2 clause, aiegxe is
inserted in non-assertive clauses in order to meet the VG@in@gent. In
addition to the embeddesih clauses, declarative V2 clauses also allow the
insertion of an expletive. In Danish the expletive fills théct position
and is not necessarily fronted. In German and Yiddish théde¢ivp has to
occur in fronted position. In contrast to Danish and Yiddi&erman does
not insert expletives invh clauses. They are inserted only into declarative
V2 clauses in order to fulfill the V2 requirement without hayito front an-
other constituent. In this paper we try to provide an accthattcaptures the
comonnalities between the three languages while beingtatdecount for
the differences.

1 Introduction

This paper deals with expletives that are inserted intosgladior structural reasons.
We will focus on the Germanic languages Danish, German, didish. In Danish
and Yiddish expletives are inserted in preverbal positioodrtainwh clauses: For
Danish such an insertion is necessary when the subjectafijjaextracted from
an SVO configuration in non-assertive clauses. In Yiddwiclauses are formed
from awhphrase and a V2 clause. If no element would be fronted in tHeedded
V2 clause, an expletive is inserted in non-assertive ctairserder to fill the V3
requirement. In addition to the embedde&t clauses, declarative V2 clauses also
allow the insertion of an expletive if no other element isnted. In contrast to
Danish and Yiddish, German does not insert expletiveshrclauses. They are
inserted only into declarative V2 clauses in order to fulfile V2 requirement
without having to front another constituent. In this paper tny to provide an
account that captures the comonnalities between the tAnggidges while being
able to account for the differences.

The paper will be structured as follows: Section 2 discuisephenomenon in
detail. Each language is described in a separate subsedgtioepecial discussion
of whclauses in Danish. Section 3 discusses the analyses: westugigxical rule
for the introduction of an expletive that accounts for ekipéeinsertion in all three
languages. We will show that Danish expletive insertion @earmrestrictive than
the one in Yiddish since the expletive is inserted in casésoal subject extraction

fWe want to thank the participants of the HPSG 2011 conferéstogiscussion. Special thanks
go to Anne Bjerre for detailed comments. This research wppated by the grant MU 2822/2-1
from the German Science Foundation (DFG).
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only. The distribution of the expletive in German followsiin its SOV character
without any further assumption. Section 4 draws a conctusio

2 ThePhenomenon

The following three subsections deal with Danish, Yiddishd German, respec-
tively. Each subsection comes with a part that gives somkgoaand information
on the respective language and a second part in which thegmagiexpletives are
described.

2.1 Danish
2.1.1 Background

In Danish, the finite verb is either in first (V1) or in secondspion (V2). We
call the V1 and V2 serialization inverted and the VP seréion uninverted. Ex-
amples for an uninverted and an inverted serialization arengn (1a) and (1b)
respectively.

(1) a. fordi [sMax/[vp ikke [vp leesebogen]]]
because Max  not readsbookDEF
‘because Max is not reading the book’
b. [S Max [Vp |%Sel’[vp ikke [Vp 3 bogen]]]]
Max reads not bookDEF
‘Max is not reading a book.’

The position of the finite verb relative to the sententialat&m provides evidence
for verb fronting. In the non-fronted example in (1a) theténverb follows the
sentential negation. In the fronted example in (1b) thediniérb precedes the
sentential negation which left-adjoins to the VP.

The two positions correlate roughly with root and embeddadses, but both
verb positions can occur embedded and non-embedded as &hoavnon-fronted
verb in (2b) and (2c}.

(2) a. Hvemhavdeegentligplaceretbomben?
who had after.all placed bombbDEF
‘Who had placed the bomb after all?’

b. Politiet ved ikke, hvemder egentlighavdeplaceretboomber?

policeDEF knowsnot who EXPL actuallyhad placed bombbDEF
‘The police doesn’t know who had placed the bomb after all.’

'Examples with (DK) are extracted frokorpusDK a corpus of 56 million words documenting
contemporary Danish (http://ordnet.dk/korpusdk).
DK
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c. Hvemder var séheldigatbo der?
who EXPL wassolucky to live there
‘Wish | was so lucky as to live there.’

2.1.2 Positional Expletives

In this subsection, we first discuss expletivesain-clauses. Danislwh-clauses

consist of a fronteevh-element and a uninverted clause from whichwhreelement

is extracted. In non-assertive clauses (interrogativescdiamatives) without verb
fronting, awh-subject requires the presence of the explafige(‘there’) in subject

position? In comparison to (2b) the sentence in (3) is ungrammatical:

(3) Politiet ved ikke, hvemegentlighavdeplaceretbomben.
policeDEF knowsnot who actuallyhad placed bombDEF
‘The police doesn’t know who had placed the bomb after all’

This phenomenon is also observed in other V2 languages \egld-initial VPs
such as Swedish, Norwegian (Taraldsen, 1978; Engdahl)) 1888 Yiddish (Die-
sing, 1990).

The expletive has been analyzed as the reladiee(‘there’) occurring as a
subject relativizer in relative and free relative clausékrier, 1991; Mikkelsen,
2002). But thewh-clauses in (2b) and (2c) are not relative clauses. Theyndezd
clauses and not NPs with a nominal-head and a relative clause as we show in
the following?®

Embeddedvh-clauses occur in S-positions and not NP-positions andliker
clausal complements they trigger the default, neuter gndion agreeing predica-
tive adjectives (4a) instead of the common gender enditigat we see in (4b):

(4) a. Hvemder kommer,erusikkert.
who EXPL comes is uncertainsG.NEUT

b. Hvemerusikker?
who is insecuresG.CoMMm

If hvem edr kommewould be an NP we would expect the common gender agree-

ment like in (4b). Since this is not the case an analysis asrogative clause with

an expletive element rather than a relative pronoun is thewable analysis.
Additional evidence for this analysis is provided by the that embedded/h

clauses can be extraposed and subjdetlauses are anticipated by the pronoun

det ('it') like other clausal subjects (see also Bresnan andrShaw, 1978 for

English):

DK

“The expletive does not occur imh-in-situquestions:han forteeller, HVEM kommer%‘he is
telling WHO comes?’). This confirms that the expletive signdislocation of thewh-subject in
non-reprise questions.

SFree relatives in Danish can be shown to be NPs headed hyttheord and not clauses domi-
nated by an NP as suggested for German in Mller, 1999.
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(5) ...,da [det]blevopklaret, hvemder havdemalet billedet®
when it wasdiscoveredvho ExPL had paintedpictureDEF
‘...when it was found out who had painted the picture,

Extraposed NPs are impossible or highly marked.

Furthermore embeddedh-clauses allow pied-piping of a PP. This is expected
since thewh-constituent is a complement of the embedded verb and ndieof t
matrix predicate. Note that Danish allows clausal complesef prepositions
(thewh-clause is the complement of the prepositamn (‘about)).

(6) Manvar aldrigi tvivi om, for hvem hanshjerteslog’
you wereneverin doubtaboutfor whomhis heart beat
‘You never had any doubts for whom his heart was beating.’

In additionhvem(‘who’) does not occur in free subject relative clauses (Han
sen, 1967), butvem(‘who’) is possible as a subject in embeddeltclauses.

(7) a. ??/*Hvender ryger, far enbgde.
who EXPL smokegjetsa ticket

‘Whoever smokes, gets a ticket.’

b. Hvemder ryger, vides ikke.

who EXPL smokess.knownnot
‘Who is smoking, is not known.’

Finally, the expletive only occurs in non-assertik-clauses. It does not occur
in assertivavh-clauses such as relative clauses modifying awbsiread®

(8) Deto ungdomsvenindervis bgrn  nu giftede sig med
the two school day friendsvhose children now married REFL with
hinander?
each other
‘The two school days friends whose children now were maggach other.’

Thus we conclude that the clauses containileg (‘there’) in (2b) and (2c¢)
are not relative clauses with a relative pronaler but rather interrogative and
exclamative clauses with an expletive.

Having established that ttder is an expletive pronoun, the question remains
under what circumstances such expletives may be or have tosbeed. The
generalization appears to be that the subject position beuiied in non-assertive
clauses without verb fronting. On the analysis in Ertes@tilir, 1984 the expletive

°DK

DK

8The data is slightly more complex. Thérword hvad(‘what') is exceptional in always requiring
the expletive, also in appositive relative clauses (Thitg, 2009). In addition, Vikner (1991) also
accepts an optional expletive in relative clauses sucheasrik in (8). We have found no authentic
examples of this.

°DK
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signals that the subject has to be found elsewhere. But #rnisat be entirely
correct. As (9) shows, no expletive occurs after an advemsraconstituent?
and the expletive is only optional when thé-subject is extracted into the matrix
clause as in (104!

(9) Hvemved du ikke hvor (*der) bor?
who knowsyounot where EXPL lives
‘Who don't you know where he lives?’

(10)  Hvempastarpolitiet  (der) havdeplaceretbomben?
who claimspoliceDEF ExXPL had placed bombDEF
‘Who does the police claim had placed the bomb?’

The clauseastar politiet(‘claims the police’) in (10) is no parenthetical clause
as claimed by Erteschik-Shir (1984). As (11) shows, it al@gverbial modifica-
tion, which is disallowed by parenthetical clauses (sesR&96)'2

(11) Hvempastarpolitiet  [egentlig] havdeplaceretoomben?
who claimspoliceDEF actually had placed bombDEF
‘Who does the police after all claim had placed the bomb?’

The expletive is thus only obligatory in local extractionorRhat reason the
expletive cannot be an element in C ensuring proper govarhwiethe subject
trace as proposed by Engdahl (1985). If this were the funatiothe expletive,
it should be obligatory in non-local extraction as well. Tdogrect generalization
appears to be that the expletive is obligatory to avoid gtviacuous extraction in
non-assertive clauses without verb fronting. Without thgletive, awh-clause as
the one in (2b) is structurally ambiguous.

(12) a. ghvem [s/np i kommer]]
who comes
b. [s hvem kommer]

This ambiguity does not arise in (9), sinkeor (‘where’) as an adverbialh-
word can never be a subject, and no ambiguity arises whewltraonstituent is
extracted into the matrix clause, since the matrix clausélier a clause with verb
fronting as in (11) or an embedded clause with a filled sulgesttion as in (13).

°The present account actually predicts the expletive to e here, contrary to fact. It appears
that the optional expletive can only be clause-initial, fe¢note 11.
1 An optionalder (‘there’) is also observed with extractedn-whsubjects:

(i) Hamtror jeg(der) vinder
him thinkl  ExPLwins
‘As for him, I think he is going to win.’

12This pattern is also observed with the verbal partiolen (‘| wonder’). This is unexpected if
monis an adverbial and no C-element as claimed in Erteschik{30iL0): hvem mon der turde det
(DK) (‘who MON DER dared that’). Here the expletive is also optional.
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(13) Hanspurgte hvem[de] troede (der) vandt.
he asked who theythought EXPL won
‘He asked who they thought was going to win.’

Thus, the presence of the subject expletive shows thawltheonstituent is not in
subject position (see footnote 4) and that the verb is nontéd.

While we have been discussing expletives mainly in the ctrdkinterroga-
tives, they are not restricted to interrogatives: it is fldego have them in normal
V2 sentences, as the examples in (14) demonstrate:

(14) a. Der kom nogleklovneind
EXPL camesomeclownsPART

b. S& kom der nogleklovneind ...13
thencameeXPL someclownsPART
‘Then some clowns entered ...’

(14a) shows that theéer can fill the position before the finite verb and (14b) shows
that it is also possible to keep the expletive in the postiesibea.

2.2 Yiddish

In the following section we want to compare Danish with Y&ldiwhich also fea-
tures an expletive in locakh-extraction in non-assertive clauses. A comparison
with Yiddish is interesting since Yiddish is a West Germalaicguage with em-
bedded topicalization and a dominant VO order. Thus it diffeom German in
being VO and it differs from Danish in having embedded tolptedion (which is
restricted in Danish).

2.21 Background

Yiddish is a V2 language just like Danish (Prince, 1989; igs 1990, 2004).
The first position can be occupied by almost any constituasitcanonically it is
occupied by the subject (Prince, 1989, p.3). This is alsgthstion of thewh-

word in awh-main clause (examples from Diesing (2004), her examples (1c¢)

and (5b))*

(15) Maksvet zingenalidl
Max will sing asong
‘Max will to sing a song.’

(16)  Nekhtn hot maksgezungeralidl
yesterdayhasMax sung asong
‘Yesterday, Max sang a song.’

3KorpusDK

Diesing (2004) shows that Yiddish also allows multi frogsnof wh-constituents irwh-main
clauses. We will not be concerned with that here, but our@ticoan accommodate these structures
by allowing head-filler structure to have another headrfgkeucture as the head-daughter.
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(17)  Ver hotgegesrabrukve
who haseaten aturnip
‘Who ate a turnip?’

According to Diesing (1990, p.41-42), Yiddish is an SVO laage. Diesing
assumes that the finite verb moves for interrogative vetialiand V2 sentences.
This is motivated by considering particle verbs: The infinsitform of particle
verbs looks like the German form, that is, the particle isadiged to the left of
the verb (18a). As in German, the particle is stranded inadatiVe clauses with a
finite verb (18b), it cannot be linearized leftadjacent ®Werb as in (18c).

(18) a. Ikhvel avekshikndosbukh.
I will away-sendhe book
‘| will send away the book.’
b. Ikhshikiavek vi dos bukh.
I sendawaythebook

c. *Ikh avekshik dosbukh.
| away-sendhe book

In contrast to Danish, Yiddish also exhibits the V2 ordernmbedded clauses,
that is, any constituent can be fronted, also in the preseheecomplementizer
(19a) or awhrword in an interrogative clause (19b).

(19) a. lkhmeynaz haynthot Max geleyentdosbukhl®
| think thattodayhasMaxread the book
‘| think that Max read the book today.
b. Ikhveys nit [vos Max hot gegesn}-®

I knownot whatMax haseaten
‘I don't know what Max has eaten.’

2.3 Positional Expletives

Embedded interrogative clauses differ from main clauselatwh-words do not
occur in the position immediately before the finite vevifrwords are combined
with V2 clauses, giving rise to V3-clauses as in Diesing’araple in (19b). In
(19b) the preverbal position is filled by the subjdtax. If the subject is avh
word itself or if the subject stays in post-verbal positi@itt{er within the S or
in an extraposed position), the preverbal position has tfilled by another con-
stituent. If no other constituent is fronted, the expletasy(‘it’) occurs (Prince,
1989; Diesing 1990, Section 5.1, 2004). Compare the folignexamples from
Prince (1989) (her examples (2b), (3b) and (6b)).

(20) a. ver es iz beserfarir iz beserfar mir
whoeverexpL is betterfor heris betterfor me
‘Whoever is better for her is better for me.’

Diesing, 1990, p. 58.
Djesing, 1990, p. 68.
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b. ikhhob zi gefregtver es iz beserfar ir
I haveherasked whoEXPL is betterfor her
‘| have asked her who is better for her.’
c. ikhhob im gefregtvemenes kenenaledaynekhaverim
I havehimasked whom ExpL know all your friends
‘I asked him whom all your friends know.’

The only exception are subject-relative clauses wheredgpie position is al-
lowed to be empty. Compare example (21) from Prince (1988) €kample (1a)).

(21) dermelamedvos iz beserfar ir  (is beserfar mir).
theteacher thatis betterfor her is betterfor me
‘The teacher that is better for her is better for me.’

The generalization is the same as in Danish: an embedtiedause is always
V3 (except for subject relative clauses). The differendsvben Danish and Yid-
dish is that the position of the subject is fixed in Danigclauses: The subject
can only occur to the left of the finite verb. Therefore theletiye only occurs in
subject-extraction which would otherwise result in a V2istare. In Yiddish, the
subject can also occur postverbally.

The insertion of expletives is not restrictedvwib-clauses. Example (22) shows
that the insertion of an expletive is possible if the spealss not want to front
another element:

(22) Es geynmentshn.
ExPL walk people
‘There are people walking.’

In contrast to Danish, the expletive has to be fronted, thoug
(23) * Mentshergeynes.
people walk EXPL
24 German
24.1 Background

Like Danish and Yiddish, German is a V2 language. Howeveiffeerd from these
two languages in beeing an SOV language. Like in Yiddish #rdqe of a particle
verb is serialized to the left of the verb for non-finite vednsl finite verbs in final
position. In V1 and V2 clauses however, the particle remairigial position and
the verb is linearized initially.

2.4.2 Positional Expletives

Interestingly, unlike Danish and Yiddish, German does niatnapositional ex-
pletives in verb-final clauses at all. So clauses with a cemphtizer, embedded
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interrogative clauses, and relative clauses do not alloyedeitional expletives, as
the respective examples in (24a—c) show:

(24) a. *dases einMannhereinkommt

that ExXPLa man into.comes
‘that a man entered’

b. *Ichfrage mich,wer es hereinkommt
|  wonderseLF who EXPL into.comes
‘I wonder who entered.’

c. *derMann,der es hereinkommt
theman whoEXPL enters

However, like in Yiddish it is possible to have an expletivethe preverbal
position in a V2 clause. This expletive can be used to get tAeséhtence type
without having to front another constituent of the senteif2g) shows an example:

(25) Es kamendrei Mannerzum Tor herein.
EXPL came threeman to.thedoorin
‘There were three man entering the door.’

Like in Yiddish, the expletive is restricted to the positibefore the finite verb.
Sentences with the expletive in the Mittelfeld are ungraticah

(26) *Drei Mannerkamenes  zum Tor hinein.
threeman came to.thedoorin

3 TheAnalysis

This section consists of three subsections: Subsectiois 8dncerned with link-
ing, Subsection 3.2 with clause structure, Subsection B8udses the lexical
licensing of expletives, Subsection 3.4 gives exampleyaeal of interrogative
clauses and Subsection 3.5 specifies constraints on thiulisin of expletives.

3.1 Linking

We assume that all grammars of natural languages contaatwéecallednRG-ST
that describes the valents that depend on a certain head. lithis mapped to
valence features likeprandcomMps The mapping can differ from language to
language or rather from language class to language clagsingtance, English,
Danish and Yiddish map the subject of a verb oatm and all other arguments
onto comPs and German maps all arguments of finite verbs antavps the
value ofsprbeing the empty list.

Lexical items for transitive verbs with their arguments ipegh to valency lists
are given in (27):
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(27) a. Danish and Yiddish (SVO):
SPR <NP[str]i>

COMPS <NP[str]j>
_ARG-ST <NP[str]i, NP[str]j>_

b. German (SOV, free constituent order):
[sPR () ]

COMPS <NP[str]i, NP[str]j>

ARG-ST <NP[str]i, NP[str]j>

str stands for structural case. For Danish and Yiddish the aegtsrare mapped
ontosprandcompPs The specifier head schema together with the head comple-
ment schema licences classical NP VP structures (see 88c®and for a concrete
example Figure 2 below). For German, we assume that sulgefitste verbs are
represented in the same valence list as complements, thléysare members of
the compslist (Pollard, 1996). The difference in linking that is refied in (27)
corresponds to the difference between VO and OV langugagsiecounts for a
number of differences between the respective languages. H&iler, 2010 for
details.

A formalization of the mapping constraints for verbs is pded in (28):

(28) a. Danish and Yiddish:
[sPR <>
COMPS
ARG-ST <> ®

b. German:
SPR ()

COMPS
ARG-ST

(28a) spplits thearRG-ST list into two lists. The first list has to contain exactly
one element: the subject. This element is the sole elemetiteatPR list. In
Danish all finite verbs have to have a subject. In German athehts fromarG-

ST are mapped tecomps German differs from Danish in allowing subjectless
constructions.

3.2 Clause Structure

Clause structures are licenced by schemata for head-gpattiiases and head-
complement-phrases. We assume a non-cancellation appt@aelence, that is,

realized arguments are not taken off from the valence lisharked as realized

(Meurers, 1999; Przepiorkowski, 1999; Bender, 2008; M{i2608a).
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The tree languages under discussion differ from each ath&rious respects:
German is verb final (OV), while the other two languages amb-imitial (VO).
This is captured by assigning Danish and Yiddish verbsnimeAL value ‘+" and
German verbs the value-*. An LP statement ensures that heads with an inital
value ‘+' are lineraized before there complements and heatsthe value -’
are linearized after their complements. Specifiers aratined to the left of their
heads in all three languages.

We assume the following schema for head complement coniuirsat

Jom

ARGUMENT
3
REALIZED — @

Schema 1 (Head Complement Schema)
head-complement-phrase

ARGUMENT
REALIZED +

SYNSEM|LOC|CAT|COMPS[] @& <

HEAD-DTR|SYNSEM|LOC|CAT|COMPS[I @ <

NON-HEAD-DTRS < [SYNSEM

Loc|cAT|comPslist of spirits” >
LE

Arguments are represented together with a bimeEyLIZED feature. Arguments
that have not been realizeHEALIZED value *—’) can be realized as the non-head
daughter. The respective argument is markeamssLIZED+ at the mother node.
German is a language with rather free constituent orders iBhcaptured by al-
lowing the Head Argument Schema to combine a head with atranpielement
from thecompslist. For languages like English or Danish, we assume [Thast
the empty list and hence a fixed order results (Muller, In Brajon). A parallel
schema is assumed for head specifier phrases.

(29) shows a general constraint on Head Filler Phrases:

(29) head-filler-phrase=
[ VFORM fin|] |
HEAD
LOC|CAT [verb ]

HEAD-DTR cowmpslist of spirits

INHER|SLASH ([0)
TO-BIND|SLASH ([1])

Loc
NONLOC|INHER|SLASH ()

Both the V2 clauses in all three languages and the interik@getauses are subtypes
of this general constraint. V2 clauses in all three langsagguire the verbal
projection to contain a verb in intial position, that is, amarted verb order.
Sentences with the finite verb in initial position are anatyzvith a special
lexical item for the inverted verb that selects a verbal ggtipn from which the

NONLOC [

NON-HEAD-DTRS <
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verb is missing (Borsley, 1989; Kiss and Wesche, 1991; Msui2000; Mdiller,
2005).

The lexical rule that licences an inverted verb is given B){(3

(30) I:exical Rule for Inverted Verbs:

VFORM fin
SYNSEM|LOC [I |CAT|HEAD [INV - N
verb
[ [ i [VFORM fin 117
INV +
HEAD |INITIAL +
DSL none
verb
CAT L 4
SYNSEM|LOC DSL
HEAD
CAT verb
comps ( |LocC _ N
| coMpslist of spirits
CONT[2]
CONT[2]

This lexical rule maps an uninverted verb onto an inverteel drhe inverted verb
selects for a projection of a verbal trace, that is, a verbajeption with alocal
object as value absL (DOUBLE SLASH). The properties of the trace are projected
along the head path and identified with the local value of tipeii of the lexical

rule (@). Together with the trace in (31) we get the analysis in Feglifor the
German sentence in (32):

(31) Trace for Head Movement:
PHON ()

LoC CAT|HEAD|DSL [1]

(32) Liest er dasBuch_;?
readshethe book
‘Does he read the book?’

Due to space limitations the analysis cannot be discussetbie detail. The in-
terested reader is referred to the references cited abdeduiiller, 2008b.

The analysis of the Danish analogue of (32) is given in Figure

A verb second sentence can be analyzed as a verb first semtighame con-
stituent extracted. So V2 sentences in all three languagessiances of head filler
phrases with the additional requirement on the head daughbeINVERTED+.
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V[comps([1)]

TN

V[comps([)] @V[DSL[Z,
SPR(),

comps( &, [f1)]

V1-LR A

V[Loc 21] BINP[noni V[DsL[2],
SPR(),
comps (3], #1)]

/T

NP[acd V[2[DsLI[2],
SPR(),
comPs([3], )]

|

liest er das Buch —

Figure 1: Analysis of the German senterigest er das Buch?

3.3 Lexical Licencing of Expletives

As we showed above the positional expletives are licensdiffarent phrase struc-
tural positions in the languages under discussion: Theetixpt are found in the
subject position in Danish SVO structures, but in prevepuaition in Yiddish and

German V2 clauses. The commonalities are captured by apsim#that assumes
that these expletives are licenced lexically by a lexic that introduces the ex-
pletives into theARG-ST list:

(33) [

HEAD verb HEAD verb
ARG-ST ARG-ST ( NP[Inom] ., ) ®

This lexical rule adds an expletive pronoun at the first pmsibf the ARG-ST
list. The case of this NP is marked to be lexical nominativeas€assignment
operates omRG-ST and assignes nominative to the first NP with structural cade a
accusative to all other NPs with structural case (Przepigski, 1999; Meurers,
1999; Meurers, 2000, Chapter 10.4.1.4; Miuller, 2002, $acti.4). Since the
presence of positional expletives does not influence casgrasent, the case of
such expletives has to be lexically assigned.
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V[comps(1)]

_—

V[comps([i)] @MV[DsL[Z],

SPR([@),
comps ()]
VIR /\
V[Loc [2]] NP[nhoni V[DsL[2],
SPR([3]),
comMPs( [1)]
V2][DSL [2], NP[acd
SPR([]),
comPs{[)]
leeser de _ bogen

Figure 2: Analysis of the Danish senteniceeser de bogen?'Does he read the
book?’

Apart from case assignement, agreement refers to the firstitPstructural
case (Mduller, 2008b, p. 212). By assuming that the case aéxpketive is lexical,
we make correct predictions as far as agreement is concerned

The iterative application of this rule is blocked by a coasir that requires that
the elements of tharG-ST list are referential. This also excludes the application
of the rule to lexical items like weather verbs that inhegeselect for an expletive
argument.

3.4 Interrogatives

The schemata for interrogative clauses in Danish, Yiddisd,German are variants
of the Head Filler Schema:wah element is combined with a sentence with a gap.
For Danish, the sentence is in SVO ordeNI{IAL +, INVERTED—), for German
it is in SOV order (NITIAL —, INVERTED—), and for Yiddish it is in V2 order
(INITIAL +, INVERTED+). The feature combination for Yiddish would also apply
to V1 sentences as they are used in yes/no questions. Headglitional marking
of the V2 status is needed, which is not discussed here.

The analyses of interrogative clauses in Danish, GermahYatuish are given
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in the Figures 3, 4, and 5, respectively.

V[spPr(),
compPs( [, [#1)]

PN

NPd[noni V[sPR([l),
comps( [#, @),
SLASH ([4)]

T

@ NP[nom V[sPr{d),
comps( ], ),
SLASH ([4])]

T

V[sPR([D), B/ NP[acd
comps([#], 3]),
SLASH ([4)]

T

V2[INV —, NP[nomLocC [4],
SPR{[M), SLASH ([4])]
comps( 2], 3])] '

|

hvem det leeser bogen

Figure 3: Analysis of the Danish senterfoeem det lseser bogen

3.5 Constraintson the Distribution of Expletives

With the lexical rule in (33) we capture the commonalitiesameen the languages,
but how are the differences explained? In Danish, an explésiinserted, if the

subject is extracted. In Yiddish and German the expletiviegsrted in the filler

position if nothing else is extracted. German and Yiddisteds from Danish in not

allowing expletives in embedded clauses (see (23) and.(Z8)3 can be explained
by the following language specific constraints on expleitiaertion:

(34) Constraint on lexical rule output in German and Yiddish

LOC
ARG-ST m ol
NONLOC|INHER|SLASH
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V[SPR(),
comps( 2, #)]

A

NH4[non V[sSPR(),
comps (2], @),
SLASH ([4])]

T

NP[nomLoc 4, V[SPR(),
SLASH ([])] compPs([#, ),
SLASH ([4)]

TN

NP[acd VE[INV—,
SPR() ,
comMpPs([2],[3])]

|

wer das Buch liest

Figure 4: Analysis of the German sentemeer das Buch liest
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V[comps([]),
SLASH ()]

T

NPZ[nom V[comps (),
SLASH (12])]
NPE][Inonq V[comps (),
SLASH (2], 81)]
V[comps ()] @ V[psL ],
SPR(@),
comps([#, M),
SLASH (2, B])]
V[Loc NP[hom Loc 3], ] V[DsL{],
SLASH ([3])] SPR([E]),
comps([#, 1),
SLASH (121)]
V[DsL [4, NP[acd
SPR({[E),
comps(I[#, @),
SLASH ([2])]
VE[INV —, [6) NP[nom Loc [2],
DSL[, SLASH ([21)]
SPR([),
comps([6), )]
ver es leyent _ _ dem bukh

Figure 5: Analysis of the Yiddish sentencer es leyent dem bukh

While Danish allows the expletives to be realized in the scigposition even in V2
sentences (see (14b)), this is excluded in Yiddish and Gerinaghese languages
the first element of theaRG-sT list is extracted. The first element is the expletive.
The expletive element is in theLASH-Liste and hence part of a nonlocal depen-
dency that has to be bound off by the head-filler-schema. @$ective structures
are V2 sentences that can be used as root clauses in Germaiddish and as
part of embedded clauses in Yiddish. Since German embedtitagatives, rel-
ative clauses, and complementizer clauses do not involuoal dependencies,
it is explained why positional expletives are not allowe@mbedded clauses.

While German and Yiddish allow the extraction of subjectani3h forbids the
local extraction of subjects. The respective structureiisrgin Figure 6. Such
structures can be ruled out by the following constraint:
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S

T

NP S/NP
N
NP/NP VP
| |
hvem _ kommer

Figure 6: String vacuous movement is forbidden in Danish.

(35) Constraint for Blocking local extraction of the sultjéidanish):

[ INV — 1
HD-DTR |SSLOC|CAT|HEAD :
STYPENON_assertive

CASE nom
LOC|CAT|HEAD —
N-HD-DTRS { |SS noun

NLC|INHER|WH ([1)

| head_filler_phrase

[HEAD-DTR\SQLOC\CAT\SPR( [ ARG|NONLOCJ|INHER|SLASH ()] ) ]

This constraint says that the elementsiPrR may not be extracted if the filler of
the head filler structure is the subject andvla element. By assuming a raisng
spirits approach it is possible to formulate this constraince information about
the specifier is still accessible although the specifierabzed in a position internal
to the head daughter. The same effect could be reached wifbaturexArRG that
was used by Sag (2007) to make an external argument acee$sibborpuses
similar to the one under discussion here (see also BendeFlatinger, 1999).
However, since the raising spirits approach is used forrgphenomena as well
(Mdller, 2008a), we do not introduce thenRG feature but use the information
that is available in the spirits.

If the wh-element is nonlocally extracted, this constraint doesappty as in
(11) or it is satisfied by the matrix subject as in (13). Therefthe embedded
clause can either be headed by a verb with a subject trace ar(bgn-fronted)
verb subcategorizing for the expletider (‘there’) and an extracted argument. This
accounts for the optionality of the expletive in non-locsraction (ex. (10)). The
expletive observed with the colloquial use of a pleonasiimglementizer (Vikner,
1991) hvem_at*(der) kommer(‘who that ExpL comes’) follows from the lexical
rule and an independently needbdt-trace filter (TRACE PRINCIPLE).
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4 Conclusion

This paper discusses positional expletives in Danish, isfigdand German. A
lexical rule is suggested that introduces an expletive il RG-ST list of verbs.
Constraints were formulated that ensure that the explé&tiextracted in Yiddish
and German and that block local extractions of subjects imdba

The analyses are implemented in the TRALE system. The graurfitaganents
for Danish, German, and Yiddish can be downloaded from Mtipsg.fu-berlin.
de/Projects/core.html.
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Abstract

Sluicing is widely regarded as requiring an analysis viatieh opera-
tions. We examine critically and reassess the motivatiom fideletion anal-
ysis of Sluicing, offering cross-linguistic and languagéeernal evidence in
support of a fundamentally semantic constructional adtéve like the one
proposed by Ginzburg and Sag (2000).

1 Introduction

Sluicing, one of the most discussed ellipsis phenomenauraldanguages, presents
interesting challenges for nontransformational thearfegammar likeHpsG The
wh-expression isolated in Sluicing (the Sluicing ‘remnantihich may function
as either a main or embedded interrogative clause, typiegibears with a corre-
sponding element in the immediate linguistic context (twerelate’), as illustrated

in (1)—(2):
(1) a. Someone left the room yesterday, but | don’t knowho.

b. Someone left the room yesterday. | wonderho.

(2) A: Someone left the room yesterday.
B: Who?

But Sluicing remnants sometimes appear without correlatpeenomenon dubbed
‘sprouting’ by Chung et al. (1995):

(3) a. They gave away the farm, but | don’t kno@whom.

b. They gave away the farm. | don’t knaw whom.

(4) A: They gave away the farm.

B: Towhom?

There are three theories of Sluicing that have been disdusdhe literature.
The first of these is th®eletion theory (Ross 1969, Sag 1976, Merchant 2001),
where a transformational operation deletes a redunslémt 1P) that immediately
follows an interrogativevh-expression that has been fronted, as sketched in (5):

TWe would like to thank Barbara Citko, Donka Farkas, JomatRanzburg, Vera Gribanova, Julia
Horvath, Polly Jacobson, Shalom Lappin, Jason Merchants @lotts, Susanne Winkler, and all the
participants at the Stanford Ellips’Event (April, 2011)deait the HPSG 2011 Conference in Seattle.
Thanks also to the American Philosophical Society and tHislPdlinistry of Education (research
grant NN104097538 to Joanna Nykiel) for their support of Mk travel and research.
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(5) a. ..butldon'tknow p [+ ] [7p Kim likes [Who]]]. ~ wh-movement
b. ..butldon’tknow pp [+ Who;] [;p Kim likes _; 1. ~ siicing
c. ..butldon'tknow Ep [+o Who; ][;p €]].

(where deletion ofp is possible just in casespmeonei [Kim likes i ]| is
‘e-GIVEN'.)

In the second approach to Sluicing, usually referred to.asCopying’} LF
(LoGICAL FORM) is taken to be a level of syntactic representation thatridmres
to the determination of linguistic meaning. LA-Copying theories, the antecedent
clause provides anF representation that is copied into the skeletal LF of the-rem
nant structure, as indicated in (6):

(6) [SomeoneX] [;p X left the room yesterday] .
but | don’t know [op [Who X] [p €]].~

but | don’t know [op [Who X] [;p X left the room yesterday] ].

Finally, there is a ‘Direct Interpretation’ approach toiging,? where the rem-
nant clause is generated ‘as is’ and assigned an intelipreta the basis of the
surrounding context. In the GS00 analysis, which is thesbfasithe analysis we
adopt here, Sluicing remnant clauses are licensed by arootish that fits into a
broader family of ellipsis constructions, including thassponsible for sentence
fragment and short answers wh-questions and others that license reprise uses
of Sluicing and norwh fragments. This construction, which can be informally
rendered as a ‘S» XP[wh]' production, is discussed further in section 8 below.

As of this writing, there seems to be broad agreement amdipgislresearchers
that some version of Merchant’s deletion theory must besobiior Sluicing, if not
for ellipsis phenomena in general. This conclusion, if eoty could be deeply
troubling for researchers iAPSG since the transformational operations (move-
ment, deletion) that are essential to Merchant's theorynsemadly inconsistent
with HPsGtheory. Indeed, they are an anathema to any theory baseteqoa
principles of linguistic models as solutions to sets of ¢a@ists, i.e. the founda-
tions of model-theoretic grammar.

In this paper, we sketch a line of argument (which we devetoméore detail
elsewhere) to the effect that:

1. Merchant’s particular assumptions about the nature efédundancy pre-
condition for Sluicing are problematic, but can be corrddig appeal to the
identity condition proposed in Sag and Hankamer (1984).

!See Williams 1977 and Chung, Ladusaw, & McCloskey 1995, apuhers.
2See Ginzburg and Sag 2000 (henceforth GS00) and Culicovackeadoff 2005.
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2. The arguments in the literature for deletion-based thearf Sluicing are
flawed, including, for example, Merchant’s ‘P-Strandingiénsal’.

3. There is syntactic and semantic evidence against delbteed theories of
Sluicing, but consistent with Direct Interpretation madel

4. A minor update of GS0Q’s proposal in order to incorporateémental con-
text restrictions can explain new data that is inconsisteith competing
models.

The proposal we adopt, based on GS00, but cast within a cotisti-based con-
ception ofHpsGthat is also known asiEN-BASED CONSTRUCTION GRAMMAR
(sBc@), provides a principled account of the wide range of data xegrene.

2 The Semantic Basisof Ellipsis

Ellipsis is fundamentally semantic in nature: the contdrdroelliptical utterance
is determined by the content of an appropriate linguistieeegdent. Deletion pro-
vides a seemingly simple account of the interpretation lgftedal utterances. But
what is the identity condition licensing ellipsis? The satic form of the remnant
and the antecedent may differ in ellipsis, as Sag (1976)rebddor vr-Ellipsis
and Merchant (2001) for Sluicing:
(7) a. Kim doesn’t want anything, but Lee dogantsemething.
b. These people have gall bladders, but | dbateagaltbladder.

c. | went home when they wouldrgeheme.
| can't play quarterback. | don’'t even know hésvplay-guarterbaeck

e. | remember meeting him, but | don’t remember whemethim-.

o

Facts like these are reconciled with ellipsis theory by Sabréankamer (1984),
who discuss further relatedc-Ellipsis data like (8):

(8) A: Do you think they'll likehimg?
B: Of course they will_. [ _ = A\z[like(x,C)]]

(9) A: Do you think they'll likeme?
B: Of course they will_ . [ _ = A\x[like(x, A)]; # \x[like(x, B)]]

Sag and Hankamer offer a purely semantic identity condampart of their treat-
ment ofvp-Ellipsis, which is sketched in (10):

3sag and Hankamer were following Sag (1976) in assuming tyas gould not be rebound in
ellipsis, an assumption that is now known to be false. We edglitinue to make this simplfying
assumption, though nothing hinges on it.
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(10) Deletevp, in S, only if:

1. ¢ isthe Kaplan-context of S

2. G is the Kaplan-context of some sentengendt subsequent to.3n
discourse, and

3. thereis som&p, in S, s.t. for all assignmentsg,

[vecll = [[ve.]) .

The deletion theory o¥P-Ellipsis offered by Merchant (2001) is similar, but
weaker:

(11) a. Anexpression E countsasIVEN iff E has a salient antecedent A and,
modulo3-type shifting,
1. Aentails F-clo(E), and
2. E entails F-clo(A)

b. Focus condition orp-ellipsis:
VP, can be deleted only P, is eGIVEN.

In particular, his approach weakens the identity condifrem identity of sense
(the meaning of a linguistic expression fixed in a given cei@s shown in (10)),
to a condition requiring that the deletion target basivVEN’, where this notion is

defined as in (11a).
If we ‘update’ Merchant’s (2001) analysis so that it is cetent with the data

discussed in Sag and Hankamer (1984), we arrive at the mabttifery of Sluicing
shown in (12):
(12) a. Avp. can be deleted only WP, is e-GIVEN.

b. AvP. can be deleted only if there is a (saliemnt), in the surrounding
context s.t. for all assignmenjs
1. [[F-clo(vr.)]]%7 F [[F-clo(vr,)]]¢/ and
2. [[F-clo(vr,)]]%7 F [[F-clo(vr,)]] .

c. i.e.onlyif[[F-clo(vp,)]]¢ = [[F-clo(vPy)]] ¢/

In familiar cases like (13), Merchant's analysis would thieanse ellipsis:

(13) Kim will visit Lee, and then Sandy wilkisit-Lee.
J-clo(vp,) = F-clo(vP,) = Ix.x visit Lee.
3-clo(vp.) = F-clo(vp.) = Ix.x visit Lee.

Mutual entailment holds, ser-ellipsis is possible.
But a serious problem for MerchangsGIVEN identity condition has been iso-
lated by Hartman (2009), who observes the ‘Relational Opgofuzzle’ exem-

plified in (14):
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(14) *John will beat someone at chess, and then Mary lasete-semeeneat
chess.

Here the predicate in the antecedebéd) and the predicate in the ellipsis site
(lose are relational opposites. Because of this, the followangd hold:

(15) a. 3-clo(vp,) = F-clo(vp,)
= 3Ix.X will beat someone at chess.

d-clo(vp.) = F-clo(vpP.)
= 3Ix.x will lose to someone at chess.

b. vp, and vP,. satisfy mutual entailment module-type shifting. (If
someone will beat someone at chess, then someone will Ieseeteone
at chess, and vice versa.)

Thus in (15),vP. is e-GIVEN, which would license ellipsis in (14) under Mer-
chant’s proposal. But ellipsis in (14) is clearly impossibl

This Relational Opposites Puzzle is problematic for Mentsg2001) account
of vp-Ellipsis, but Sag & Hankamer’'s (1984)'s semantic theoryvetEllipsis
solves the puzzle straightforwardly. Since only the sense is relevant to the
possibility of deletion, the in-context mutual entailmenthe existential closures
of distinctvp-senses is simply irrelevant to determining the possybdftdeletion.

It should also be noted that the facts considered in thisoseate problematic
for LF-Copying theories of ellipsis, e.g. the-Ellipsis theory of Williams (1977)
and the theories of Sluicing developed in Chung et al. (1293.1)... Copying a
piece of LF into a new syntactic context will lead to its besgmantically inter-
preted in the new context. Hence LF-Copying theories, witlsome arbitrary and
otherwise unmotivated codicil, also predict the wrongriatgion of ellipsis and in-
dexical interpretation. This point will prove to be relevéater, when we consider
the direct interpretation theory of Sluicing in more detail

3 Argumentsagainst Deletion

There are two powerful arguments against deletion-bassatits of Sluicing whose
significance has, in our view, been insufficiently appredat

Sluices without Sources: As has been argued by GS00 and Culicover and Jack-

endoff (2005), there are numerous examples to be found wiaeh no plausible
source in a deletion-based analysis of Sluicing:

(16) a. What floor? Where to? How many more? What else? WTF?
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b. Guess whof,...
c. A:Would you like a drink? B: Yeah, how about scotch?
d. A:lsawit. B: You sawwHAT? [Nonechoic Reprise Use]

Merchant (2004) seeks to rebutt this argument by corredlgting out that the
question of what should be regarded as Sluicing, as opposatitstance of some
other kind of nonsentential utterance, is indeed complaxdiscussion, see GS00,
Stanley 2000, Merchant 2004, Culicover and Jackendoff 2&0& Stainton 2006).
However, if even one example of this kind is an instance ofc8lg, then the
deletion-based analysis, at least in any current form, bélhard-pressed to ac-
commodate it.

Idand Amnesty: The deletion-based analysis of Sluicing crucially invahtbe
application ofwh-fronting prior to deletion. Since the hallmark propertyveif
fronting that has taken center-stage in thousands of pagkseveral decades of
syntactic research is their being subject to island coimtrathe natural prediction
would of course be that Sluicing obeys island constraintst iBis well known,
ever since Ross’s (1969) discussion, that this is not the: cas

(17) a. Bo talked to the people who discovesethething, but we don’t know
what (*Bo talked to the people who discovered). [CNPC/Scenjay]

b. Terry wrote an article about Lee and a book atsoateone else from
East Texas, but we don't know who (*Terry wrote an article about Lee
and a book about) [CSC (Element Constraint)]

c. He wants a detailed list, but | don't know how detailed (lants a
list). [Left Branch Condition]

This obvious wild misprediction of deletion-based accsurds led researchers
to propose (often with little or no independent motivatioon-Sluicing analyses
for examples that otherwise share all relevant propertiéls wncontroversial in-
stances of Sluicing. Other researchers (see, e.g. Mer@@rit, 2004) have at-
tempted to rework the entire account of island constraintassto circumvent the
Sluicing dilemma, e.g. by localizing these constraintdhatlével of phonetic form
(PF). We note in passing that the empirically correct oket@ya about the Sluic-
ing data, that they obey none of the grammatically imposedtcaints on filler-gap
dependencies, follows immediately from a direct theorg likat of GS00, where
Sluicing remnants are generated without appeal to filleragnstructions. There

“It is interesting to note that this example, which is theetiif Ross’s (1969) seminal article on
Sluicing, is an allusion to the introduction to the Woody \Wpecker cartoon show (available at http:
Ilwww.youtube.com/watch?v=apLiB0V _U), where (16b) appears without a linguistic antecedent.
Hence the example is a counterexample to deletion-baseddhef Sluicing.
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are a variety of interacting factors, of course, includiogsiderations of complex-
ity, pragmatic plausibility, and prosody, some of which discussed below.

Thus the deletion-based approach of Sluicing has an air giaimibility from
the outset, which makes it somewhat surprising that thiscgmt has become the
analysis of choice within the syntactic community. In thetn®o sections, we
consider putative arguments providing independent stigpoideletion, arguing
that the relevant data in fact support the opposite corausi

4 CaseMatching Effects

The first and oldest argument for a deletion-based analyssduicing was made
by Ross (1969) in his discussion of German contrasts likédit@ving:

(18) a. Erwill jemandem schmeicheln, aber sie wissen nwlimn/*wen.
he wants someone.D to.flatter but they know not who.D/who.A
‘He wants to flatter someone, but they don’t know who.’

b. Er meinte, er hatte geholfen, aber wir wiissten nichimiteen.
he thought he had helped butwe knew not who.D/who.A
‘He claims he had helped, but we couldn’t say who'

The argument is simply that the verb has to be there at an lyiwdgtevel in order
to assign case to the remnant prior to deletion. In Merchah€ory, the Sluicing
transformation does not require syntactic identity betwise deletion target and
its antecedent. Rather, case matching is explained inlyineg assuming deriva-
tions where case marking feelH-Movement, which feeds Sluicing. That is,
E-Givenness must be mediated by verb identity, which hascblopse identity as
a side effect.

The indirect analysis of case matching, where the identityddion is purely
semantic, works for German because the elided verb govarnijae case. How-
ever, if there were a language with a verb whose object atleavease alternation,
then the prediction of the deletion-based analysis is clis@ remnant object and
its correlate should be able to realize distinct cases.

Hungarian is such a language. As examples like the followimgyw, the verb
sedt ‘help’ allows either a dative or an accusative object:

(19) Mari segitett egy fiunak/fiut
Mary helped.IND a boy.D/boy.A
‘Mary helped some boy.’

But Sluicing examples like the following, which exhibit thetical case mismatch,
are unqguestionably ungrammatical, unlike their non-tdigd counterparts, which

5This importance of this test case for evaluating indireebties of ellipsis was first pointed out
by Polly Jacobson (see Jacobson 2009 and various earllggresntations).
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are merely degraded, presumably due to parallelism pressur repeated expres-
sions in contexts such as thése:

(20) a. Mari segitett egy fiunak de nem tudom, hogy kinek/*ki
Mary helped.IND a boy.D but not I-know.DEF Q  who.D/who.A

b. Mari segitett egy fiut  de nem tudom, hogy kit/*kinek
Mary helped.IND a boy.A but not I-know.DEF Q  who.A/who.D
‘Mary helped a boy, but | don’t know who’

In sum, case matching in Sluicing is not an indirect effest,eatailed by the
deletion-based analysis. Rather, a grammatical constraist dictate directly that
there be identity of (category and) case between the renamahits correlate.

5 TheP-Stranding Universal

In numerous publications, Merchant has defended a univgeseeralization that
he calls the P-Stranding Generalizatiors §:

(21) A Languagel will allow preposition-stranding under Sluicing just insea
L allows preposition stranding under reguldiH-Movement. (Merchant
2001, 107)

In support ofPsG Merchant argues that human languages are bifurcated asmsho
in (22):

(22) Preposition-Stranding L anguages

English:
Peter was talking with someone, but | don’t know (with) who.
Who was he talking with?

Frisian, Swedish, Norwegian, Danish, Icelandic

(23) Non-Preposition-Stranding L anguages

German:

Anna hat mit jemandem gesprocheaher ich weiss nicht *(mit) wem.
Anna has with someone.D spoken, but | know not *(with) whom.D
*Wem hat sie mit gesprochen?

Greek, Yiddish, Czech, Russian, Slovene, Polish, BulgaRarsian, Serbo-
Croatian, Hebrew, Moroccan Arabic, Basque.

5Special thanks to Polly Jacobson, Donka Farkas, Jula ttgread (indirectly) Zoltan Szabo,
for their help in sorting out the Hungarian data.

196



The pscGfollows in a deletion-based theory that assumes derivationereWH-
Movement feeds Sluicing. By contrast, theGis potentially problematic for the-
ories, like those of GS00 and Culicover and Jackendoff 2@0&re the analysis
of Sluicing does not involve a filler-gap dependency, ancthehe behavior of the
two phenomena are not predicted to be correlated.

The literature abounds with challenges to#ss Potentially problematic data
have been noted in all the following languages: English (@ret al. 1995, Fortin
2007), Spanish (Vicente 2006, 2008, Rodrigues et al. 2008ish (Szczegielniak
2008, Nykiel and Sag 2009), Czech (Caha 2011), Bahasa Ieioffortin 2007),
Amis (Wei 2011), Serbo-Croatian (Stjepanovi¢ 2008), Hdimosarvandani 2008),
and Brazilian Portuguese (Almeida and Yoshida 2007, La20@7, Rodrigues et
al. 2009). Some researchers (e.g. Vicente 2008, Rodriguas 2009, Szczegiel-
niak 2008, van Craenenbroeck 2010) have tried to reconuilset data with the
PSG by proposing that the relevant examples in a particulardagg are not de-
rived via Sluicing, but rather through a process of ‘Pse8tioeing’ (Merchant,
2001), an independent deletion transformation formulébederive the Sluicing-
output doppelgangers from a different source, e.g. a cteftadt-like clause such
as (24):

(24) Kim spoke to someone, but | don’t know witavas.

The details of this alternative analysis, as well as its pethelent motivation (be-
yond the observation that the cleft construction allows W@tp in languages that
don't allow P-stranding), are seldom supplied.

Other researchers (e.g. Stjepanovit 2008) have triedvagatherschby in-
voking a P-Deletion Transformation whose existence woiyd dse to derivations
like the following:

(25) a. ..., butwe didn't know [[+Q] they spoke [tehom]].~»

b. ..., but we didn’t know [[tovhom] they spoke to_ ;].~

C. ..., butwe didn’'t know [[tavhom] theyspoketo—].~»
d. ..., but we didn't know ffe whom]].

P-Deletion would be specific to the output of the Sluicingngfarmation and, as
far as we are aware, is not independently motivated in anyuiage. If the P-

Deletion proposal is accepted under these circumstartoes,ittis plain that any

set of data could be made consistent with e That is, without independent
motivation for P-Deletion, e.qg. its existence in some ceind¢her than Sluicing, the
PsGbhecomes devoid of empirical content. Thus, as Rodriguels @Q99) oberve

in their discussion of putative Spanish Pseudo-Sluicifige‘strongest implication
of this analysis is that all languages that appear to vidlagegeneralization [= the
PSG- IAS/JN] should be reducible to a pseudosluicing analysis.
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However, we argue in section 7 that there is at least one &gegy Polish
— whose interrogative-clause, Sluicing-like ellipsis Wbhave to be treated as
Pseudo-Sluicing if thesGis assumed, cannot be so treated. Before turning to the
Polish data, we must enter into a small digression abountieesiction of Sluicing
and phrasal complexity.

6 Sluicing and Phrasal Complexity

It is quite likely that the pattern of preposition omissionder Sluicing is mod-
ulated by both the phrasal complexity of the correlate arad ¢i the remnant
wh-expression. Phrasal complexity is an alternative to thdtive sounding but
delphic notion of ‘D(iscourse)-linking’ introduced by Rdsky (1987). Pesetsky
offered D-linking as an explanation of differences in thédegor of interroga-
tive which-nP phrases (D-linked) and bare interrogative pronouns (lsnah-D-
linked) with regard to Superiority effect¥hich book did which student read®
more acceptable thawhat did who ready?

WhichNP phrases have been shown to improve the acceptability ofipteult
whinterrogatives. However, Hofmeister and colleadussve argued that the dif-
ference between these two typesadtphrase is a special case of a much broader
and independently motivated phenomendfichNP phrases, since they are more
complex than bare interrogative pronouns, facilitate ttoe@ssing of filler-gap de-
pendencies at the point where a filler must be retrieved framkiwvg memory and
integrated into the sentence interpretation. This effemdlypces characteristic read-
ing time differences, correlated with variation in the @leacceptability level of
relevant sentences.

We hypothesized that there are two reasons why prepositiosson in Sluic-
ing is sensitive to differences in the phrasal complexitgmfelates and remnants.
First, given that Sluicing is an anaphoric construction,expect remnants to re-
flect the degree of accessibility of their correlates, foltgy the predictions of
Accessibility Theory (Ariel 1990, 2001). Accessibility &bry highlights the role
of (potential) antecedents and anaphors in the processrigag linguistic ma-
terial from memory. As speakers access and re-accessnagsrin the discourse
they have processed, they mark them according to how abteegprominent or
salient) they perceive them to be. Using forms richer indakinformation signals
and serves to retrieve low-accessibility antecedentsh®wpther hand, such forms
may themselves become accessible antecedents as diseooirsss.

For Sluicing, the phrasal complexity of bothad-phrase and its correlate in-
crease with the amount of lexical information they encodeméte complexnp
becomes a more accessible correlate, which is in turn refiday the form of a
remnant, which is typically ahich-NP phrase where the headb is usually absent

"See Hofmeister 2007, 2009, Hofmeister et al. 2007, Hofreewtd Sag 2010, and Hofmeister
etal. 2011.
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due to the repeated name penélitye make the further prediction that in case the
correlate is &P here, the preposition is not required in the remnant. If, éngan,

a less complex phrase (e.g. an indefinite pronoun) servdweaptrelate, it is re-
trieved using a more explicit form of the remnant. This is €owe propose, by
including a preposition in such a remnant in order to comaten®r the low degree
of accessibility of the phrase’s correlate.

The second reason why we explore the effect of complexityeusduicing is
that the complexity of the correlate may play a role simitathe complexity of
the filler in filler-gap constructions. The mediating effeftincreased complex-
ity in Superiority violations and extractions from islandsvident in English and
much cross-linguistic data (Hofmeister et al. 2007, Hobtezi 2009, Hofmeister
et al. 2011). This is because complex phrases are underatpdbviding more
specific semantic and syntactic information, and thus vecgtronger mental rep-
resentations that are more accessible for subsequenemeéer This provides a
means of explainingvhich N/who contrasts not by syntactic constraints, but by
appeal to memory retrieval.

Building on this research, we may treat both examples witipk correlates
and those with complex correlates as grammatical (i.ewaltbby the grammar),
accounting for the variable acceptability of such examjoeterms of indepen-
dently motivated aspects of memory and retrieval, rathan grammar. The dif-
ference between Sluicing and filler-gap constructions & tihen a remnant is
encountered in Sluicing, its correlate is retrieved rathen the remnant itself.
(By contrast, when a gap is encountered, what is retrievédeisery dislocated
wh-phrase that was processed earlier). A more complex ctersfeould be easier
to retrieve, because it provides more specific semantic anidtic information
than a less complex correlate. On this view of Sluicing, éherno grammatical
connection between preposition strandinguvirextraction and preposition omis-
sion in Sluicing remnants. The proposal we are defending tsereminiscent of
the remark made in passing by Frazier and Clifton (2011: A&) erhaps ac-
tivating the antecedent is easier with a D-linked intertvga[...] The D-linked
interrogative may simply serve as a better retrieval cudiisTs part of the story,
but not the whole story. In addition, when the antecedentrslyi established in
memory by a complex correlate, as in (26a), P-omission ifitided as well. We
predict that the same should be true in the case of more campdpositions, as
in (26b):

(26) a. Kim had lunch yesterday with someone she claims wasnalar of the
original Virginia Tea Party organization, but I still dokhow who(m)

shehadlunchwith-yesterday . % | still don’t know with whom.)
b. The dog ran right up to someone, but | don't knatvo(m) thedegran

8The repeated name penalty refers to the processing diffistétccessing prominent antecedents
by means of too explicit an anaphor. For more informatioe, Alenor (1999), Garrod et al. (1994),
Gordon et al. (1993, 1999, 2004) and Swaab et al. (2004).
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fightupte. (> | don't know (right) up to whom.)

We are currently exploring predictions such as these in aoeumf languages (see
also the next section).

7 Polish and the P-Stranding Generalization

Sluiced phrases (remnants) without prepositions in Palisinot be derived from
cleft-like structures analogous to those that Rodrigueal.ef2009) posit as the
source for prepositionless remnants in Spanish and Baa#lortuguese. As shown
in (27), the case of the Polish Sluicing remnant must comedo the case of the
correlate, which is genitive in (27):

(27) Adam regularnie dostaje prezenty od kogos/ jakiejéwdczyny,
Adam regularly gets presents from someone.G/ some girl.G
ale nie wiem kogo/ jakiej.
but not I.know who.G/ which.G

‘Adam regularly gets presents from someone/some girl, ldan’t know
who/which (girl).

But anNP pivot in the analogue of the structure assumed by Rodriguak eust
bear instrumental case in Polish, as illustrated in (28)il&\the undeleted version
is fine in (28), the deleted one, producing the instrumemtanant, is not.

(28) Adam regularnie dostaje prezenty od kogo&/jakigjéwiczyny, ale nie
Adam regularly gets presents from someone.G/some girl.@Gt ndit
wiem kim (*jest osoba/dziewczyna od ktorej Adam dostajgezenty.)
I.know who.l (*is person.N/girl.N from whom.G Adam gets pesats)

‘Adam regularly gets presents from someone/some girl, o't know
who is the person/girl Adam regularly gets presents from.’

Any proposal that posits Pseudo-Sluicing from cleft-likeices must be carefully
examined for this kind of obvious misprediction.

An alternative cleft structure is proposed by Szczegi&lf2008) as a way
of accounting for an observed difference in acceptabiléween preposition-
lesswhich-NP phrases and their non-complex counterparts (bare inta&tivegpro-
nouns). The underlying cleft structure he assumes fohigh-NP remnant clause
is shown in (29):

(29) Adam regularnie dostaje prezenty od jakiejs dziewgzgle nie wiem
Adam regularly gets presents from some girl.G but not I.know
jakiej.G to-eddziewczynyAdamregularniedostajeprezenty.
which.GitfremgirfkG-Adamregularlygetspresents
‘Adam regularly gets presents from some girl, but | don’twnehich (girl)
it is that Adam regularly gets presents from.’
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Szczegielniak’s (2008) argument is thahich-NP remnants are the only phrases
that allow preposition omission in Polish, and that this i do the fact that in
the cleft sources, prepositions are stranded rather tlehpped with thevhich
NPs. While Szczegielniak offers some support for his analysisfails to demon-
strate that the proposed underlying cleft structure iy fatceptable in Polish (see
Nykiel, under revision, for experimental evidence showtmaf it is not).

Another reason to doubt Szczegielniak’s analysis is thdbdés not appear to
offer any possibility of deriving prepositionlesghich-npP phrases where theps
are present. This is because of the impossibility of P-giranin Polish. For ex-
ample, Szczegielniak’s analysis is inconsistent with i@st$ like the following,
where a well-formed instance of Sluicing would have to beveerfrom a com-
pletely ungrammatical structure, as indicated:

(30) Adam regularnie dostaje prezenty od jakiejs dziewgzy
Adam regularly gets presents from some girl.G
ale nie wiem jakiej dziewczyny (*to od Adam regularnie dgstarezenty.)
but not I.know which girl.G (*it from Adam regularly gets ments)

‘Adam regularly gets presents from some girl, but | don’t wnwhich girl
it is that Adam regularly gets presents from.

While we agree that phrasal complexity is involved in prégms omission in
Sluicing, we assume that its involvement follows from theaating and retrieval of
linguistic signs from memory, as discussed in the previaasien. We conducted
several acceptability judgment experiments testing theraction of Sluicing and
phrasal complexity, whose results we now discuss brfefly.

We found that the possibility of preposition omission is adgd phenomenon
in Polish. Itis sensitive to manipulations of the phrasahpéexity of appcorrelate
for a given remnant. Either the preposition or the prepmsii object can be the
target of such manipulations. For correlates containingiisyllabic prepositions,
remnants without prepositions are marginally differeatrirtheir counterparts with
prepositions.

(31) Anna poszta zamiast kogos, ale nie pamietam (zajnidsigo.
Anna went instead of someone.G but not I.remember (instfashw.G
‘Anna went instead of somebody, but | don’t remember who.

Similarly, when we have anp correlate and avhich-NP phrase remnant (matching
in complexity) acceptability is unaffected by P-omissiarthe remnant clause:

(32) Anna pracowata nad jakims projektem,
Annaworked on a project.|
ale nie pamietam (nad) jakim (projektem)
but not I.remember (on) what (project).|

®Space limitations prevent us from providing detail hererding the design of the experiments
and statistical analysis of the results.
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‘Anna worked on a project, but | don’t remember what (projéct

If phrasal complexity is decreased such that correlategoomonosyllabic prepo-
sitions, omission of such prepositions from the remnargsifcantly lowers ac-
ceptability scores:

(33) Anna poszta do kogos, ale nie pamietam (do) kogo.
Anna went to somebody.G but not | remember (to) who.G
‘Anna went to somebody, but | don’t remember who.’

For non-complex correlates — indefinite pronouns pairedh Wére interrogative
pronouns — preposition omission, too, is degraded:

(34) Anna pracowata nad czyms, ale nie pamietam (nad) czym
Anna worked on something.l but not | remember (on) what.l
‘Anna worked on something, but | don’'t remember what.’

One might propose that an increase in phrasal complexityamasigating ef-
fect on an otherwise categorical violation, and that pr#jeosomission is one of
these. As a way of verifying whether this is so, we manipuldte phrasal com-
plexity of remnantwh-phrases in a related construction, sprouting. Here, there
are no overt correlates and preposition omission is catglyr unacceptable. We
found no difference in acceptability betweahich-NP phrases (35) and bare inter-
rogative pronouns (36):

(35) Ekspedient sie  zdenerwowal, ale nie wiem *(na) lgorklienta.
assistant REFL got angry but not I.know *(with) which custarA
‘The assistant got angry, but | don’'t know with which custeme

(36) Ekspedient sie  zdenerwowal, ale nie wiem *(na) kogo.
assistant REFL got angry but not I.know *(with) who.A
‘The assistant got angry, but | don’t know with who.

This result shows that an increase in the phrasal completitile remnant fails
to improve the acceptability of a categorical violation. ride, preposition omis-
sion in Sluicing, unlike preposition omission in sproutimgnnot be a categorical
violation for its sensitivity to manipulations of phrasalnsplexity.

Given our assumption, formulated in the previous sectibat the effect of
phrasal complexity is distributed between the correlat the remnant, we con-
ducted another experiment. Here, some items instantiattegblcoric Sluicing, e.g.
(37), where the order of correlate and remnant was revenseld that the rem-
nant preceded its correlate. Cataphoric Sluicing was cosapaith the baseline —
regular (anaphoric) Sluicing, where correlates precedethants, as in (38):
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(37) Nie wiem (przeciw) komu, ale wiekszos¢t postow oloata
not | know (against) who.D but majority congressmen.G voted
przeciw komus.
against someone.D

‘I don’t know who, but the majority of the congressmen votgdiast
someone.’

(38) Wiekszos€ postow gtosowata przeciw komus,
majority congressmen.G voted against someone.D
ale nie wiem (przeciw) komu.
but not I.know (against) who.D

‘The majority of the congressmen voted against someond,dmut’t
know who.’

Preposition omission was significantly degraded in catapl®uicing as com-
pared to (1) anaphoric Sluicing and (2) preposition retenith both anaphoric and
cataphoric Sluicing. We attribute this result to the faettth correlate processed
prior to a remnant creates a mental representation whosssibiity determines
the form of the remnant following that correlate. If a coatel follows a remnant,
we expect a degradation in the acceptability of prepositorission due to the
difficulty of resolving the remnant before the correlatens@untered. Intuitively,
including prepositions in remnants preceding their catss reduces some of the
ambiguity associated with such phrases, which, if prejposéss, could serve as
either verbal or prepositional objects in Polish.

In light of these considerations, we conclude that the granohPolish should
not impose any restriction against the possibility of Pssitn in Sluicing — the
observed pattern of graded acceptability can be descritveth, explained, in terms
of independently motivated considerations of differdnpieocessing complexity.
Thus, even if it is possible to find independently motivatedequate alternative
analyses of all the apparent counterexamplesstefrom the other languages cited
above (which, as far as we know is not the case), there is sit tege language
that stands as a true counterexample torthe and to the consequences rREG
noted by Rodrigues et al. (2009). Since t&sis entailed by the ‘movement fol-
lowed by deletion’ analysis standardly assumed in curresgudsions, we believe
this provides more than sufficient motivation for considgnhon-transformational,
construction-based alternatives like the one proposed330G

8 TheGS00 Analysis

Space limitations prevent us from embarking upon an extergiscussion of the
GSO00 analysis of Sluicing and the revisions to it that we &elcalled for. How-
ever, it is worth commenting on how that analysis, as it stamfkals with the
various issues we have raised in this paper.

TheBasics: GS00'’s Sluicing Construction is formulated as in (39):
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(39) [syn S |
SEM ARD SYN [caT X]
SYN [cAT — | SEM IND ¢
CNTXT SAL-UTT {[SEM {IND z)ﬂ} STORE [E ]

| MAX-QUD A{ }® |

whereX is a nonempty set of parameters.

According to (39), the ‘Maximal-Question-Under-Discussi (MAX -QUD) in the
dialogué?® provides the basis for an interpretation of the remnantselain addi-
tion, there must be a match re. both syntactic categomsy) and semantic index
(IND) between the remnant and the correlate (identified as tlensaltterance
(sAL-UTT) associated with thetAX -QuD in the immediate context), as indicated.

The Semantic Identity Condition: Since this analysis defines the interpretation
of a Sluiced clause in terms of theax -QuD, it provides a fundamentally seman-
tic/pragmatic account of Sluicing. Since there is no sytitadentity condition, we
are not surprised to find examples of Sluicing where theraislear antecedent
clause. Though the form of the prior dialogue is a powerfutéoin shaping the
questions under discussion in a dialogue, it is possibl¢himmediate extralin-
guistic context to affect these as well, as indicated by sofhtiee examples in (16)
above. The immediacy of the relevant context, whether Istgally expressed or
not, also follows from the GS00 account of Sluicing, sineavhlue ofMAX -QUD,
the basis for the interpretation of the Sluiced clause, istamtly being updated as
a dialogue progresses. Moreover, sincemia& -QuD is part of the Dialogue Game
Board, where the objective facts of the dialogue are recbfsiee Ginzburg 2011),
it follows that the denotation of any given referring ex@ies is grounded objec-
tively, rather than from the perspective of any single dia participant. This
provides an immediate account of the constraints on indéxasolution in ellip-
sis observed by Sag and Hankamer (1984) which we discussatttion 2 above.
Our earlier discussion was in terms\a#-Ellipsis, but as examples like (40) make
clear, exactly the same constraints apply in Sluicing:

(40) A: Someone is following me.

B: Iwonder who_ . [_ =is following A; # is following B].

Case Matching Effects: The category of the Sluicing remnant must match that
of the correlate (encoded as theL-UTT in (39)). Thus all the problems of cleft-
based analyses reviewed in section 5 are avoided, as isghkepr of restrictions
on Sluicing that are observed when a verb’s object allowgiplallcase realiza-
tions, as we saw in Hungarian. Since the category identijywirement directly

10GS00, building on previous work by Ginzburg, Hull, Keenaml athers, argue that questions
are propositional abstracts.
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relates the Sluicing remnant and its correlate, and sinee€AsE feature speci-
fication is part of thecATEGORY value, this analysis correctly enforces remnant-
correlate case identity, which, as we saw, posed difficufiie indirect analyses
(like Merchant’s) of case matching in Sluicing.

Isand Amnesty and the PSG: Ross (1969) noted that in order for a deletion-
based analysis of Sluicing to worlgh-movement would have to apply in viola-
tion of island constraints. This problem also plagues Mantk deletion analysis,
which must transform the theory of syntactic islands to beualbF representa-
tions, not the syntactic representations that are direstpipulated by movement
operations. The direct theory of GS00, by contrast, solisgroblem simply: the
remnants are directly generated; no island-sensitiveatipes are involved. Sim-
ilarly, the fact that there is no cross-linguistic corredatof P-stranding and the
possibility of P-omission in Sluicing is explained by the @Saccount, where the
remnant clause involves no filler-gap dependency and heo@xpectation that
properties ofvh-movement will be projected into the grammar of Sluicing. tOa
deletion-based analysis of Sluicing, however, the absehttgs correlation, given
the impossibility of generalizing the Pseudo-Sluicing lgsia to the full range of
counterexamples, remains an unexplained problem.

9 Conclusion

In this paper, we have reassessed the data that have begrdtiad widely ac-
cepted as evidence for a deletion-based analysis of Sjuibvie have reexamined
the identity condition involved in deletion in general, @irgy against Merchant’s
e-GIVENness condition in favor of the contextualized identity ofise condition
proposed by Sag and Hankamer (1984). We have also expareleante of data
relevant to the discussion of case-matching effects incBlgj arguing against an
indirect account of the sort embraced by deletion-basedoappes. In addition,
we have called into question Merchant's P-Stranding Géimatin and reassessed
the importance of the island amnesty effect that has exat@e many researchers
since Ross discovered it.

Sluicing is a fundamentally semantic phenomenon whoseaatroonstituents
are directly generated without extraction or deletion. icshg lends itself very
nicely to a construction-based account of the sort develdgyeGS00, which, as
we have indicated, and intend to show in more detail elsesylpeovides a satisfy-
ing account of its syntactic and semantic properties whictids all the problems
raised here for analyses based on movement and deletion.
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Abstract

This paper examines the morpho-syntactic puzzle of case suffixes and
postpositions that Hungarian displays. Although these two categories show
distributional similarities, they are distinguishable from a morphological and
asyntactic point of view. Moreover, thislanguage has defective postpositions
which arein complementary distribution with case suffixes. | arguethat there
isnoreal argument for lumping case suffixes together with postpositionsinto
the same syntactic category, as has been suggested in recent linguistics stud-
ies (Trommer, 2008; Asbury, 2007). | rather proposeto treat case suffixesand
postpositions as two different objects. case suffixes are inflectional material
on nominal heads and postpositions as well as defective postpositionsare in-
dependent words subcategorizing an NP. This distinction straightforwardly
accounts for morphological and syntactic differences. Finaly, the shared
distributional properties between case suffixes, postpositions and defective
postpositions are captured by means of the use of the MARKING feature.

1 Introduction

Hungarian displays an interesting morpho-syntactic puzzle of case suffixes and
postpositions. Although these two categories show distributional similarities, they
are distinguishable from a morphological and a syntactic point of view. In this pa-
per, | focus on the similarities and dissimilarities between the two categories and
show that an SBCG analysis (Sag, 2010) allows us to provide a descriptively ade-
guate account of the phenomena and to capture their common syntactic behaviour.

2 Definitions

The delimitation of the category of case suffixes is a long-debated issue (Kiefer,
2000; Payne and Chisarik, 2000; Creissels, 2006). | define the class of case suffixes
based on 3 criteriathat ensure that the noun keeps noun properties after suffixation.
Case suffixes may display the possibilities

i. for the noun host to be modified (Kiefer, 2000; Payne and Chisarik, 2000);
ii. for the case suffix to occur with a possessive suffix (Creissals, 2006);

iii. for the case suffix to be combined with the demonstrative (Creissels, 2006).

1 wish to thank Olivier Bonami for his valuable comments and helpful suggestions. | am also
grateful to Anna Gazdik for helping me with the Hungarian data. | thank the three anonymous
reviewers for their comments, as well as Pollet Samvelian, Andrew Spencer and Gregory Stump for
discussions and feedback on this paper. All remaining mistakes are of course my own.
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This definition leads to a category containing 17 elementsl;
As for the class of postpositions, | adopt the analysis of E.Kiss (2002), who
limits the category of postpositions to items

i. taking a caseless NP as argument;
ii. realizing morphologically their pronomina argument;
iii. that get duplicated when used with the demonstrative.

This class is then composed of 34 elements?.

3 Description of the data

3.1 Differences
3.1.1 Gradient phonological integration

Case suffixes, but not postpositions, are prosodically bound forms and are mono-
syllabic. More precisaly, if we consider six criteria, we observe that the relevant
morpho-phonological properties define a scale rather than a binary distinction, as
shown in Table 1. Four of these six criteria correspond to the phenomena of internal
sandhi occuring with affixation (Creissels, 2006):

e Vowel harmony: the vowel of several suffixes is selected according to the
vowels that the nominal base contains.

D a  haz-ban b. kert-ben
house-INE garden-INE

e Link vowel (LVv): thelink vowel appears between the nomina base and some
suffixes when the base ends with a consonant.

()] borond-o-t;  konyv-e-t
book-Lv-ACC suitcase-LV-ACC

LAccusative (Acc) -t; Dative (DAT) -naki-nek; Instrumental (INS) -val/-vel; Causal-final (CAU) -
ért; Trandative (TRA) -va/-v&; Inessive (INE) -ban/-ben; Superessive (SUP) -n; Adessive (ADE) -nal/-
nél; Sublative (SuB) -ra/-re; Delative (DEL) -rol/-rdl; lllative ILL -ba/-be; Elative (ELA) -bol/-bdl;
Allative (ALL) -hoz/-hez/-htz, Ablative (ABL) -t6l/-tdl; Terminative (TER) -ig; Essive (ESS) -ként;
Temporal (TEM) -kor.

2 ala‘tounder’; alatt ‘under’; al6l ‘from under’; mbgé ‘to behind'; mbgott behind’; mbgl
‘from behind’; mellé ‘to next to’; mellett ‘next to’; melldl ‘from next to’; elé ‘to before’; eldtt
‘before’; €ol ‘from before’; felé ‘towards’; feldl ‘from’; folé ‘to above’; folott ‘above’; folll
‘from above'; koré ‘round’; korul ‘around’; kozé ‘between’; kozott ‘in between'; kozul ‘from
between’; altal ‘by’; ellen ‘against’; helyett ‘instead of’; szerint ‘according to’; irant ‘towards’;
miatt ‘because of'; nélkil ‘without’; utan ‘after’; végett ‘because of '; 6ta ‘since’, folytan.
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e Lengthening of a and e the affixation of a number of suffixes triggers the
lengthening of final vowel of the nominal base, if itisanaor ane.

3 alma; alméa-ban
apple apple-INE

e Selection of a suppletive stem

(@] 16; 16-ban; lov-on
horse horse-INE horse-sup

The last two criteria concern the number of syllables of these items and their
interaction with the demonstrative.

e The monosyllabicity of the item (Trommer, 2008): case suffixes are mono-
syllabic, whereas postpositions are bisyllabic.

e The interaction with the demonstrative: postpositions beginning witha con-
sonant and case suffixes both interact phonologically with the demonstra-
tive3.

5) ez, eb-ben; e mellett;ez allatt
DEM DEM-INE DEM next.to DEM under

Given table 1, only one property distinguishes case suffixes from postpositions:
the monosyllabicity. However, in section 4, | will show that the essive lként, which
is monosyllabic, should be reanalysed as a postposition, leading to the conclusion
that it is not possible to draw a clear distinction between case suffixes and postpo-
sitions on the basis of phonological properties.

3.1.2 Derivational properties

Postpositions, contrary to case suffixes, can host the derivational suffix -i and thus
give rise to adjectives?

(6) a polc mogott-i konyv (7) *a Janosrol-i konyv
the shelv behind-ADJR book the Janos-DEL-ADJR book
‘the book behind the shelV’ ‘the book about Janos'

3As noted by Creissels (2006), when the demonstrative is followed by a postposition beginning
with consonant, the fina 'z’ of the demonstrative can:

— either be elided, as expressed by the Hungarian spelling (e mellett)
— or be assimilated to theinitial consonant of the postposition (em mellett)

4The-i suffix isglosed ADJR.
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interactionwith + + + + + -—
demonstrative
monosyllabicity + + + + — —
lengthening + + + — — -—
ofaand e
vowel harmony  +
linkvowel + - — — — —
+

selection of a
suppletive stem

A. accusative, superessive

B. dative, inessive, elative, illative, adessive, ablative, alative, delative, sublative,
instrumental, transformative

terminative, causal-final
temporal, essive

postpositions beginning with consonant

m m O O

postpositions beginning with vowel

Table 1: Gradient phonological integration
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These -i suffixed words can host inflectional affixes, as adjectives usually do.

(8 (Melyik virag-o-k a legszebb-e-k?) A fak
which flower-Lv-PL the most.beautiful-Lv-PL the tree-pPL
kozott-i-e-k

between-ADJR-LV-PL
‘Which flowers are the most beautiful ? The ones between the trees’

9 (Mélyik bolt-ban |at-t-ad a cip6-t?) A palyaudvar
wich  shop-INE see-PST-2SG the shoe-Acc the station
mellett-i-ben.
next.to-ADJR-INE
‘(In which shop did you see the shoes?) In the one next to the station’

3.1.3 Coordination

The behaviour of suffixes and postpositions with respect to coordination can be
viewed as the consequence of their different morpho-phonological statuses: suf-
fixes, being morphologically bound, do not have wide scope over NP coordination,
whereas postpositions, as independent words, do.

(10) a haz és a garazselott
the house and the garage before
‘in front of the house and the garage’

(11) *a hadz és a garazs-han
the house and the garage-INE
‘in the house and the garage’ (intended meaning)

Moreover, postpositions, in contrast with case suffixes, can be coordinated (ex-
amples (12) and (13)). Note that coordination between a postposition and a case
suffix is not possible (example (14)).

(12 a haz €oétt es mogott
the house before and behind
‘in front of and behind the house’

(13) *a haztol és -bdl (14) *a hazban és mdlett
the house-ABL and -ELA the house-INE and next.to

3.2 Common properties

3.2.1 Combinatorial property

Both postpositions and case suffixes appear on the right edge of an NP (examples
(15) and (18)); they are strictly adjacent to the head noun (examples (17) and (20)).
If the head noun is elided, both are adjacent to the rightmost element of the NP
(examples (16) and (19)).
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(15 a kék héaz-ban (18) a ké&k haz mellett

the blue house-INE the blue house next.to
‘in the blue house’ ‘next to the blue house’
(16) a kék-ben (19) a k& mellett
the bleu-INE the blue next-to
'in the blue ‘next to the blue
(17) *az utca majdnem-ben (20) *a héz majdnem mellett
the street amost-INE the house dmost  next.to
‘almost in the street’ ‘almost next to the house’
(intended meaning) (intended meaning)

3.2.2 Demonstrative agreement

Case-marked NPs as well as postpositional phrases (PPs) can combine with a
demonstrative (noted DEM in the examples). In this case, they are both obliga-
torily repeated after the demonstrative.

(21) eb-ben a szép héaz-ban
DEM-INE the beautiful house-INE
‘in this beautiful house’

(22) e meletta szp haz mellett
DEM next.to the beautiful house next.to
‘next to this beautiful house’

3.2.3 Grammatical and predicative uses

Both postpositions and case suffixes (except the accusative suffix) can be used as
predicative complements of the copula and are thus fully contentful. Additionally,
according to Kiefer (2000), all case suffixes, except the temporal suffix, can be sub-
categorized by a head. Moreover, according to Szende and Kassai (2001), seven
postpositions can introduce a subcategorized dependent of ahead (ellen, ebtt, €ldl,

utan, irant, mellett, alél). Thus, their different morphological statuses do not cor-
respond to different uses in the language.

4 Reanalysisof the essive ként

Considering the 3 differences between case suffixes and postpositions, the essive
ként should be reanalysed as a postposition. From aphonological point of view, the
essive does not show any affixal properties (cf. table 1). Moreover, using the online
Hungarian National Corpus’, we observe that the essive can host the derivational
suffix -i (example (23)).

SHNC: http: // msz. nytud. hu/ i ndex_eng. ht
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(23) [...] amely-ek a novény drog-ként-i elhasznélas-a-ra
which-pL the plant  drug-ESS-ADJR using-3SG-SUB
utal-nak
make.reference-3PL
‘[...] which make reference to the using of the plant as drug’

Finally, using the HNC, we find occurences of the essive suffix with possible
wide scope over coordination (example (24)).

(29) Bloch Moricz, aki aztan késdbb Ballagi Mor név-en  neves
Bloch Méricz whothen later  Ballagi Mér name-sup renowned
szotariro és tanulmanyiro-ként is ismer-t [...]
lexicographer and essayist-ESS aso know-pPST.3SG
* Méricz Bloch, who has later been known as Moér Ballagi and a renowned
lexicographer and essayist [...]"

Under this new analysis, monosyllabicity cannot be viewed as a criterion to distin-
guish between case suffixes and postpositions. This reanalysis should be an issue
for the analysis of Trommer (2008). According to his paper, case suffixes and
postpositions are both functional heads belonging to the same morphosyntactic
category (adposition), and monosyllabic adpositions are integrated into the Phono-
logical Word of their nominal lexical head because they are prosodically too small.
As an independent monosyllabic adposition, the essive does not fit into Trommer’s
theory of the Phonological Word.

5 Person-marked postpositions and defective
postpositions

Hungarian postpositions realize their complement as a person suffix, whenever the
complement has a pronominal form (cf. Table 2). In that case, the nominative
pronoun is optional (examples (25) and (26)). These person-marked postpositions
cannot combine with NPs headed by a noun (example (27)).

(25)  (en) mellett-em; *(én) mellett
| next.to-1sG | next.to
‘next to me’

(26) 6) mdlett-e; *(©) mellett
he/she next.to-3sG he/she next.to
‘next to him/her’

(27) *A haz mélett-e, A haz mélett
the house next.to-3sG the house next.to
‘next to the house’

216



Per son-marked postpositions
"next-to’ "after’ 'to before’

1sG melett-em untan-am  €ém
2sc  mellett-ed untan-ad eéd
3sc  mellett-e untan-a eé
1pL  mélett-ink  untan-unk  €é-nk
2P mellett-etek  untan-atok  elé-tek
3P mellett-Uk untan-uk eéjuk

Table 2: Person-marked postpositions paradigms

Defective postpositions

i on’ ‘toin’
1sG benn-em rajt-am  belém
2sG  benn-ed  rajt-ad bele-d
3sG benn-e rajt-a belé
1pL  benn-Unk rajt-unk  belé-nk
2PL  benn-etek rajt-atok  bele-tek
3PL  benn-Uk  rajt-uk belé-juk

Table 3: Defective postpositions paradigms

Furthermore, following Creissels (2006), | consider that Hungarian displays
defective postpositions, i.e. postpositions that appear only as hosts of person suf-
fixes and cannot combine with non-pronominal NPs (example (28)). They are
postpositions since they behave morphologically along the same pattern as person-
marked postpositions (cf. Table 3) and have the same distributional properties
(examples (29) and (30)) .

(28) *A haz benn(e)
the housein
‘in the house' (intended meaning)

(299 Ott vana bolt és mellett-e a haz
thereis the shop and next.to-3sG the house
‘There isthe shop and next to it the house’

(30) Ott vanaz erdd é&s benn-ea héaz
thereis the garden and in-3sG the house
‘There is the garden and inside the house’

Note that postpositions and defective postpositions can be coordinated as shown in
(31), whereas postpositions and case suffixes cannot, as we have seen in example
(14).

(31 benn-Uink &és  mellett-Uink
in-1PL  and next.to-1PL
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1sG 2sG 3sc 1pL 2PL 3PL
nominative én te 6 mi ti Ok
accusative  engem(et) téged(et) 6t minket titeket Oket

Table 4: Nominative and accusative personal pronouns

‘inside us and next to us

There are only two paradigms of personal pronouns in Hungarian: onefor nom-
inative, the other for accusative (Table 4). The other case suffixes are in comple-
mentary distribution with the defective postpositions. Indeed, where case suffixes
cannot appear (*én-ben), a defective postposition is used (benn-emf. Thisis true
only for 12 case suffixes, since transformative, terminative and temporal have no
corresponding defective postposition and cannot be employed with a pronominal
NP,

Thus, Hungarian displays

i. 35 postpositions that mostly can be inflected with person suffixes,

ii. 16 case suffixes, among which only the accusative has a pronominal form, and
three suffixes have no person form,

iii. 12 defective postpositions that are in complementary distribution with 12 case
suffixes.

6 An SBCG account

In the Hungarian grammatical tradition (Kenesei et a., 1998; Szende and Kassai,
2001; Rounds, 2001), postpositions and case suffixes are considered as two differ-
ent objects, whereas, in recent linguistic studies (Asbury, 2007; Trommer, 2008),
they tend to be analysed asrealizing the same underlying syntactic category. Inthis
paper, | consider case suffixes as inflectional material appearing on nominal heads,
thus accounting for derivational- and combinatorial-specific properties. | use the
MARKING feature (Pollard and Sag, 1994; Tseng, 1999, 2002; Van Eynde, 2001) to
capture distributional similarities. Finally, | give an explicit analysis for defective
postspositions, which accounts for their morphological and syntactic similarities to
postpositions, and their distributional likeness to case-marked nouns.

6.1 Casesuffixes

Hungarian nouns and adjectives can host a plura suffix, possessive suffixes and
a case suffix. The plura suffix and the possessive suffixes belong to the same

6Spencer and Stump (ms) provide an analysis, in the Paradigm Function Morphology theory,
for defective postpositions that links case suffixes and defective postpositions as realizations of a
single lexeme. Such an analysis, though probably preferable, cannot directly be implemented in
HPSG/SBCG.

218



sign

/\

expression lex-sign
covert-expr overt-expr inflectional-sign lexeme
gap nc-pro phrase word  incomplete-wd uninflected-Ixm

Figure 1: Hierarchy of sign

infl-cxt
/\
. noun-adj-cxt
A
poss-pl-cxt case-cxt
P
poss-cxt pl-cxt acc-cxt dat-cxt  inessive-cxt

Figure 2: Partia hierarchy of inflectional-cxt

position class. So we can have: noun-(pPL)-(CASE) (haz-ok-ban, house-PL-INE) or
noun-(POsS)-(CASE) (haz-am-ban, house-P0OSS.1SG-INE). In order to account for
this, | postulate the hierarchy of sign adapted from Sag (2010) and presented in
figure 1, aswell asthe partial hierarchy of inflectional-cxt sketched in figure 2.

On one hand, the inflectional construction for plural and possession, posses-
sive-plural-cxt, is satisfied only by uninflected-lexeme and produces an incompl ete-
word, as shown in (32). On the other hand, case-cxt, presented in (33), can be
satisfied by lexeme, ensuring that case suffixes appear either directly on the noun
or after possessive or plural suffixes.

(32 poss-pl-cxt: (33) case-cxt:
MTR [inflectional-sign] MTR  [word]
DTRS <[uninflected-lexeme}> DTRS <[Iexeme]>

Each subtype of case-cxt concatenates the appropriate suffix to the PHON of
the noun or adjective base. It specifies an appropriate value for the MARKING fea
ture. Moreover, | postulate the partial hierarchy of category sketched in figure 3:
adjective and noun are both subtypes of noun-adj because they share inflectional
properties, and noun and postposition are subtypes of noun-post since they have
common derivational properties (in particular, derivation with i suffix). For exam-
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ple, inessive-cxt is presented in (34)’.

(34)  inessive-cxt: word
MTR |PHON [1] & bAn
SYN [MARKING inessive]

lexeme
DTRS < PHON >

SYN [CAT noun-adj]

non-verbal

TN

noun-adj  noun-post

adjective noun postposition

Figure 3: Partial hierarchy for category type values

6.2 Postpositions

Postpositions are represented as lexeme$ having a specific CAT value and an in-
herent MARKING feature, which takes the form of the postposition as value. Post-
positions can be realized as word either by means of the naked-post-cxt or of the
person-marked-post-cxt. As shown in (35), the naked-post-cxt takes a uninflected-
lexeme as daughter and produces a mother that is a word but otherwise identical
to the daughter. This construction is satisfied by a lexeme containing an argument
with non-pronominal content, thus giving a word which combines syntactically
with an NP that cannot be a pronoun.

(35) nkd-post-cxt:

_MTR word
PHON

uninflected-lexeme

PHON

DTRS< CAT postposition >
SYN
MARKING marked

ARG-ST (CONT non-pro)

7In this paper, | simplify the morphological rules and do not account for the internal sandhi
phenomenathat occur with affixation. The notation bAn means that the vowel of the suffix undergoes
vowel harmony.

8All the postpositions of Hungarian need to be uninflected-lexeme in the lexicon, in order to
satisfy the derivationa construction introducing the -i suffix (i-deriv-cxt).
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Aswe saw previously, postpositions realize pronominal complements as person
suffix with an optional nominative pronoun (cf. examples (25) and (26)). Consid-
ering that thisis a case of optional pro-drop, | follow the treatment of Bonami and
Samvelian (ms) for pro-drop in Persian. | use the non-canonical-pronoun type,
which is a subtype of covert-expr (cf. hierarchy in figure 1). nc-pro is defined as
having a pronominal value for the feature CONT. Then, if an argument is of type
nc-pro, it is not syntactically realized and it has a pronominal content.

The morphological realization of pronominal complement is introduced by
means of person-marked-post-cxt. An example for first-person singular postpo-
sitions is presented in (36).

(36) 1sg-mrkd-post-cxt:

word
PHON [f@®em
MTR
ARG-ST <

>

pronominal
CONT PERS 1
INDEX
g

['uninflected-lexeme
PHON

DTRS( |gyn CAT postposition
MARKING marked

ARG-ST <>

The argument on the ARG-ST has a pronominal content and its type of sign is
underspecified. Thus, depending on whether the argument has the nc-pro type or
the overt-expression type, this construction accounts for both ’pro-drop’ (mellet-
em) and ' agreement’ (én melletem) situations. If the argument has the nc-pro type,
it isrealized only in morphology and the person-marked postposition forms a PP
onitsown, asshown in example (37). In contrast, if the argument has an overt-expr
type, it is realized both in morphology and in syntax (example (38)).
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(37) mellett-em ' next to me’ PP
(pro-drop) |
[word 1
PHON mellett & em
SYN | VAL ()
nc-pro
pronominal
ARG-ST
CONT « PERS 1
S
[ uninflected-lexeme |
PHON  méllett
CAT ostposition
SYN i
MARKING mellett
ARG-ST <>
(38) én mellett-em ' next to me' (agreement)
PP
[word 1
PHON én
SYN —CAT noun
MARKING unmrkd word
- PHON mellett & em
ARG-ST dist
_ _ SYN | VAL <>
pronominal
CONT PERS 1 _ | )
INDEX NB g uninflected-lexeme
L - J PHON  mellett
CAT ostposition
SYN posp
MARKING mellett
ARG-ST <>

6.3 Demonstrative agreement

Using the MARKING feature, we can now handle the agreement of postpositions
and case suffixes with the demonstrative. | postulate that Hungarian displays a sub-
type of head-functor-cxt, called demonstrative-head-functor-cxt (presented in (39))
and specifying that the MOTHER and the DAUGHTERS must share their MARKING
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value when one of the DAUGHTERS has a positive value for the DEMONSTRATIVE
feature.

(39) dem-hd-func-cxt:

MTR [SYN|MARKING [1]]

DTRS < |:SYN

6.4 Defective postpositions

MARKING
CAT | DEM +

i

CAT | DEF +

N [MARKING

)

Defective postpositions are a subtype of postpositions which cannot satisfy the
naked-post-cxt, because they lexically require an argument with pronominal con-
tent. The MARKING value of each defective postposition corresponds to that of the
case suffix with which this postposition is in complementary distribution.

(40) defect-post-Ixm:; (41 i nessive-defect-post-1xm:;

uninflected-lexeme
uninflected-lexeme ARG-ST ([conT pronominal] )
ARG-ST <[CONT pronom'nal}> SYN [MARKING inessive]

As postpositions, defective postpositions head a PP in syntax. Thus, the heads
subcategorizing a case suffix select the MARKING feature of their argument, which
can be of part of speech noun, as in example (43), or postposition, as in example
(42).

(42)  Verb selecting an inessive PP: hiszek benned ' | believe in you'

VAL < nc—pro>}

PHON hiszek /\

CAT verb PP {M RKG ine}
VAL < nc-pro, {M RKG ine}> |
[word

PHON benn @ ed

MRKG ine
SYN
VAL ()

nc-pro
ARG-ST )
< CONT [pronommal] >
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(43) Verb selecting an inessive NP: hiszek Janosban ' | believe in Janos

[VAL < nc—pro>]
PHON hiszek
CAT verb NP{M RKG ine}
VAL < nc-pro, [M RKG ine}>

word
PHON Janos & ban

CAT noun
SYN _
MRKG ine

6.5 Derivational suffix -i

| also want to provide an account for the fact that postpositions can receive the -i
adjectivizer suffix, unlike case-marked nouns or defective postpositions. The con-
struction introducing this derivational suffix (i-deriv-cxt in (44)) is well formed if
its argument has a non-pronominal content, ensuring that defective postpositions
cannot satisfy this construction. The MTR of this construction is an uninflected-
lexeme, thus allowing inflectional constructions to apply (cf. examples (8) and (9)).
Following the hierarchy of category values in figure 3, | use a noun-post type in
order to capture the fact that both nouns and postpositions can be -i suffixed. The
impossibility for case-inflected nouns to host the -i suffix is straightfowardly ac-
counted: i-deriv-cxt is alexeme-to-lexeme construction, while case-marked nouns
have the word type.

(44) i-deriv-cxt: uninflected-lexeme
PHON [ & |
N CAT adjective
MARKING
uninflected-lexeme
PHON [1]
AT noun-
DTRS SYN c oun-post >
MARKING

ARG-ST <[CONT non-pro}>
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6.6 Nominative and accusative pronouns

Finally, in the case of the accusative suffix, we have an accusative-cxt, i.e. a sub-
type of case-cxt introducing an accusative value for the noun’s feature MARKING.
The accusative persona pronouns aswell asthe nominative ones are lexically spec-
ified as having the word type, since they cannot satisfy any derivational or inflec-
tional construction.

(45) éen: (46) engemet:
word word
ARG-ST dist ARG-ST €dlist
CAT noun SYN CAT noun
MARKING unmrkd MARKING accusative

7 Conclusion

In this paper, | have described the properties of case suffixes, postpositions and
defective postpositions, showing that the essive suffix should be reanalysed as a
postposition and that defective postpositions are true postpositions from both a
morphological and a syntactic point of view.

In order to deal with these facts, | have proposed to analyse case suffixes and
postpositions as two different objects. case suffixes are inflectional material on
nomina heads, and postpositions as well as defective postpositions are indepen-
dent words subcategorizing an NP. This distinction straightforwardly accounts for
morphological and syntactic differences. Finaly, the shared distributional proper-
ties between case suffixes, postpositions and defective postpositions are captured
by means of the use of the MARKING feature.
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Abstract

The HPSG binding theory in Pollard and Sag (1994) cannotwaddor
the binding-theoretic interaction between main clause aajdnct-internal
elements. Following Hukari and Levine (1995), | claim th@tistural con-
figurations must be taken into account. In this article, kprd a revised ver-
sion of Hukari and Levine’s configurational relation callgdlence-based)-
c-command and propose that Principle C must involve thiicel in addi-
tion to the obliqueness-based relation of o-command. Newale provided
that strongly support the proposed revision of the HPSGibgqtheory. Fi-
nally, | argue that Principle C is syntactic rather than pratic in nature.

1 Introduction

Binding theory accounts for the distribution of anaphors,spnal pronouns, and
R-expressions and defines the syntactic conditions undehvdoreference rela-
tions among linguistic expressions are obligatory, pagdijtor prohibited. Various
syntactic theories in the tradition of the Government andadBig theory, starting
with Chomsky (1981) and Reinhart (1976, 1981, 1983), pmwid account of coin-
dexation possibilities in terms of the phrase structuraltien of c-command. The
HPSG binding theory presented by Pollard and Sag (1994 céfierih P&S-94)
rejects these configurational formulations and insteatduices a relation called
o-command which is based on the relative obliqueness ohagts of the same
head, as reflected in itsRG-ST list. But this analysis faces a number of prob-
lems. For example, it fails to address the binding-theorgtieraction between
elements in the main clause and elements within adjuncthidrarticle, | present
a revision of the HPSG binding theory that can account foset®nding phenom-
ena. | follow Hukari and Levine (1995), who claim that a coaof&tional relation
similar to c-command is needed in order to capture the bgnd@havior of adjunct-
internal elements. To this end, they introduce a relatidieda/(alence-based)-c-
command and propose that Principle C must involve this cardigonal relation
in addition to the obliqueness-based relation of o-commadrttey show that the
(anti)reconstruction effects as well as binding effect¥htopicalization fall out
from this revised binding theory. However, as a formal dé&éniin terms of the
HPSG formalism, Hukari and Levine’s formulation of vc-coma is flawed. To
remedy this deficiency, | propose a revision of vc-commaatlificompatible with
the foundations of the HPSG framework. | provide new datagtrangly support
the proposed revision of the HPSG binding theory.

This article is structured as follows: | present a brief egwof P&S-94's bind-
ing theory in section 2 and some of its problems concerningdibg into adjuncts

1 would like to thank Bob Levine, Manfred Sailer, Gert Wehelh the audience at the HPSG
conference, and three anonymous reviewers for helpful cemtsrand discussion.

I employ here the featurerG-sT as used in more recent work within the HPSG framework to
replace thesuBCAT feature as used in P&S-94.
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in section 3. In section 4, | give an outline of Hukari and lrevé (1995) valence-
based binding theory. After describing its deficienciespppse a new formulation
of ve-command and explain how it accounts for the problecridia presented ear-
lier. Section 5 shows some further empirical consequentd®eaevised binding
theory, namely that it accounts for the (anti)reconstandieffects and for binding
phenomena in extraposition, VP topicalization, and VP dempnts. Finally, in
section 6, | briefly address the question of whether Priedpis pragmatic in na-
ture, a claim that has often been made in the literature. Ueatiyat the evidence
provided in favor of these claims is not convincing enoughetoite the syntactic
nature of Principle C, which is also supported by psychalisiic evidence.

2 Bindingtheory in P& S-94

The binding theory proposed by Pollard and Sag (1994) repltw tree-configur-
ational notion of c-command by a relation called o(bliqueeommand, which
is based on the relative obliqueness that obtains betwegmants of the same
head. Relative obliqueness is modeled by position onathe-sT list of some
lexical head. The ordering corresponds to the traditiomdijoeness hierarchy,
with the subject (the least oblique element) appearing (feefiimost), followed by
the primary object, the secondary object, and other, moligueb complements
(in that order, if such exist). In the revised binding theprgsented in chapter
6.8.3 of P&S-94, two relations, a general (“weak”) relat@@ailled o-command and
a “strong” relation called local o-command, are defined #sVis:

(1) LetY and Z besynsenpbjects with distinct.OCAL values, Y referential.
Then Ylocally o-commandg€ just in case either:
i. Yis less oblique than Z; or
ii. Y locally o-commands some X that subcategorizes for Z.
(2) LetY and Z besynsenobjects, with distincLoCAL values, Y referential.
Then Yo-commandZ just in case either:
i. Yis less oblique than Z; or
ii. Y o-commands some X that subcategorizes for Z; or

iii. Y o-commands some X that is a projection of Z (i.e. theaD values
of X and Z are token-identical).

It follows from these definitions that local o-command is &dpl case of o-
command; the cases of local o-command are just those casaeddy clauses (i)
and (ii) of o-command. O-command serves as the basis of bieding relation:

(3) Y (locally) o-bindsZ just in case Y and Z are coindexed and Y (locally)
o-commands Z. If Z is not (locally) o-bound, then it is saidoe(locally)
o-free
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The Binding Principles are formulated as follows:

(4) i. Principle A. A locally o-commanded anaphor must bealfyco-bound.
ii. Principle B. A personal pronoun must be locally o-free.
iii. Principle C. A nonpronoun must be o-free.

To illustrate this binding theory, consider the followirlgformed example:
(5) * She believes that John likes Mayy

TheARG-sT list of the matrix verlbelievesconsists of the pronousheand the CP
that John likes Maryhenceshe(locally) o-commands the CP by definition (2i) (or
(1i), respectively). By repeated application of (2ii) adi}, sheo-commands the
head daughtethat of the CP, the head vetlikes of the subclause, and finally the
arguments ofikes Hence,sheo-commands$vary. Since the two are coindexed,
Mary is o-bound and Principle C is violated.

3 Problemswith P& S-94's binding theory

P&S-94's nonconfigurational binding theory cannot accdanthe coindexation
between main clause and adjunct-internal elements. Atjuame not selected
by heads and thus do not appear ARG-ST lists. Hence, they do not stand in
obliqueness relations to argumeftst follows that an adjunct is never (locally)
o-commanded, and no element within it can ever be o-bounchisieanent out-
side of the adjunct. Consequently, P&S-94’s theory canredipt any Principle C
effects involving nonpronominal NPs within adjuncts boundarguments of the
main clause.

But there is considerable evidence that adjuncts are taa@spfor binding pur-
poses. First of all, a nonpronominal NP contained withinlatiee clause cannot
be coreferential with an argument preceding the NP comigittie relative clause,
as illustrated in (6§. Since a relative clause functions as a modifier, a name within

2As will become clear in the following discussion based on &tuland Levine (1995), approaches
in which adjuncts are added to th&G-sT list, as for example van Noord and Bouma (1994) and
Sag (2005), fail on empirical grounds since they cannotiptélde complex cataphora asymmetries
demonstrated below, for example the contrast betweendtifesed and object-based cataphora into
withoutadjuncts as shown in (7) and (8).

3During the discussion after the talk, lvan Sag claimed thecceptability of the ungrammatical
examples provided in this article would improve in certaomtexts or, for example, when the name
is more deeply embedded, as in (i):

(i) She was grateful to ALL the people who contributed to the campdlat had guaranteed
Lola;’s election to public office.

Sag proposes no non-structural analysis of the effect. Bobnk replied that the reason for this effect
could be processing and memory effects. Be that as it matersegs such as in (i) contain a number
of structural properties simultaneously, like constmafivcus orall and the doubly embedded relative
clauses, that might be structurally responsible for thekereaffect of Principle C as well. Moreover,
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it is not o-commanded by a preceding argument of the matexsd, and P&S-
94’s binding theory incorrectly does not predict a Pringifd violation for these
sentence$.

(6) a. * She admires the people [who work with Lgla
(Reinhart, 1983, p. 102)
b. * | sent hey many gifts [that Mary didn't like] last year.
(Culicover and Rochemont, 1990, p. 29)
c. *1told him; about your new argument [that supports J&htheory].
(Fox and Nissenbaum, 2000, p. 5)

Other types of adjunct clauses also constitute a problerthéobinding theory.
As observed by Hukari and Levine (1995, 1996), an R-exprassithin awithout
clause may not be coreferential with the subject pronouhefatrix clause:

(7) a. * They went into the city [without anyone noticing the twjhs
b. * They, went into the city [without the twinsbeing noticed].
c. * They, could never do anything [without the twinfeeling insecure about
it].

However, there is an asymmetry between subject and objéetedents. While
cataphora into thevithoutadjunct is impossible when the pronoun is in subject
position (as in (7)), it is possible when the pronoun is areclbpf the main clause,
as shown in (8).

(8) a. You can't say anything to therfwithout the twing being offended].

b. You can't say anything about theivithout Terry criticizing the twing
mercilessly].

c. | lectured herfor an hour [without a single one of my points getting
through to Terryj.

d. | was able to criticize hig[without anyone realizing that Rohinvas
the object of my scorn].

e. | was able to criticize hefwithout anyone realizing that | was talking
about Robig].

as Bob Levine has pointed out to me, the necessary strongsi&isig of_ola to get the coreference
might turn the name into a kind of epithet, which must be gdatifferently than regular names and
descriptions with respect to the binding principles.

“Note that the original formulation of Pollard and Sag’s limdtheory (1992; 1994) can ac-
count for these data because o-command is defined in termslofmaation relation. Thus, the
pronoun locally o-commands the phrase which dominatesdghpronominal NP within the relative
clause so that the latter is o-commanded and hence o-boutitelypindexed pronoun in violation
of Principle C. However, these definitions of the bindingattyefail to predict binding relations in
certain unbounded dependency constructions. In addilotiard and Sag (1994, p. 277) suggest
to “minimally extend local o-command in such a way that unegped reflexive subjects of VP and
predicative complements become subject to Principle Aatisiwhy they revise the definitions and
provide a totally nonconfigurational binding theory in cteay5.8.3.
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This subject/object-asymmetry can also be found in seatendth other types of
adjunct clauses:

(9) a. * She always gets angry [iffwhen Kimis criticized].
b. * He; always stops [before Freddgays something stupid].

c. *He; came into the room [as quickly as Jotluould].
((9¢) from Culicover and Rochemont (1990, p. 33))

(10) a. Sara always stops hifivefore/when Freddyacts stupid].
b. We always console hgfwhen Kim; is criticized].

The binding theory in P&S-94 does not predict these cataphsymmetries. Ac-
cording to its definitions, all of the sentences in (7)-(10wWd be equally gram-
matical.

Hukari and Levine (1995) argue that thvithout-clause has the status of a VP-
adjunct by applying conventional tests for VP-adjuncth¢mmbrdination, proform
replacement, and displacement) that clearly suggestautal difference between
withoutclauses and complements on the one hand, and betwideoutclauses
and sentential adjuncts on the other. These structurardiites are reflected and
thus supported by contrasts in coreference possibili@snpare the sentences in
(8) to those in (11).

(11) a. *You can't tell them[that the twing are being offensive].
b. * You can't tell them [that people are irritated at the twifs

Cataphora is possible from an object pronoun inteithoutadjunct, as in (8),
but not into athat-clause complement, as in (11). Assuming a configurational
binding theory that is based on a c-command relation, Ri@dC prohibits the
coreference in (11) since the nonpronominal is in an objectse which is clearly
c-commanded by the coindexed prondhem® The fact that the sentences in (8)

5An anonymous reviewer claimed that there are variants gf €lich as in (i), which are (more)
acceptable. Similarly, lvan Sag (p.c.) provided the exaniplii), among others, as a counterexam-
ple to a structural version of Principle C.
(i) ? You can't require/expect of thenthat the twing should win every single match thepglay.

(i) I've never been able to explain to hehat Betsy's gophers destroyed my lawn each spring.

If the PP containing the pronoun was less oblique than theptmment clause containing the coin-
dexed name, these examples would be problematic for betlbitiding theory proposed here as well
as for P&S-94’s theory based on o-command. However, | afgaethe PP is indeed more oblique
than thethat-clause. The following paradigm shows that only the dirdgect can be passivized:
(i) a. Yourequired that of them.

b. That was required of them.

c. * They were required that of.

The argument structure oéquire seems to beARG-ST <NP, NP, PB;>. When the direct object
is athat-clause, as in the sentences above, it is probably linehlést because of its heaviness. But
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are grammatical indicates a lack of a c-command relatiomase examples and
hence a structural difference between the complementelanshe one hand and
the adjunct clause on the other.

Moreover, the difference in coreference possibilitiesdeein (12) and (13) is
an indication of the structural difference betwegithoutadjuncts and adjuncts
that are clearly sentential.

(12) * They; could never do anything [without the twingeling insecure about
it].

(13) They hadn’t been on the road for half an hour [when the tywindiced that
they had forgotten their money, passports and ID].

In both sentences, the relevant M twinsappears within an adjunct clause and
is coindexed with a pronoun in the subject position of themwause. But only
when the NP is within the sentential adjunct is coreferenussible (see (13)).
When it is inside the VP-adjunct, as in (12), coreferenceasailowed. This
contrast cannot be predicted by an obligueness-basednpitidéory. Since nei-
ther sentential nor VP-adjuncts appeara®G-ST lists, the nonpronominal Néhe
twinsis not o-commanded and thus not o-bound by the subject promoeither
case. The sentences should be equally grammatical. In tdrecasommand, how-
ever, (12) is ruled out by Principle C since the subject pusno-commands the
coindexed nonpronominal inside the VP-adjunct. The séialeadjunct in (13) is
not c-commanded by the subject and thus the sentence isitpipesdicted to be
grammatical.

Finally, the subject/object-asymmetry between the seetein (7) and those
in (8) also indicates a c-command relation between the subjehe matrix clause
and the adjunct in (7), but a lack of a c-command relation betwthe complement
of the matrix verb and the adjunct in (8). It thus supportsaksumption that the
withoutclause is a VP-adjunct.

All these data provide evidence that there are some binili@gretic interac-
tions between main clause elements and elements withimetdju Specifically,
there is a subject/object-asymmetry in cataphora pogmbil But, as shown in
detail, the HPSG binding theory in P&S-94 does not captuesatleffects. It has
to be modified in order to rule out cataphora into certain st One possible
solution, which was specifically addressed by Hukari andne¢1995), would be
to add adjuncts to therRG-sT list in the style of van Noord and Bouma (1994)
or Sag (2005), in order to preserve P&S-94's purely obligssrbased approach.
The VP-adjuncts would have to be placed between the subjettree comple-
ments. In this position, elements within the adjunct wowddbkcommanded by the
subject but not by any objects, and the cataphora asymmeigald be correctly
predicted. Sentential adjuncts, however, would have todaged differently. Since

with the underlying argument structure, these sentencewmticonstitute a problem for a binding
theory based on o-command or vc-command.
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they do not show any Principle C effects with main clause eles) they should
not be placed on theRG-sST list.

Hukari and Levine (1995) argue that this approach is proatensince this
position on theARG-ST list is implausible for adjuncts. There is ample cross-
linguistic evidence, for example Keenan and Comrie’s () 9&3ts for relativizabil-
ity which have led to the formulation of the accessibilitgtarchy, that adjuncts
are placed at the lower end of the obliqueness hierarchygglraore oblique than
subjects, direct objects, and other objects. This is alppated by linearization
facts, as the examples from Hukari and Levine (1995) in (hdps

(14) a. Harrytalked [to Margaret] [about the problem] [vaith paying attention
to the time].
b. * Harry talked [to Margaret] [without paying attention ttee time] [about
the problem].
c. * Harry talked [without paying attention to the time] [todvbaret] [about
the problem].
d. Harrytalked [about the problem] [to Margaret] [withoatying attention
to the time].
e. * Harry talked [about the problem] [without paying atientto the time]
[to Margaret].
f. * Harry talked [without paying attention to the time] [aliothe problem]
[to Margaret].

The unmarked linear order seems to be that adjuncts comeBash Pollard and
Sag (1987, p. 181) concluded their discussion about thei@o$or adjuncts and
complement PPs and APs with the remark that “[...] adjun@srere oblique than
complements”.

However, there is an alternative solution, which was preddsy Hukari and
Levine (1995) and which | adopt. This approach is presemeida next section.

4 A valence-based binding theory

In order to account for the cataphora effects with elememégdé of adjuncts,
Hukari and Levine (1995) suggest to supplement the defirstaf the HPSG bind-
ing theory with the new structural relation of vc-command aeformulate Princi-
ple C so that it is based on both, o-command and vc-commarttie lfollowing, |
will first introduce Hukari and Levine’s valence-based lirgdtheory. | will then
propose a revision of the relation of vc-command and dematesthat it captures
all the binding effects depicted above.

Hukari and Levine (1995) propose the following commandtiefehip in terms
of configuration. Since it is similar to c-command but basedle valence of an
element, they call it v(alence-based) c-command.
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(15) v(alence-based) c-command:
Let o be an element on a valence ligtand o/ the DTRS element whose
SYNSEM value is structure-shared with Then if the constituent that would
be formed by»’ and one or more elementshas a null list as its value foy,
« ve-commands? and all its descendants.

This relation is added to the definitions of P&S-94’s bindihgory; that is, it exists
in addition to o-command, and Principle C is replaced by tilewing formula-
tion, which | slightly adapted here:

(16) Principle C: A nonpronominal must neither be bound under o-command nor
under a vc-command relation.

In essence, a subject vc-commands the VP and all its desusndad a comple-
ment vc-commands all its sister constituents and theiredetants. So, crucially,
vc-command is a relation that exists between a subject anddjiihcts (includ-
ing all descendants) but not between complements and \etdj Moreover,
it exists between a subject or complement and any adjund¢ksnwinore oblique
complements. The revised Principle C prohibits the binddhgonpronominals
under vc-command as well as o-command, thus causing thedesdfects.

While | agree with the gist of Hukari and Levine’s definitiohwe-command,
its formulation is conceptually flawed, especially as consg¢he modality in the
formulation, which renders it extremely suspect. In ordedétermine whether or
not a given feature structure is legal, one has to compavettier possible feature
structures and identify whether a certain relationshiglhidletween them. That is
somewhat strange for a formalism that employs the kind afdations that HPSG
adopts. The modality in the definition might not be formalbmpatible with and,
moreover, it might not even be formulable in a constrairgdohframework like
HPSGS® | therefore propose the following refinement:

(17) ve-command (revised)” :
Let o, 3, v be synsenobjects, ands’ and+’ signs such thas’: [SYNSEM /3]
andy’: [SYNSEM~]. Thena ve-commandss iff

i. 7' [ SSLOC|CAT|VAL |SUBJ («) ] and~’ dominates?’, or
ii. alocally o-commands and+’ dominatess’.

5This was also endorsed by one of the anonymous reviewersnwiamuld like to thank for his
or her additional comments.

"Stefan Milller has suggested to change the requirementithaton thesuslist of 4/ into the
requirement that it be the first element on theG-sT list so that the definition would also apply
to other languages like pro-drop languages. Along thess|i@livier Bonami has proposed the
following formulation as an alternative to (17i):

(i) +': [ SYLOC|CAT|ARG-ST{a, ...) ] andy’ is theHEAD-DTR of a phrase that dominatgs.

On closer inspection, however, it becomes evident thatdéfition fails to account for the sen-
tencesin (7). | leave it to future work to carefully scrutiaithe proposal and investigate its empirical
relevance. | am grateful to Stefan Muller and Olivier Bom&on their comments.
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This revised formulation of vc-command is formally and teichlly clean. More-
over, it emphasizes the primacy of the subject. The sulgdbiei least oblique and
(in English) the sole obligatory argument of the verb andhia superior structural
position. This special status is reflected in its bindingasédr. Subjects are strong
binders; some languages possess anaphors that can onlyrm osubjects.

The revised binding theory predicts all of the data providedve. The un-
grammatical sentences are now correctly ruled out by RiecC. First of all, in
the sentences in (6), the pronoun locally o-commands theddRining the rela-
tive clause because they both appear omthe-sT list of the main verb. The NP
in turn dominates the nonpronominal NP inside the relatimase so that the latter
is vc-commanded by the coindexed pronoun in violation afiéiple C.

Next, consider again the sentences in (7). The structuréedf (epeated here in
(18a), is given in (18b). TheyNsEMvalue of the subject pronouheyis structure-
shared with the element on tis&/BJlist of the VP. Under the assumption that the
withoutclause is adjoined to VP, the adjunct is dominated by thadriyy P node.
But then the nonpronominal NfRe twinsis also dominated by that VP. It follows
from clause (i) of the definition in (17) that the NRe twinsis vc-commanded by
the subject pronoun. Since the two are coindexed, Prin€pseviolated.

(18) a. * They went into the city [without anyone noticing the twjihs

*S
b. |:SUBJ<>:|

/\

NP VP

{ss} [susa<>]

They; VP/\
g {SUBJ<>] PP

N

SUBJ > [ PP
sSS } - — -
ARG-ST > without anyone noticing the twigs
‘ AN
went into the city

There is no Principle C effect in the sentences in (8) sineer¢evant non-
pronominal is not vc-commanded by the coindexed pronouri) (ibes not apply
since the pronoun is an object and not a subject, and (1#8 dot apply since the
withoutclause does not appear on theG-SsT list of the main verb and therefore
is not locally o-commanded by the pronoun.

The relevant nonpronominal in (13) is not bound by the sulgjemoun, either,
under the assumption that the adjunct containing the noimpnnal is a sentential
adjunct. It adjoins to the S node, which already has an esipsglist.
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5 Further consequences of therevised binding theory

The binding theory that incorporates both obliqueness amfiguration into the
formulation of Principle C has additional desirable conseges. First of all,
as Hukari and Levine (1995) noticed, it can account for phesmma known as
(anti)reconstruction effects, first observed by van Ridjksthd Williams (1981)

and taken up by Lebeaux (1988), in which adjuncts and comgsnwithin ex-

tracted arguments show different behavior with respectriocple C. When a
coindexed name appears inside a complement, a Principl@aion is maintained
when the NP including the complement is extracted, as showh9d). When the
name is in an adjunct, as in (20), a Principle C violation iswinvented when the
NP including the adjunct is fronted.

(19) a. *He denied the claim [that Johtikes Mary].

b. * Whose claim [that Johrikes Mary] did he deny t?
(20) a. * He denied the claim [that Johmade].

b. Which claim [that Johynmade] did helater deny t?

With the new Principle C being based on both relations, oroamd and vc-com-
mand, these effects can be straightforwardly explainega)(is ruled out because
the pronoun (locally) o-commands the K claim that John likes Margn the
ARG-ST list of denied Since the coindexed nandehnis within the clausal com-
plement ofclaim, it is also o-commanded by the pronoheby repeated applica-
tion of clauses (ii) and (iii) of P&S-94’s definition of o-camand (see (2)). (20a)
is correctly predicted to be ungrammatical because the imreecommanded by
the coindexed pronoun (by (17i) or (17ii)). It is the o-commdaelation that is re-
sponsible for the ungrammaticality of (19b). Recall thatomamand is defined in
terms of “projection of”, or sharedeAD features. As shown in the tree structure
in (21), helocally o-commands the gap on theG-sT list of deny

{SL;:H()]

ot o)

(21)

NOM

[HEAD]
gap-ss

N/\ ; NP are-sT{ | ¢

cp [ss} SLASH{}

HEAD [2

lCOMPS<> {SS} SLASH {}

T |

Whose claim that Johp likes Mary  did he; deny

VP
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Since the gap structure-sharesLitscAL value with the filler (the NRvhose claim
that John likes Mary; its HEAD value is identical with theliEAD value of the filler
as well as its head daughtesigim). Thus, by repeated application of (2ii) and
(2iii), heo-commandslaim, the clausal complement ofaim, and finally the coin-
dexed namdohnin violation of Principle C. The tree structure for (20b) i8/n

in (22). Although the head of the filleclaim, is o-commanded by the pronoun
hein the same way as in (19b/21), the o-command relation doesxtend to the
relative clause because relative clauses are not selegtbeé head that they mod-
ify. So, Johninside the relative clause is not o-commanded by the malaixse
subjecthe It is also not bound under a vc-command relation. In orderdéhn

to be vc-commanded blye, it would have to be dominated by a constituent that
is locally o-commanded bke (according to (17ii)) or by a constituent on whose
suBJlist the pronoun appears (i.e., the VP with the hdady (according to (17i)).
But there is no way in which such domination relations casstexndependent of
which analysis is assumed for unbounded dependency cotistrst

S

(22) {susa <>}

) NP
LoC [HEAD }

NOM
|:HEAD }

/\
BIN RC

et IR e I G el )

| P

Which  claim that Johp made SLASH {}

[
did he; deny

I would like to emphasize the crucial difference betweerobymand and vc-
command at this point. The relation of vc-command, beingnéeffiin terms of
domination, breaks off at the gap site. It is not passed am faogap to its filler.
The o-command relationship, on the other hand, is passethoaisis defined in
terms of the relation “projection of”, or sharettAD features.

Observations similar to the (anti)reconstruction effezts be found in extra-
position constructions. Adjunct extraposition circumtgea Principle C violation,
but complement extraposition does not, as the examplesFmaand Nissenbaum
(1999, p. 139) demonstrate:

(23) a. ??/*1 gave hima picture [from Johyis collection] yesterday.
b. | gave him a picture yesterday [from JoHs collection].
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(24) a. *1 gave hima picture [of Johyis mother] yesterday.
b. ??/* 1 gave hima picture yesterday [of Jokis mother].

It should be clear by now how the revised Principle C rulestbethonextraposed
sentences. The nonpronominal is vc-commanded by the oc@dd&onoun when
it appears within an adjunct, as in (23a), and o-commandeghvithis inside a
complement, as in (24a). The extraposed variants are showre i(b)-sentences.
There are different approaches to extraposition in HPS@raemovement-based
analyses treat extraposition as a nonlocal dependenay tsrsame kind of mech-
anism that accounts for extraction to the left (e.g., Kell&94; Muller, 1999). For
relative clause extraposition, an anaphoric approachaagsimple adjunction of
the extraposed adjunct is proposed by Kiss (2005). Crysr{ilemappear) suggests
a combination of the two approaches for complement clauderelative clause
extraposition in German. No matter which analysis is appliee binding theory
proposed here interacts with any of them in the desired way.ttis reason, the
extraposition mechnism is not further specified in the titaecture in (25), which
shows the syntactic structure of the sentence in (24b) Wwerektraposed comple-
ment. Since a complement, whether extraposed or not, istedldy a head, it
appears on tharG-sT list of that head, where the binding principles can be ap-
plied in the familiar way. Sohim (locally) o-commands the NR pictureon the
ARG-ST list of gave and through a chain efEAD identities and selection (see (2ii)
and (2iii)) it finally o-commands the coindexed nad@hnwithin the extraposed
PP, and Principle C is violated.

(25) *S

NP/\
[SS.} /\H
/\ ss[5]
VP ADVP A

V%\

NP NP
|:ARG—ST <>} [Ss] [ss | L | CAT | HEAD } yesterday

gave him; N

of John's mother

bP HEAD
4
[SS] ARG-ST <>
a picture

Elements within adjuncts, on the other hand, are never avtamded by arguments
outside of the adjunct, as | have explained in detail abohe. Aonextraposed ver-
sion in (23a) is ruled out by Principle C under vc-commande €hktraposed ad-
junct in (23b), however, escapes a vc-command relationn Evaugh the pronoun
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him locally o-commands the NR picture it does not vc-command the coindexed
nameJohnbecause, under the assumption that constituents extfrose within

VP may adjoin to the VP, the NR picturedoes not dominate the extraposed PP
containingJohn Note that when the pronoun is in the subject position, ag@j),
adjunct extraposition does not circumvent a Principle Qation. This fact sup-
ports the suggestion by Culicover and Rochemont (1990),ngnathers, that a
constituent extraposed from an object must be adjoined toa¥ffer than S. Under
this assumption, the sentences in (26) are correctly ruietypthe binding theory
proposed here since the subject pronoun vc-commands thaéex@id name within
the extraposed adjunct.

(26) a. * Sheinvited many people to the party [that Mamgidn’t know].
(Culicover and Rochemont, 1990, p. 28)

b. * She told many people about the concert [who Mamgade nervous].
(Guéron and May, 1984, p. 10)

As the examples from Hukari and Levine (1995) in (27) demmaiest (anti)re-
construction effects are not found in VP topicalization, adoservation cited by
Huang (1993) which goes back to Chomsky. In contrast to aegiraxtraction
(cf. (20b)), a Principle C violation is not circumvented whe VP is fronted that
includes an adjunct that contains a name coindexed with thtexrsubject pro-
noun.

(27) a. *...and leave office without anyone ever trustingadsjphe; did.

b. *...and gather injunctions until Richardsdrad every crook behind bars
he, knew he would.

(28) *S
VP/\S
suBJ ()
Loc [1]| suBJ COMPS()
[ < >] SLASH {}

...leave office without anyone ever trusting Nixon

gap-ss

Loc SUBJ<>:|

o)

he; did
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On Huang’s account, these contrasts follow from the VPriateSubject Hypoth-
esis. But the same effects also fall out from the proposeiicevof the HPSG
binding theory, as noticed by Hukari and Levine (1995). Aevahin (28), the
suBJ specification of the fronted VP is structure-shared with $beJ specifica-

tion of the VP gap, which in turn is structure-shared with heNsem value of

the subject pronouhe Therefore, all these elements share their indices. Since
the suBJspecification of the fronted VP vc-commands any constitdentinated

by that VP (according to (17i)), no element within it may bda same index, as
required by Principle C.

Finally, another outcome of the revised Principle C is thatoirrectly pre-
dicts the ungrammaticality of sentences as in (29). Thendffeg name is in a
relative clause that is contained within a VP complemenis bBound by the pro-
noun complement of the matrix verb under vc-command (se@ ) aut not under
o-command.

(29) * John seems to heto have made a claim which Maryesented.

To sum up, | have shown that the binding theory proposed tereuats for
all of the problematic data given above concerning the heha¥ adjunct-internal
elements with respect to Principle C. In addition, it has edurther benefits. It
offers an account of the (anti)reconstruction effects anthe binding behavior
in sentences with extraposition, VP topicalization, and ddplements. In the
following section, | will address the question of whetheinBiple C is pragmatic
in nature and provide evidence that refutes this claim.

6 IsPrinciple C pragmaticin nature?

It has been repeatedly suggested in the literature thatiplenC should be ex-
plained in semantic/pragmatic rather than in syntactimsefcf. Bolinger (1979);
Bresnan (2001); Bouma et al. (2001); Kuno (1975); Bickertd®75); McCray
(1980); among others). Bresnan (2001) and Bouma et al. 2@f¥lexample, pro-
vide contrasting pairs such as (30) and (31) to demonstnateéPrinciple C cannot
be based on grammatical structure, or more specificallyncrcand, because in
that case the (b)-sentences, which they assume to be sallictdentical to the
sentences in (a), would be incorrectly ruled out. They floeeesuggest that prag-
matic effects, theme/rheme conditions, and informationcstire must be taken
into account, but they do not provide a specific analysis.ddoer, | am not aware
of a pragmatic theory which covers all Principle C effectst thas been integrated
into HPSG.

(30) a. * Shewas last seen when Lqlgraduated from high school.
(cited from Reinhart (1983, p. 104) in Bresnan (2001, p. 227)

b. He’'simpossble, when Bepngets one of his tantrums.
(cited from Bolinger (1979, p. 302) in Bresnan (2001, p. 227)
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(31) a. *He always gets angry when Sandy criticized.
(cited from Hukari and Levine (1996, p. 490) in Bouma et aDQZ2,

p. 44))

b. He gets angry wheevER the people Sandyoves criticize him.
(Bouma et al., 2001, p. 44)

The proposals that have been provided in functionalist $erior example,
Kuno (1975), Bickerton (1975), Bolinger (1979), and McC(4980), cannot ade-
quately account for the coreference options of nonpronalsiras already noticed
by Reinhart (1983). She carefully scrutinizes these ambres notes that they ei-
ther fail, are vague, or “not fully formalisable” (p. 98), cdwsoncludes that “[...]
the fact that when there is a discrepancy between domaitioredeand functional
relations coreference options follow the synactic requésts, indicates that coref-
erence restrictions are determined by syntactic progérte 100)8

In addition, as far as | am aware, the proponents of the pragaggproach have
not provided any careful syntactic analyses of the exanpieg discuss. Thus,
they do not show that these data actually fall within the scopPrinciple C and
accordingly falsify a configurational binding theory. Iretfollowing, | will show
that under a correct syntactic analysis of the sentencésasimn (30) and (31), a
configurational binding theory can indeed account for thetrest in coreference
possibilities.

Consider Bolinger’s example in (30b). In addition to it, Bgler (1979, p. 302)
provides the example shown in (32a), in which the temporairad appears in
the first position of the sentence. An adequate structurstrg#ion is given in
(32b), in which thewhenclause is adjoined to S. Since such adjunct structures
exist, and since, in principle, adjunct configurations gmarsetrical, it follows
that (33) is a plausible analysis for the sentence in (30i8t s, the sentence-
final whenclause is also analyzed as a sentential adjinThis is additionally
supported by phonological considerations. The sentenct Ineupronounced with
an intonational break between the main clause and the sigaglevhich is typically
indicated in written form by a comma. Under this analysisiterces like (30b)
and (31b) are not problematic for a configurational versibthe binding theory.
Since the names are within sentential adjuncts, they areamaobmmanded (or c-
commanded) by the coindexed pronouns in the main clause?amciple C is not
violated.

(32) a. When he gets one of his tantrums, Ben is impossible.
b. [s[When he gets one of his tantrums] Ben is impossible]].

(33) [s[sHe's impossible] [when Bengets one of his tantrums]].
(34) *[s He; [ve always [» gets angry [when Sandiys criticized]]]]

8The reader is referred to Reinhart (1983), especially @naft for her survey of functional
approaches, which | cannot reproduce here for reasons o spa
°I thank an anonymous reviewer for pointing out to me this symynof adjunct configurations.
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The whenclauses in (30a) and (31a), on the other hand, are analyzedPa
adjuncts, as shown in (34). Hence, the name is vc-commangéuebcoindexed
subject pronoun of the main clause in violation of Principle

Further evidence thathenclauses can appear in different structural positions
and thus behave differently with respect to Principle C svjted by Kazanina
(2005, pp. 13-21). She argues that in the sentences in (&hame in thevhen
clause and the pronoun in the matrix clause can be coref@rasitice thewhen
clause is a sentential rather than a VP-modifier. To justdy ¢dlaim, Kazanina
presents several arguments. First, she observes thatreclauses in (35) con-
tain a non-agentive event which is not controlled by the agéthe main clause
and often causes surprise or even shock for that agent. @lgethg content of the
whenclause so that it expresses an agentive event results iead#eg acceptabil-
ity of coreference between the two subjects, as shown in (36)

(35) a. He had been staring at the control panel for over an hour whelky Jac
received a message from his commander.

b. He was threatening to leave when Jaokticed that the computer had
died.

c. He was about to place a few bets when Mikes advised that the cops
were in the bar.

(36) a. ?? Hehad been staring at the control panel for over an hour whelky Jac
gave an order to his soldier.

b. * He; was threatening to leave when Jatlkned on his computer.
c. *He; was about to place a few bets when Mikgarted singing a song.

Secondly, Kazanina claims thathenclauses have different statuses depending
on the various interpretations of the wosthen!® These include an interpretation
corresponding to the subordinatehile and thus serving to provide the background
for the main event (see (37a)), and an interpretation sirtdlafter, which links

the subclausal event expressing a cause to the main clagse that expresses
the result of that cause (see (38a)). In both casdgnlocates the event of the
main clause inside the event of the embedded clause, arfgeaquestion about
the main event (see (37b)/(38b)) is felicitously answerngdhie sentence. As the
(c)-sentences in (37) and (38) show, coreference betweeprtémoun in the main
clause and the name within théhenclause is impossible in these cases.

(837) a. Mary was talking on the phone when John was cookingedin
b. When was Mary talking on the phone?

c. He,/, was talking on the phone when Jghmas cooking dinner for
Mark;,.

%K azanina (2005) refers to Moens and Steedman (1988) andstaid Bates (2002), who noted
thatwhenis ambiguous and that its different interpretations depemthe different kinds of events
that it links.
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(38) a. Kate broke the glass when John kicked the door.
b. When did Kate break the glass?
c. * He; broke the glass when Johkicked the door.

In the sentences in (35), in which coreference is availafdhesnfunctions as a co-
ordinator with an interpretation like “and/but suddenlytait moment”. The event

in the main clause serves as a setting for the event exprégste: subordinate
clause. According to Kazanina, these sentences are itdelicas an answer to a
correspondingvherrquestion about the main event, even when coreference is not
at issue, as the following question-answer pairs show:

(39) a. When had he been staring at the control panel?

b. Larry had been staring at the control panel for over an gwen Jack
received a message from his commander.

(40) a. When was he threatening to leave?

b. Mark was threatening to leave when Jack noticed that thepater had
died.

(41) a. When was he about to place a few bets?

b. Samuel was about to place a few bets when Mike was advisé¢dhii
cops were in the bar.

The contrast in behavior between the sentences in (35) ahe$8) is unnatural
if whenhas the same status in all of these sentences. However, iKa2@005)
claims that it can be straightforwardly explained underabksumption that there
are two different kinds ofvhen One functions as a sentential modifier that adjoins
to IP (or S), and the other is a VP-modifier that adjoins to R.\hen a question
is asked about temporal properties of the VP that expects -mufifier as an
answer, it follows naturally that the sentences in (35) @&83-(41) are infelicitous
as answers since thehenclauses here are sentential adjuncts. In addition, the
differences in binding behavior are correctly predicted. (37) and (38),when
functions as a subordinator and adjoins to VP. Hence, cenede between the
main clause subject and the name within the adjunct is ruledy Principle C.
In (35), whenis similar to a coordinator and therefore reasonably adjbito S,
where it escapes a Principle C violation.

Kazanina (2005) and Kazanina et al. (2007) also providelpdyguistic evi-
dence that Principle C is syntactic in nature by investigahiackwards anaphora in
language development and in sentence processing. Basezbarpaehension task
with 3-6-year-old Russian speaking children, Kazanina®D8Ghows that struc-
tural constraints on coreference, in particular Principlare respected by children
already at the age of three. The Russian-specific discoarsgraint on backwards
anaphora, on the other hand, becomes operative in thegildmmar only at the
age of 5-6. In real-time processing, the findings from sdventine self-paced
reading studies on English and Russian reveal that backvearaphora dependen-
cies are processed with a grammatically constrained astiech mechanism. This
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means that when the parser encounters a cataphoric prom@atively searches
for an antecedent in the following material. Importantlyridg this search, it does
not consider positions that are excluded by Principle C.i#altally, results from
offline acceptability rating experiments show that judgteesf coreference are
degraded when a pronoun c-commands its antecedent (Kaz&i@5; Kazanina
etal., 2007).

Summarizing the discussion, the data that have been claimnatiermine the
structural account of Principle C stop being problematiceothey are carefully
analyzed and a proper syntactic structure is provided. [Bdsam psycholinguis-
tic investigations show that structural constraints orefamence exert an influence
at the earliest stage of language development and realgliceessing. | therefore
conclude that there is no strong evidence against the gigeture of Principle C.

7 Conclusion

In this paper, | have argued, following Hukari and Levine93)p that structural
configurations must be taken into account in order to cagheéntricate binding-
theoretic interactions between adjunct-internal and nocknse elements, which
are not predicted by P&S-94’s binding theory. To this endk&fuand Levine intro-
duced the configurational relation of ve-command and refgaed Principle C so
that it prohibits coindexation under both relations, o-coamd and vc-command.
Phenomena such as the (anti)reconstruction and VP taomtialn effects fall out
from this revision. | have developed Hukari and Levine’s rapph further and
proposed a refinement of the definition of vc-command. My psap has four
benefits: First, my revised definition of vc-command doesimailve a modality,
and secondly, it motivates the superior role of the subjediimding. Thirdly, |
have proposed crucially different interactions of the tiefes of o-command and
vc-command with fillers (including extraposed constitggnEourthly, | have pro-
vided new data that strongly support the proposed revisicgheoHPSG binding
theory. Finally, | have shown that, once they are correatigiyzed, the data that
have been provided against a syntactic account of Prin€iptan be explained
straightforwardly by the configurational binding theorpposed here.
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Abstract

Verb second (V2) word order is determined by considering the abso-
lute position of clausal constituents. Previous accounts of such word or-
der in HPSG have been developed for individual V2 languages (predomi-
nantly German) but are often not cross-linguistically applicable. I propose
a set of generalized mechanisms in linearization-based SBCG which ac-
counts for cross-linguistic V2 data by use of: (1) a simple two-valued feature
rather than many-typed topological domains, (2) domain compaction, and
(3) constructionally-determined domain positions. Not only does this analy-
sis account for V2 placement, but it can also model verb third (V3) placement
and other positionally-stipulated word orders.

1 Introduction

Verb second (V2) word ordering is defined by the appearance of the finite verb in
the second position, determined by considering the absolute position of all clausal
constituents. Such clauses exhibit a degree of flexible constituent order allowing
a variety of elements, such as the subject or objects, to appear in the single po-
sition before the finite verb. Thus, it often becomes difficult to characterize such
languages as SVO or OVS, as there are many possible permutations of syntactic
elements, that is, there may be no dominant word order (cf. Dryer, 2011). This
interplay between relatively free word order and a positionally-strict verbal posi-
tion provides a challenge for syntactic analyses, particularly those based on phrase
structure grammars.

The V2 phenomenon is most thoroughly examined and associated with Ger-
man. However, there are other languages, including non-Indo-European ones,
which also attest this type of word ordering. In order to provide a complete ac-
count of the phenomenon, these additional languages require equal examination so
that a full characterization of V2 as a cross-linguistic phenomenon may be devel-
oped. As such, the syntactic structures of a genealogically broad sampling of V2
languages are considered, including Breton, German, Ingush, Karitiana, Kashmiri,
and Yiddish.

Using the insight from this language sampling, which is briefly summarized in
this paper, it is possible to determine the syntactic structures which account for the
occurrence of V2 word order and the degree to which these structures are shared
among the languages, consequently enabling cross-linguistic generalizations of the
phenomenon as a whole to emerge. These generalizations will be formalized in a
linearization-based (Reape, 1994, 1996; Kathol and Pollard, 1995; Miiller, 1996;
Kathol, 2000) version of Sign-Based Construction Grammar (SBCG) (Sag, 2010;

TFor helpful comments and suggestions I would like to thank Jeff Good, Jean-Pierre Koenig,
Stefan Miiller, and Ivan Sag. I owe a special thanks to Rui Chaves for his detailed comments and
numerous discussions. Additionally, I am grateful to three anonymous reviewers and the audience of
the HPSG 2011 conference. All remaining errors are solely my own.
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Boas and Sag, to appear). This combination is particularly well suited to describe
V2 languages because it both allows flexible constituent order via domains and
linear precedence rules as well as the definition of constructions to restrict the
positioning of clausal elements.

The analysis presented in this paper advocates the use of minimally-defined
constructions which capture the constraints of this cross-linguistic word order phe-
nomenon while remaining compatible with other language-dependent construc-
tions and rules. This approach is in contrast to other analyses which utilize more
restrictive mechanisms, such as topological fields, or extraction schemata and in-
stead directly generalizes the structures attested in cross-linguistic data.

To begin, I will present a brief summary of the clause structures in the sam-
pling of V2 languages and provide pertinent data in §2. In §3 previous analyses
for V2 word order will be examined, and then in §4 I will describe a generalized
construction-based analysis highlighting the mutually shared linearization mecha-
nisms of the languages.

2 Verb Second Clause Structure

The constituent order of V2 languages is often relatively flexible, which allows
many options for the linearization of elements. Naturally there are often pragmatic
factors which control the order, but syntactically many variants are permissible.
However, in all permutations, the finite verb is restricted to a particular position,
such as the second position immediately after a single constituent, and may not
be displaced like the other clausal elements. The example in (1) illustrates this
interaction between flexible constituent order and the restriction of the finite verb
to the second position, where the finite verb is shown in boldface.

(1) a. Peter wollte dem Jungen das Buch schenken.
Peter want.3SG.PST the.DAT boy.DAT the.ACC book give.INF
b. Dem Jungen wollte Peter das Buch schenken.
c. Das Buch wollte Peter dem Jungen schenken.
d. Schenken wollte Peter dem Jungen das Buch.

‘Peter wanted to give the book to the boy.” German (Uszkoreit, 1987,
156)

In this particular German sentence, which characterizes V2 clause structure, the
finite verb is consistently after exactly one constituent while all other elements may
be flexibly placed with respect to syntactic constraints. Formally, following the
definition by Anderson (2005, 179), a V2 clause is characterized by the verb with
tense, mood, and agreement properties, if available, (i. e. the finite verb) appearing
in the second position immediately after one constituent.

Although this V2 phenomenon is most cited with Germanic languages, most
notably German but including Danish, Dutch, Icelandic, and Yiddish, among oth-
ers, it also occurs in other non-Germanic languages such as Breton (Celtic), Ingush
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(Nakh-Daghestanian), Karitidna (Tupian), Kashmiri (Indic), and Romansch (Ro-
mance) as illustrated by examples (2)—(4). Additionally, the sentence in (4) shows
how the first element may be an entire clause.

(2) akhbaar por laRkan raath
newspaper read boy  yesterday

‘It was the newspaper that the boy read yesterday’ Kashmiri (Bhatt, 1999,
137)

(3) he bouede tebr Monaer  gegin
her food PRT eat.3SG Mona in.the kitchen

‘Mona eats her food in the kitchen’ Breton (Press, 1986, 197)
(4) [boroja taso oky tykiri] @-naka-hyryp-@ owa
snake man kill PFV  3-PRT-cry-NFUT child
‘When the man killed the snake, the child cried.” Karitidna (Storto, 2003,
414)

2.1 Clause type asymmetries

Even though a language may employ V2 word order, it may not be applied to all
clause types. That is, subordinate and question clauses, among others, may exhibit
different finite verb placements than verb second positioning. For example, the
Kashmiri sentence in (5) contains a subordinate clause which maintains V2 word
order, not including the subordinator, however the Breton sentence in (6) attests
a verb initial subordinate clause word order. The difference between verb place-
ment in main and subordinate clauses is often called root-subordinate asymmetry,
because each clause type exhibits different finite verb placements, but differences
also extend beyond just these two clause types. Thus, the position of the finite verb
is patterned by the clause type and is a necessary component of sentence structure
for a V2 language.

(5) tem-is chu afsoos [ki yi kitaab cha-yi
he-DAT be.3SG.M regret.PRS.PTCP that this book be.F-2SG
tse par-mets]

yOu.F.SG.ERG read-PST.PTCP

‘He regrets the fact that it is this book that you have read.” Kashmiri (Bhatt,
1999, 100)

(6) gwelouta reas Lenaig [e  save an dour]
see.INF PRT do.PST.3SG Lenaig PRT rise.PST.3SG the water

‘Lenaig saw the water was rising.” Breton (Stephens, 2002, 399)

2.2 Verbal elements

Although the finite verb must appear in the second position of a V2 clause, the
non-finite verbs are realized in many different locations. For instance, Ingush,
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like German, places non-finite verbs at the end of a clause as in (7), but Breton
commonly places the non-finite verbs either in the first position or immediately
after the finite verb as in (8).

(7) Muusaa vy hwuona telefon  jettaxh
Musa V.PROG you.SG.DAT telephone strike.CVB

‘It’s Musa on the phone for you.” Ingush (Nichols, 2009)

(8) E voueden deus debret Yann er wetur
his food 3SG.M have.PRS.3 eat.PST.PTCP Yann in.the car

“Yann has eaten his food in the car.” Breton (Press, 1986, 200)

Non-finite verbs have more flexibility in Yiddish and may appear in any posi-
tion, that is, immediately after the finite verb, between arguments and adjuncts as
in (9), or at the end of the clause. Additionally some V2 languages have construc-
tions which allow non-finite verbs to be placed in the first position either alone or
in groups such as a partial verb phrase like in example (10).

(9) m’hot durx  ale fentster arojssgehangn wef
one=have.3SG through all windows out.hung.PST.PTCP laundry
‘Out of all the windows one hung the laundry.” Yiddish (Weissberg, 1988,
153)

(10) [Das Buch schenken] wollte Peter dem Jungen.
the.ACC book give.INF want.PST.3SG Peter the.DAT boy

‘Peter wanted to give the book to the boy.” German (Uszkoreit, 1987, 156)

2.3 Multiple first elements

In other instances, clause types may display a similar verb third (V3) order as with
the sentences in (11) and (12) where the finite verb appears in the third position
after two initial constituents. The German example presents an alternative word
order from the usual V2 for main clauses. However, the Kashmiri content question
clause must be V3 where a single constituent as well as the question word appear
before the finite verb.

(11) [Zum  zweiten Mal] [die Weltmeisterschaft] errang Clark 1995
the.DAT second time the world.championship win.1SG.PST Clark 1995

‘Clark won the world championship for the second time in 1995.” German
(Benes, 1971) quoted from (Miiller, 2005b)

(12) raath kyaa dyut-na-y rameshan
yesterday what.NOM give.PST.M.SG-3SG.ERG-2SG.DAT Ramesh.ERG
tse
yOU.DAT

‘As for yesterday, what is it that Ramesh gave you?’ Kashmiri (Bhatt,
1999, 107)
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Additionally, even more elements could appear before the finite verb in certain
contexts to form clause orders of V4, V5, and so forth (cf. Miiller, 2003).

2.4 Summary

The data presented in the previous sections show the typical form of a V2 clause,
that finite verb placement is dependent upon the clause type, and that the position-
ing of non-finite verbs varies in each language. Table 1 summarizes the possible
finite verb placements by clause type for six V2 languages examined in an exten-
sive typological survey' which I undertook. The new analysis of V2 word order
presented in §4 generalizes the syntactic structures from this survey.

Main: Subordinate: Question:

Affirmative Negative | Content Relative | Content Polar
Breton V2 Vi(V2) | Vi Vi(V2) | V2 V2(V3/Vy)
German V2(V3) V2(V3) | Vr(Vr) Vg \ Vi
Ingush V2(V3) V2 Vi Vr V2 V2
Karitiana || V2/V;(V3) V2/V; Vg Vg V2 V2/V;
Kashmiri || V2 V2 V2 Vg V3 V2(V;/V3)
Yiddish V2(V3) V2 V2 V2(Vy) | V2 Vi(V2)

Table 1: Verb placement in various clause types. Non-basic alternative word orders
appear in parentheses. (Vy = verb initial and Vg = verb final)

3 Previous Analyses

Previous analyses of V2 word order in HPSG (Pollard, 1996; Kathol, 2000; Bors-
ley and Kathol, 2000; Richter and Sailer, 2001; Miiller, 2002) generally fall some-
where on the spectrum between a purely linearization and extraction-based ap-
proach. The extraction-based approach accounts for flexible constituent order by
motivating the movement or displacement of constituents to other locations in a
clause by the application of additional phrase structure schemata. This most no-
tably occurs with the movement of a single constituent to the first position immedi-
ately before the finite verb of a V2 clause. The linearization-based account posits
the separation of syntactic structure and surface word order via word order domains
(Reape, 1994, 1996). This separation allows the stipulation of a constituent’s loca-
tion without needing to motivate a parallel process in the syntactic structure. Thus,
a single constituent’s domain may be relegated to the first position without modify-
ing the clause’s phrase structure. This approach reflects the intuition that the same
syntactic processes occur despite linear order.

!"The sources for the typological survey include: Bhatt (1999), Borsley and Kathol (2000), Du-
denredaktion (2005), Jacobs et al. (1994), Landin (1982), Landin (1984), Miiller (2003), Nichols
(2009), Press (1986), Stephens (2002), Storto (2003), Uszkoreit (1987), Wali and Koul (1997),
Weissberg (1988)
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Collectively these analyses all draw upon a common set of mechanisms to ac-
count for V2 clause structure: word order domains, linear precedence rules, an IN-
VERTED feature, SLASH, topological fields, and constructions. Yet some of these
mechanisms are redundant and perform similar functions. For example, the IN-
VERTED feature and SLASH as well as domains and linear precedence (LP) rules
both allow variety in the linear realization of elements. Similarly, topological fields
and constructions both provide the means to constrain clausal elements in particu-
lar configurations.

The analysis I propose here follows a more strict linearization-based approach
than previous analyses and requires no local extraction to the first position to ac-
count for V2 word order or a HEAD-FILLER SCHEMA to mark the topological field
of the first element. Furthermore, in order to avoid the redundancies among many
of the syntactic mechanisms and to provide an appropriately flexible yet succinct
description which generalizes the linearization behavior of all V2 languages, |
utilize only word order domains, LP rules, and constructions to stipulate clause-
internal word order. This means I do not employ a topological field model or,
in the case of a V2 clause, extraction via the HEAD-FILLER SCHEMA to the first
position. I examine this selection of mechanisms in the next two sections.

3.1 Problems for topological fields

The topological field model, drawn from traditional grammar, provides a precise
and accurate way in which to describe the word order of German. But this model
becomes problematic when it is applied to other languages (cf. Kathol, 2000, 285)
and increases the difficulty for cross-linguistic generalization. Consider the tradi-
tional order of topological fields for German cast into LP rules in (13) by Kathol
(2000, 79), which describes the word order placement fields of a sentence.

(13) TOPOLOGICAL LP STATEMENT
Vorfeld < complementizer field < Mittelfeld < verb cluster < Nachfeld

This typological field schema presents the following problems when account-
ing for word order in the V2 languages reviewed in §2:

Competition between finite verb and complementizer In order to account for
root-subordinate asymmetries (cf. §2.1), the finite verb and complementizer com-
pete for the complementizer field (i.e. the second position): Only one of these
elements may occupy the field and the complementizer takes precedence. If a
complementizer is present, then the finite verb must appear in the only other verbal
field, the verb cluster (i. e. clause final position). But in the case of a main clause,
which has no complementizer, the finite verb is realized in the complementizer
field. This competition describes clausal word order in asymmetric V2 languages,
like German, but is inaccurate for symmetric languages like Yiddish and Kashmiri.
In these languages the finite verb always appears in the complementizer field and
the complementizer appears before the Vorfeld (i. e. the first position).
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Non-finite verbs This model places all non-finite verbal elements in the verb
cluster. But, Karitidna and Breton often maintain a linearly contiguous verb phrase,
in which case all the verbs, including non-finite ones, remain in the second position.

Post-verbal objects In some V2 languages, such as Yiddish, non-finite verbs
may appear as a group among the non-verbal elements and not clause final. That is,
non-verbal elements may appear both before and after the verb cluster thus effec-
tively splitting the Mittelfeld. Because the Nachfeld in the topological field schema
is for extraposed elements, there is no place to put objects after the non-finite verbs.

Thus, it is hard to extend this topological model, which was originally intended
for German, to other V2 languages. Various modifications have been proposed to
adapt the topological field model to other languages (Kathol, 2000; Borsley and
Kathol, 2000), but no uniform and generalized model exists for all V2 languages.
So, it is unclear if such a model may be used when describing a generalized V2
word order placement. Instead, I use constructions in my analysis to determine the
clausal positions of constituents.

3.2 Problems for extraction

Many analyses utilize the HEAD-FILLER SCHEMA to front a constituent before a
clause-initial finite verb to effectively produce V2 word order as a result of ex-
traction,” which is illustrated in Figure 1. The INVERTED feature is also used in
this example to displace the finite verb schenkt ‘gives’ from clause final position to
clause initial. The HEAD-FILLER SCHEMA is typically associated with a class of
constructions that link a filler to an arbitrarily embedded gap such as topicalization,
relative clauses, and wh-interrogatives, all of which license otherwise impossible
word orders, particularly in English. However, given the flexible constituent order
of V2 languages and the ability of constituents to shuffle under normal circum-
stances as word order domain elements, it is possible to realize V2 word order
without this schema.

The HEAD-FILLER SCHEMA subsumes a set of constructions which allow un-
bounded extraction, that is, the realization of arbitrarily embedded elements in an
alternative location, usually clause initial. For example, non-subject wh-interrog-
atives in English are realized as a filler in the first position. However, subject wh-
interrogatives are a type of SUBJECT-HEAD CONSTRUCTION (cf. Sag, 2010, 533)
and do not require extraction to alter word order. Similarly, because word order
domains allow any clausal element to appear in the first position via shuffling in
V2 clauses, the HEAD-FILLER SCHEMA need not be employed to alter word order
and realize the initial element.

2 Although the analysis proposed by Kathol (2000) uses domains and LP rules to realize an el-
ement in the Vorfeld, this element is assigned to the Vorfeld by virtue of being the filler of the
HEAD-FILLER SCHEMA (p. 85)
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S

INV +
SLASH ()
Filler ©—~ Head
|:LOC :| INV +

‘ SLASH <>

Peter
schenkt dem Jungen das Buch

“Peter gives the boy the book.”

Figure 1: Accounting for V2 with extraction.

There is cross-linguistic evidence which indicates that all wh-interrogatives,
even subject ones, are reflected in the morphosyntax as extraction phenomena
(Hukari and Levine, 1995; Bouma et al., 2001), which could indicate that first
elements should be extracted. For instance, Yiddish verb inversion in embedded
relative clauses (Diesing, 1990) is cited as part of this evidence, where the exple-
tive es appears in the first position (after the wh-interrogative) before the finite verb
in the absence of any other element. For instance, in (14a) an expletive is inserted
to maintain the V2 word order of the subordinate clause, that is, the extracted wh-
interrogative is unable to fill the first position as only local elements may satisfy
the V2 word order requirements.

(14) a. Ikhveys nit [ver es iz gekumen].
I know.1SG not who.NOM EXPL be.3SG come.PST.PTCP

b. *Ikh veys nit ver iz gekumen.
‘I don’t know who came.” Yiddish (Diesing, 1990, 68)

(15) Ver hot gegesn dos broyt?
who.NOM have.3SG eat.PST.PTCP the bread

‘Who ate the bread?’ Yiddish (Diesing, 1990, 52)

However, this expletive is not used in content question clauses, which also
utilize wh-interrogatives as in (15). Here the wh-interrogative is indeed able to
fill the first position, reserved for local elements, thus suggesting that extraction
is not used to license this clause. Thus, is seems that the obligatory extraction
of a particular element is clause specific and should not be reflected in the basic
mechanisms for the realization of V2 word order.

Finally, if the HEAD-FILLER SCHEMA were utilized to realize the first element
of a V2 clause, it is unclear where this construction would appear in a FILLER-
HEAD CONSTRUCTION hierarchy as illustrated in Figure 2. None of these con-
structions appropriately predict V2 in all of its instances. A TOPICALIZATION
CONSTRUCTION would indeed allow V2 word order but also includes the corre-
sponding prosodic and pragmatic information associated with topicalization, which
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are not appropriate for pragmatically focused constituents or elements with no em-
phasis, in particular, expletives. For instance, the expletive ‘es’ in German may
appear locally in the first position as in (16a), however, it may not be topicalized to
a matrix clause as shown in (16c).

headed-cxt

-

head-comp-cxt filler-head-cxt

wh-excl-cl wh-rel-cl top-cl v2-cl?

Figure 2: Placement of a V2-FILLER-HEAD-CONSTRUCTION.

(16) a. Es regnet in der Stadt.
EXPL rain.3SG.PRS in the city
‘It is raining in the city.” German
b. [In der Stadt]; sagt er, dass es _; regnet.
in the city  say.3SG.PRS he COMP EXPL rain.3SG.PRS

‘In the city, he said, that it’s raining.” German

c. *Es; sagt er, dass _; in der Stadt regnet.

So, some V2-FILLER-HEAD CONSTRUCTION would need to be posited to al-
low V2 word order without any additional prosodic or pragmatic information.
Additionally, because the first element must be realized clause internally (i.e. it
may not appear in a higher matrix clause), this V2-FILLER-HEAD CONSTRUCTION
would need to be constrained so that the filler could not cross clausal boundaries so
that it would in fact be a bounded dependency. Such constraints are clearly very dif-
ferent than those of the TOPICALIZATION CONSTRUCTION. Thus, a HEAD-FILLER
SCHEMA approach would require the definition of at least two nearly identical con-
structions.

The analysis I propose here avoids the over-generalization of extraction as well
as the redundancies between HEAD-FILLER SCHEMAS and word order domains to
realize V2, and instead captures the V2 word order by using only word order do-
mains. Unbounded dependencies still exist under my analysis and are compatible
with a V2 clause (cf. §4.2.1), but extraction is not necessary to realize V2.

4 Constructionally-Determined Word Order

Conceptually, the generalized analysis I propose here places all constituents of a
clause into a word order domain. These domain elements are by default flexible,
that is, able to shuffle, via Reape’s shuffle operator ‘()’, and produce a variety of
word orderings from a single set of domains. However, constructions may place
positional restrictions on particular domain elements by specifying that they are
fixed and stipulating their linear position within a clause. Linear precedence rules
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may only affect flexible domain elements and do not interact with fixed elements.
In this way, free word order and strict positional stipulations may simultaneously
exist within a single clause. Thus, a V2 construction would specify that the finite
verb is fixed and must appear in the second position. All other flexible elements
may then shuffle around this fixed verb, which is exempted from linear precedence
constraints.

Formally, I describe this generalized analysis within the Sign-Based Construc-
tion Grammar (SBCG) framework (Sag et al., 2003; Sag, 2010; Boas and Sag, to
appear). As such, I incorporate domains into the structure of a sign, like Reape
(1994, 1996), via a DOM attribute which itself is a list of signs. Re-formulating
the Constituent Ordering Principle, as shown in (17), a sign’s FORM is then the
concatenation of the FORM values of its domain elements.

17) FORML; ®Lo® ... L,

sign =
DOM |:FORM L1:|, |:FORM L2:|, ey |:FORM Ln}

In §4.1 T will first describe the generalized mechanisms necessary for a con-
struction-based analysis of V2 word order: (1) a simple two-valued feature rather
than many-typed topological domain elements, (2) domain compaction, and (3)
constructionally-determined domain positions. Then, in §4.2 I will outline gram-
mar fragments to illustrate how these mechanisms license clause structure in V2
languages.

4.1 Generalized Mechanisms
4.1.1 Two-typed domain elements

In order to facilitate the division between flexible and fixed domain elements, I in-
troduce a new attribute LIN with linearization values: flexible and fixed, as depicted
in (18). This LIN attribute is part of a domain sign and has a default value of flex-
ible defined by the constraint in (19). Persistent Default Unification, as described
by Lascarides and Copestake (1999), is employed to ensure that the default value
remains a part of the feature structure during unification and may be realized in a
fully licensed construct when no other value overrides it, namely fixed. That is, un-
less otherwise specified, the linearization value of a domain element in a construct
is flexible. The fixed value is only assigned by constructions to override the default
flexible value. 3

31t may be desirable to avoid using defaults, which could be done in two ways: (1) Some elements
could be lexically marked fixed leaving all others underspecified. However, the same element may
be fixed in one construction but flexible in another. Also, there should be no underspecified LIN
attributes in a fully licensed clause so that the LP rules, which only affect flexible elements, behave
properly. (2) Constructions could explicitly specify all potential elements as fixed or flexible, which
means many clause constructions would stipulate lists of flexible elements to account for any other
possible items. This ensures that all domain elements do not remain underspecified. But in order
for the word order constructions defined here to appropriately interact with each other and correctly
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l. . t. 1
(18) inearization (19) sign = [DOM list<[LIN /ﬂexibleD]

flexible  fixed

In this way, linear precedence rules may only affect domain elements with a
LIN value of flexible, as illustrated by the sample LP rule in (20). This allows
fixed domain elements to remain in a constructionally-determined position without
affecting the placement of the other flexible elements.

FOCUS — FOCUS +

(20) lLIN ﬂe)cible]< lLIN flexible

4.1.2 Domain compaction

Following Reape, there are two kinds of DOMAIN CONSTRUCTIONS: LIBERAT-
ING, which keeps the daughter domain elements of a construction independent in
the mother, and COMPACTING, which, like Kathol and Pollard (1995) and Donohue
and Sag (1999), creates a single new domain element in which all the daughter do-
main elements may still shuffle. Compaction allows LP rules to still affect the order
of the domain elements in the mother’s domain, but forces them to act as a single
unit in any further construction. Thus, the compacting mechanism enables multi-
ple elements, when appropriate and specified by language-specific constructions,
to form a single domain element which may appear in a single constructionally-
determined domain position.

21 a MTR [DOM L;O...O Ln}

liberating-domain-cxt =
DTRS <[DOM Ll}, R [DOM LHD

MTR lDOM <[DOM LO...O LHM

ores ([powLi].....[pow,])

Compaction is vital for an analysis of flexible word order because it allows
the definition of linear constituents which may not correspond to the phrase struc-
ture. This distinction is particularly salient with partial compaction (Kathol and
Pollard, 1995; Yatabe, 1996), a mixture of the liberating and compacting domain
constructions where only some of the daughter domains are compacted. This type
of compaction is further explored in §4.2.1.

compacting-domain-cxt =

license clauses, they must remain silent about these other items. So, defaults seem to be necessary.
Yet, it may still be possible to avoid defaults with method (2), which is compatible with the theory
presented here. This is something which warrants further investigation.
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4.1.3 Cross-linguistic constructions

Drawing from the constructional approach taken by Kathol (2000, Ch.7), my anal-
ysis similarly constrains clauses by a combination of linear and sentence mode
constructions. Using the attested linearization patterns in V2 languages, I propose
a general set of common clausal constructions for word order determination, pro-
vided in Figure 3, which describe the mutually occurring syntactic constraints in all
V2 languages. The sentence mode constructions license various clause types such
as declarative, relative, and interrogative. And as illustrated in §2.1, the clause type
patterns the position of the finite verb in a clause, thus making the sentence mode a
necessary component when specifying linear order. Each language independently
stipulates the combination of linear and sentence mode constructions which license
a complete clause.

clause
/\
linear-cl sent-mode-cl
T T
vi-cl vn-cl vf-cl inter-cl decl-cl rel-cl
/\

wh-cl  polar-cl

Figure 3: Hierarchy of clausal constraints common to all V2 languages.

The linear clause constraints are formally defined by the rules in (22)—(24).
Each of these constructions explicitly states the location of the domain for the finite
verb. The V1 and VF-CLAUSE CONSTRUCTIONS straight-forwardly stipulate that
the domain element with the finite verb form must appear either clause initially or
finally, respectively. Notice that the finite verb domain element is constructionally
stipulated to be fixed and may be a phrase, that is, a complex predicate.

(22) a. Inaverb initial clause, the domain element with the finite verb appears
before all other domain elements.

b. LIN fixed >

vl-cl = [MTR | DOM .
SYN |CAT {VFORM ﬁmte}

(23) a. Ina verb final clause, the domain element with the finite verb appears
after all other domain elements.

SYN

LIN fixed
vf-cl = | MTR DOM...@< >

CAT [VFORM ﬁniteﬂ

The VN-CLAUSE CONSTRUCTION in (24) must not only specify the position
of the finite verb domain element, but must also limit the number and types of
elements that precede it so that V2 or V3 may be realized. In the absence of any
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other constructions to specify fixed domain elements before the finite verb, only
one element appears before the verb, namely a flexible element, thus creating V2
word order. If there is an additional construction specifying fixed elements before
the finite verb, it then becomes possible to define V3 word order or, for that matter,
V4, V5, and so on. The VN-CLAUSE CONSTRUCTION is remarkable in that it
licenses all placements of the finite verb in some nth position from the beginning
of a clause in exactly the same way.

(24) a. In a clause which positions the finite verb domain element in the nth
position from the beginning, the finite verb is preceded by exactly one
flexible domain element and any number of fixed domain elements, in
any order, and followed by all other domain elements.

vn-cl = | MTR | DOM (list([LIN ﬁxedD O <{LIN ﬂexible} >> &)

LIN  fixed
< SYN {CAT [VFORMﬁnileH >69

Finally, for all V2 languages which attest complementizers, these elements are
not shuffled with a clause’s word order domains and must instead be positionally
stipulated by the COMPLEMENTIZER CONSTRUCTION as shown in (25), which
is like the HEAD-FUNCTOR CONSTRUCTION. This construction concatenates a
fixed complementizer domain to the beginning of a saturated clause’s domain list.
Here, SELECT indicates which expression the complementizer modifies, follow-
ing Sag (to appear). Thus, the correct position of the complementizer is specified
without interfering with a clause’s word order. This separate COMPLEMENTIZER
CONSTRUCTION is posited in order to avoid overgeneralizing the values of the
LINEARIZATION features in other HEAD-FUNCTOR CONSTRUCTIONS.

(25) [ l:SYN X |
MT
DOM L1 & Lo

comp .
. CAT | VFORM finit
complementizer-cxt = DTRS SYN [CAT |:SELECT HH [ X:[ [ fini e]} >
- VAL()

DOM L1:<[L1Nﬁxed}> DOM Lo

HD-DTR H

4.2 Language-specific clause licensing

The use of the generalized mechanisms to describe the clause structure in a particu-
lar language may be illustrated by a fuller hierarchy of PHRASAL CONSTRUCTIONS
in Figure 4. The HEADED CONSTRUCTIONS, adopted from SBCG (Sag, 2010, to
appear), are not necessarily shared among V2 languages, but illustrate where they
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may exist in the phrasal hierarchy. Two variants of the HEAD-COMPLEMENT CON-
STRUCTION are used: The PREDICATIONAL CONSTRUCTION combines a head
with one or more of the items on its VALENCE list, but not all. Whereas the SAT-
URATIONAL CONSTRUCTION combines a head with all of the remaining elements
on its VALENCE list and licenses a complete clause. Thus, constructs may now
be fully licensed by a combination of HEADED, DOMAIN, LINEAR-CLAUSE, and
SENTENCE-MODE-CLAUSE CONSTRUCTIONS.

phrasal-cxt

domain-cxt clause
/\

lib-dom-cxt compact-dom-cxt A
headed-cxt

-

head-functor-cxt head-complement-cxt complementizer-cxt

///’/—\
predicational-hd-comp-cxt  saturational-hd-comp-cxt

Figure 4: Partial hierarchy of phrasal constructs for V2 languages.

I will first briefly illustrate the use of the generalized mechanisms to license
various word order phenomenon in German in §4.2.1, as this will enable an easy
comparison to previous analyses. Then in §4.2.2 I will sketch out analyses in Kash-
miri and Breton.

4.2.1 German

Consider the clausal hierarchy for German in Figure 5, which utilizes the common
clausal constraints from Figure 3.* The bottom row in this hierarchy represents a
sampling of complete clause constructs, which are a combination of the linear and
sentence-mode types.

clause
/\
linear-cl sent-mode-cl
T — N
vl-cl  vn-cl  vf-cl inter-cl decl-cl rel-cl
/\

wh-cl  polar-cl

q-pol-cl q-cont-cl main-cl s-cont-cl s-rel-cl

Figure 5: Partial hierarchy of clausal constructs for German.

“In all clausal hierarchies the following abbreviations are used to conserve space: s(ubordinate),
cont(ent), rel(ative), q(uestion), pol(ar).
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Given the language-specific phrasal constructions in (26), which also contain
generalized constructions discussed in §4.1, it is possible to license a V2 main
clause such as in example sentence (1b).

(26) Some PHRASAL CONSTRUCTIONS for German

a. [lib-pred-hd-comp-cxt = predicational-head-complement-cxt N
liberating-domain-cxt

b. main-lib-sat-hd-comp-cl = saturational-head-comp-cxt N declarative-cl N
liberating-domain-cxt N\ vn-cl

L flexible L fixed L flexible | | L flexible L flexible
in-lib-sat-h-c-cl | D s s , s
matn-ib=sari-e=c <dem, Jungen> <wollte> Peter> das, Buch> <xchenken>
L /flexible L /flexible L /flexible L /flexible L /flexible
lib-p-h-c-cxt | D R , ,
D< F<Peter> > 1orp-heex dem, Jungen> <das, Buch> <schenken> <wollte>

N NP[nom]

L /flexible L /flexible L /flexible
lex-pred-cxt | D R
h-funct-cxt D< F <dem, Jungen> > comprerpreaen <schenken> <wollte>
S NP[dat]

L /flexible /\
h-funct-cxt D< F<dllé'v Buch> >
/\ s NP[acc] L /flexible L /flexible

[ el e et
{F@aﬂ r{Buch)

sD S N[acc]

Figure 6: Clause structure for German V2 sentence.

The structure of this V2 sentence is illustrated in Figure 6.5 Here, the MAIN-
LIB-SAT-HD-COMP-CLAUSE CONSTRUCTION licenses the saturation of the finite
verb’s complement list while keeping all of the domain elements liberated and free
to shuffle except for the finite verb itself, which is constructionally specified as
fixed and relegated to the position after a single flexible domain, as according to
the VN-CLAUSE CONSTRUCTION. A COMPLEX-PREDICATE CONSTRUCTION is
used to create a verbal complex which combines all of the arguments from both
verbs (cf. Hinrichs and Nakazawa, 1998, inter alia). Language-dependent LP rules
determine the positions of the flexible elements, such as constraining the non-finite
verb domain element to the end of the clause. Naturally, other constructions could

3 Abbreviations will also be used in AVMs to conserve space: D(OM), L(IN), F(ORM), S(YN),
C(AT), VF(ORM).
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be defined to stipulate the non-finite verb domain element as fixed in a different
position.

Similarly, the V3 sentence in (11) can be licensed by the same VN-CLAUSE
CONSTRUCTION with further language-specific constraints, such as the DISCOUR-
SE-PROMINENCE CONSTRUCTIONS in (27). These constructions utilize partial
compaction, as mentioned in §4.1.2, which allow the first two elements before the
finite verb to form a single domain element despite not forming a phrase structure
constituent.

(27) DISCOURSE PROMINENCE CONSTRUCTIONS for German

domso<<[DOM Xl}, e [DOM XnD) =X 0...0X,
b. prom-part-compact-dom-cxt =

PROM +

MTR |DOM < domsO(L1) > O domso(L2)

DTRS lelisthROM +D O La:list
C. prom-main-cl = main-lib-sat-hd-comp-cl N\ prom-part-compact-dom-cxt

The PROMINENCE-PARTIAL-COMPACTION-DOMAIN CONSTRUCTION shown
in (27b) appeals to a common discourse-oriented feature which compacts the prom-
inent elements into a single domain. Here this discourse feature is represented by
a binary PROM(INENCE) attribute. However, this construction and new feature are
only used for illustrative purposes and do not necessarily reflect a pragmatic anal-
ysis, instead they only show how such an analysis is compatible with the other
word order constraints proposed in this paper. So, using the new doms function

L flexibl
flexible L fixed L flexible
prom-main-cl | D PROM + ) N Clark
<Zum, zweiten, Mal, die, Weltmeisterschqﬁ> <errang> < ar >

L /flexible L /flexible
D< F<Clark> D< F<errang> >
S NP[nom] S V[ n]
L /flexible L /flexible
5 F<dle, Weltmelsterschaft> b < F<zum, Zweiten, Mal> >
PROM + PROM +
N NP[acc] s PP

Figure 7: Clause structure for German V3 sentence.
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defined in (27a), this construction stipulates that discourse prominent elements are
compacted while all other elements remain liberated. Linear precedence rules sub-
sequently cause the single prominent domain element to appear in the clause initial
position. Figure 7 illustrates this clause structure for the V3 sentence in (11).

Finally, although the HEAD-FILLER SCHEMA is not used to realize the first
element of a basic V2 clause, it still allows the non-local extraction of an embed-
ded element and appropriately interacts with the VN-CLAUSE CONSTRUCTION to
license a complete sentence. For instance, consider the sentence in (28) with an
element extracted out of the subordinate clause into the first position of the matrix
clause. Using the TOPICALIZATION CONSTRUCTION in (29) the clause structure
for this complex sentence is illustrated in Figure 8.

(28) [Um zwei Millionen Mark]; versucht er [eine Versicherung _; zu
of two million Mark try.ISG.PRShe a insurance to
betriigen]
defraud.INF

‘Of two million Marks, he is trying to defraud an insurance company.’
German (adapted from Miiller, 2005a)

(29) TOPICALIZATION CONSTRUCTION for German
top-main-cl = main-lib-sat-hd-comp-cl A filler-head-cxt

. . L flexible
L flexible L fixed L flexible
top-main-cl | D o s R s F<eine, Versich., zu, betr.>
<um, zwei, Mill., Mark> <versucht> <er>
S | SLASH ()
L /flexible
D F<um, zwei, Millionen, Mark> >
s PP
[ L /flexible 11

L /flexible L /flexible . .
lib-pred-h-c-cxt | D , , F<eme, Versich., zu, betk>
F <versucht> F <er>
S | SLASH <>

PE—— .

L /flexible L /flexible © fexibl, L fixed
exible
D< F<versucht> > D< F<er> > s-cont-cl D< F<eine, Versicherung> , F<zu, betr‘u‘gen> >
s V[ﬁn] s NP[nom]_ . NP[acc] . {ELI ::sz >

Figure 8: Clause structure for German sentence with topicalized element.
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4.2.2 Other V2 Languages

The same generalized mechanisms extend to other V2 languages. For instance,
the common clausal constraints are also used by Kashmiri in Figure 9 to define
its clausal constructs. Notice that the linking of LINEAR and SENTENCE-MODE
CLAUSAL CONSTRUCTS here are different than for German. Thus, a Kashmiri
question clause, which is obligatorily V3 such as in example (12), may be licensed
by the language-specific construction in (30) which also utilizes the common VN-
CLAUSE CONSTRUCTION and has the resulting domain structure in (31). This con-
struction uniquely specifies a fixed question word domain element which appears
before the finite verb, thus allowing verb third word order.

clause
/\
linear-cl sent-mode-cl
T — N
vi-cl  wvn-cl  vf-cl inter-cl decl-cl rel-cl
/\

wh-cl  polar-cl

q-cont-cl q-pol-cl main-cl s-cont-cl s-rel-cl

Figure 9: Partial hierarchy of clausal constructs for Kashmiri

(30) CONTENT QUESTION CONSTRUCTION for Kashmiri

r LIN fixed
cont-question-cl = vn-cl A wh-cl \ | DOM <_LINﬂexible}, [SYNﬁ\)’CVeH e >
(3 1) . L d 7 . .
L flexible | |L fixed Jixe L flexible L flexible
D F<math> , F<kyaa> , F<dyutnay> , F<rameshan> , F<tse>

sADV | |swH SVF4 s NP s NP

Additionally, domain compaction becomes important for the analysis of the
Breton V2 clause in example sentence (8). When both of the finite and non-finite
verbs are analyzed as a complex predicate, they may be compacted together to form
a single domain element which is then correctly positioned by the VN-CLAUSE
CONSTRUCTION as shown in (32).

(32) L flexible L fixed L flexible L flexible
D< F<e, voued> , F<en, deus, debret> , F<Yann> i F<en wetur> >
sNPPaﬂ sVP@ﬂ SNPPmﬂ s PP
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5 Conclusion

By examining the mutually-shared characteristics of V2 languages it is possible
to define the common mechanisms which accurately describe their word orders,
namely: a shared set of LINEAR, SENTENCE-MODE, and DOMAIN CONSTRUC-
TIONS; flexible and fixed domain elements; language-specific constructions which
specify fixed domain elements; domain compaction; and linear precedence rules
which only affect flexible domain elements. In this paper I have shown that a
linearization-based analysis can account for a variety of word ordering phenom-
ena in V2 languages. Where traditional phrase structure rules are ill suited, using
two-valued domain elements in combination with constructional stipulations, the
interaction of flexible word order and strict positional constraints may be appropri-
ately defined while remaining compatible with other phenomena such as non-local
extraction.
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Abstract

The present paper proposes an analysis of the asymmetistabation
of der, ‘there’, in embedded interrogative and relative clausespectively,
in standard Danish. The analysis sets itself apart fromipusvanalyses
in integrating information structural constraints. Welwthow that the dis-
course function of the extracted subject in the clauses@stipn determines
whetherder insertion takes place in standard Danish. The analysisfuvHl
ther be shown to support the position tlur in interrogative and relative
clauses is an expletive subject filler, and that from an imftion struc-
tural point of view, thederin existential, presentational, passives and relative
clauses is indeed the sarmer.

1 Introduction

In standard Danish the woutr, ‘there’, is used in embedded subject interrogative
clauses, but not in subject relative clauses. The different distributiortérroga-
tives and relatives is shown in (1).

(1)

a. Jegred hvemder vandt.

I  knowwho therewon

‘I know who won.’

Dajegvar i tvivl ringedejegtil dem,og spurgtehvilkender
as | wasin doubtcalled | tothemandasked which there
passeddl min bil.

suited to my car

‘As | was in doubt | called them and asked which one suited my car.’

. Jegkendemanden hvis bror __vandt.

|  know manDEFwhosebrother won
‘I know the man whose brother won.’

. Vi skulle dykkeud for Mactanlsland,hvilken __liggerlige over

we shoulddive outfor Mactanisland which  lies right over

for CebuCity.

for CebuCity

‘We were going to dive off Mactan Island which lies right opposite
Cebu City.’

If no relative pronoun is present, we also fiddr in relative clauses, as the
examples in (2) show.

(2)

a. Mandender vidstefor meget

manDEF thereknew too much
‘The man who knew too much’

tWe want to thank the participants of the HPSG2011 conference for ‘ald&Ezussion. Special
thanks go to Stefan Wler for his detailed comments.
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b. Bogen der liggertil grund for filmen erenklassiker.
bookDEF therelies to groundber for movieDEFis a classic

‘The book which the movie is based on is a classic.’

Traditionally, cf. Wiwel (1901), Diderichsen (1957) and Hansen @9the
derin (1) and (2) is assumed to be the sader that occurs in e.g. existential,
presentational and impersonal passive clauses, as in (3), wheretiofis as an
expletive subject filler when a subject does not appear in subject positits
missing altogether.

(3) a. Hansiger,at der er elefanteri allestgrrelser.
he says thatthereareelephantsn all sizes

‘He says that elephants exist in all sizes.

b. Hansiger,at der lgberenbla smglfeftermig.
he says thatthereruns a bluesmurfafterme

‘He says that a blue murf is running after me.’

c. Hansiger,at der synges i parallellekvinter.
he says thattheresingPRSPASSIn parallel fifths

‘He says that people are singing in parallel fifths.’

In more recent Danish generative literatured®y, this assumption has been
challenged, and it has been discussed whatkem embedded interrogative and
relative clauses is indeed an expletive occuring in subject position gcrthlyses
in Erteschik-Shir (1984), Vikner (1991) and Mikkelsen (2002). Argunts have
been put forward suggesting thagrin embedded subject interrogatives and rela-
tives differs wrt. a number of syntactic phenomena from the expldiveso much
so that it cannot be maintained to be categorized as the exptiivd he incon-
sistent distribution ofler in standard Danish embedded clauses has, however, not
been a focus of attention. Outside the Danish literature, e.g. Engdakt)(ha8
proposed that the asymmetrical distributiordefis a consequence of interrogative
and relative clauses having different clause structural properties.

The present paper addresses the inconsistent distributidarshown in (1)
and (2). The proposed analysis is based on different informationtstal@rop-
erties of the clauses. Apart from explaining the distribution in (1) andif2pr-
porating information structure in the analysis provides a uniform accdudgron
Danish, and hence simultaneously lends support to the argumertethiat em-
bedded interogatives and relatives is indeed an expletive subject filkroject
position.

2 Thedata

In this section we will be more specific about what types of relative claases
discussed in this paper. The relative clauses dealt with here are babjetts
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relative clauses. Some of them involve extractions. There are potentiadly thr
such cases in Danish, as shown in (4).

(4)

a. Husker 1 historien om drengenhvis mor __ville
rememberyou storyDEF aboutboyDEF whosemother wanted
stavehansnavn Christophpher?
spell his nameChristophpher
‘Do you remember the story about the boy whose mother wanted to
spell his name Christophpher?’

b. Aspasinliggeri enby kaldetVallvidrera,hvilken __liggeroppe
Aspasimlies ina towncalledVallvidrera which  lies up
i bjergene lidt udenforBarcelona.
in mountainsDEF little outside Barcelona
‘Aspasim lies in a town called Vallvidrera which is situated in the
mountains a little outside Barcelona.’

c. *Jeghar enven, hvem__bor i Barcelona.

|  havea friendwho livesin Barcelona
‘I have a friend who lives in Barcelona.’

In (4a) we have a bound subject relative clause involving pied pipingethe
tive pronounhvisis the specifier of a larger noun phrase with which it is extracted
from subject position. In (4b) the relative pronolwilken used to refer to a non-
human, is extracted from subject position. Finally, in (4c) the relative quron
hvem used to refer to a human, is extracted from subject position. (4c),Jsowe
is not well-formed in Danish, cf. e.g. Hansen (1974).

In addition, we have subject relative clauses without relative pron@asis
(2). More example are provided in (5).

(5)

a. Pigen der legedemedilden

girl. DEF thereplayedwith fire.DEF
‘The girl who played with fire’
Hgnsineog himlen der faldt ned
Hgnsineandsky.DEF therefell down
‘Hagnsine and the sky that fell down’

We follow Erteschik-Shir (1984) and Mikkelsen (2002) in treatitey as an
expletive. This means that they are not treated as relative pronouirs te&g-
book grammars like e.g. Allan et al. (1996). We therefore do not analyzeths
involving extraction.

It should be noted that the examples in (6) are not subject relative slearsa
they do consequently not constitute contradictions to our observationsddyon
relative clauses.
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(6) a. Stepheiing erenforfatter,hvis bggerder kankoges
StepherKing is a writer whosebookstherecanboil.PRSPASS
megetsuppepa.
much soup on
‘Stephen King is a writer whose books cannot be flogged to death.

b. Herefterfalger| vejen, langshvilkender voksercypresser.
hereafteffollow youroadDEF alongwhich theregrow cypresses
‘From then on you follow the road along which cypresses grow.’

In (6a)deris inserted in an embedded passive missing a subject, and idg6b)
is inserted in an embedded presentational there clause where the “saipjgetts
in direct object position.
The data we have presented so far are standard Danish. Hansdh gh&s
an account oflerinsertion in non-standard Danish. He observes that here we also

find derin examples like (7).

(7) a. ?Bogen handlerom endrengder heddemikkel, hvis
bookDEFis abouta boy therecalls Mikkel whose
mor der degdeda hanvar 13ar gammel.
mothertheredied whenhe wasl13yearsold
‘The book is about a boy called Mikkel whose mother died when he
was 13 years old.’

b. ?Jeglap for flere konfrontationerhvilke der matte ende

| escapedor moreconfrontations which theremust.PSTend
voldeligtligegyldigt hvordande blev vendt og drejet.
violently no matter how  theyweretossedandturned
‘| avoided more confrontations which were bound to end violently
whichever way you looked at them.’

We cannot do justice to the data in Hansen (1974) in this paper, but can con
clude that in standard Danister is inserted in embedded subject interrogatives,
but not in bound subject relative clauses. In non-standard Danigdctlider is
inserted as a subject filler with varying degrees of acceptability in diffedense
types, including subject relative clauses. In this paper we are catterith the
distribution ofder in standard Danish. The non-standard distributions, however,
will be shown to follow from exempting non-standard Danish from condsam
be presented in Section 5 governing the standard distribution.

3 Theoretical background

As stated in Section 1, the present paper proposes an analysis baséolroa-
tion structural properties of the clauses, allowing for a uniform analysikepas
an expletive subject filler in subject position. This is in answer to the following
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theoretical questions arising when dealing with the data at hand. Do werexpla
the “inconsistent” distribution ofler in Danish embedded interrogative and rela-
tive clauses as a result of asymmetrical syntactic structures or somettefigield
can we provide a uniform analysis dér as a subject expletive in both interroga-
tives, relatives and othe&er-constructions?

Engdahl (1984) explains the ill-formedness of subject extractions forgl-o
ative clauses in constrast to interrogative clauses in Norwegian as &eggylt
of the empty category in subject position not being properly governed wiihin
governing categor$. This is shown in (8).

(8) a. Olaskjgnner jegikke [§ [xpP hvaj] [5 [comp €] [ 5 € sier gj]]]]

Ola understand not what says
b. *Ola; kjennerjeg [ v p mangelg [comp SOM] [s €; liker e; ]]]
Ola know | many that like

The analysis is based on assigning interrogative and relative clautsemkif
syntactic structures. Interrogative clauses have an extra XP posifararabe
seen in (8a). (8a) is well-formed because the empty categadryS is properly
governed bye; in S. In (8b), on the other hand, the empty categgrin S is not
properly governed withirs.

Engdahl (1984) refers to the non-occurrence of Norwegamin relative
clauses as independent support for the asymmetrical clause stru&hestirther
proposes that Danistler can be a proper governor in Danish like the Norwegian
som This means that we get the structures in (9a) for Danish.

(9) a. Jedhusker ikke [§ [xp hvis hest][5 [comp deF] [5 € vandt
|  remembenot whosehorse there won

lgbet]]]
the race

b. Jegkender xp mandens [comp hVis hest} [s €; vandtlgbet]]]
| know the man whosehorse won the race

In (9b) hvis hestppears in Comp. There can only be one element in Comp in
this analysis. As there is no XP position in the relative clause, there is nofarom
der, as Comp is already occupied. In this way the asymmetry between intergativ
and relative clauses is explained.

Apart from the fact that we must accept phrases in Comp, the analysisiis p
lematic for Danish. In non-standard Danish, cf. also Bjerre (2010)fineethe
complementizesomin front of pied piping phrases as in (10), both contending for
the Comp position.

(10) a. ?Harnemlig envenindesom hvis hundlgbvaek i november
haveyou seea friend Compwhosedog ranawayin November

‘I have, you see, a friend whose dog ran away in November.’
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b. ? 3dejligesorte hanner som hvis far og mor begge
3lovely blackmale dog€Compwhosefatherandmotherboth
er enblandingaf enbordercollie og labrador
area mix of a bordercollie andlabrador
‘3 lovely black male dogs whose father and mother both are a cross
between a border collie and labrador.’

Similarly, in the example in (7) repeated here as (11), we find the extracted
phrases ander contending for the Comp position.

(11) a. 7?Bogen handlerom endrengder heddemMikkel, hvis
bookDEFis abouta boy therecalls Mikkel whose
mor der dededa hanvar 13ar gammel.
mothertheredied whenhe was13yearsold
‘The book is about a boy called Mikkel whose mother died when he
was 13 years old.’
b. ?Jeglap for flere konfrontationerhvilke der matte ende
| escapedor moreconfrontations which theremust.PSTend
voldeligtligegyldigt hvordande blev vendt og drejet.
violently no matter how  theyweretossedandturned
‘| avoided more confrontations which were bound to end violently
whichever way you looked at them.’

And finally, in (12) we findsomandder contending for the Comp position.

(12) a. ?Jegil godtvide hvemsom der laeggerstemmetil
I will goodknowwho Comptherelays voices to
Mumitroldenei tegnefilmserien.
MuminsDEF in cartoon serie®EF
‘I would like to know who provides voices for the Mumins in the
cartoon series.
b. ? Minsmukke dejligeponysom der ersolgttil Sofia
my beautifullovely ponyCompthereis sold to Sofia
‘My beautiful lovely pony which is sold to Sofia.’

As mentioned earlier, previous Danish analysedesfin interrogative and rel-
ative clauses have focused on the categorial stataleiof Erteschik-Shir (1984)
assumes thaler is an expletive subject, and restricts the insertionl@fto con-
texts where “co-superscripting”, or agreement, can occur with anejaperator.
This is shown in (13).

(13) a. Jeged ikke hvent def kanlide ham.
I knownot who therecanlike him

‘I do not know who likes him.’
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b. ?Mandenhvis hest def vandtlgbet
manDEF whosehorsetherewon racebDEeF

‘The man whose horse won the race.’

In (13) hvemandhvis hestre adjacent operators licensider insertion!

In the analysis of Vikner (1991der is assumed to occur in“Gosition, rather
than being an expletive. On this analydisr may only occur if the specifier of
its complement is coindexed with its own specifier in which case it may properly
govern the specifier of its complement. The examples in (14) illustrate.

14) a. Jeged [cp hvis hund der, [;pt; spisereebler]]
I know whosedog there eats apples

b. ?Jedkenderenpige[cp hvis hund der, [;pt; spiseraebler]]
I know a girl whosedog there eats apples

In these examples the operator moves from IP-spec to CP-spec, ard &av
trace in IP-spec ander is inserted in €. Ders complement is the IP, anders
specifier is the operator in CP-spec. The examples are well-formed, sysattifier
of der's complement is coindexed witlers own specifier.

Mikkelsen (2002) argues that the distributiondsfr is a result of its expletive
status Deris inserted in the position targeted by the Extended Projection Principle,
cf. Chomsky (1981). According to Mikkelsen (2002), the Extendedeetimn
Principle can be satisfied in two ways. If the subject moves to CP-spec via IP
spec, it leaves a trace in IP-spec, and no explaeliseis inserted. Only if the
moved element is overt may its trace in IP-spec satisfy the Extended Projection
Principle. If the subject moves directly from its thematic position to CP-gperc,
is inserted in IP-spec to satisfy the Extended Projection Principle. The ¢éagaimp
(15) illustrate.

(15) a. Jegkenderenpige;, [cp [hvis; hund]; [ t; [y p t; harspist
I know a girl whosedog haseaten
aeblet]]]
the apple

b. Jegkenderenpige;, [cp [hvis; hund]; [;p der [vp t; harspist
| know a girl whosedog there haseaten
aeblet]]]
the apple

In (15a) the operator moves via IP-spec and leaves a trace that s#tisfieRP.
In (15b) the operator moves directly from its position in VP and the expleigre
is inserted to satisfy the EPP.

Even though there is disagreement as to the categatgrpthere is agreement
that the main obstacles to a syntactically uniform analysis are the definitergess a

Erteschik-Shir (1984, p. 134) mentions that topics do not licefesdnsertion, however this
aside observation is not incorporated into her proposed analysis.
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transitivity restrictions that are observed fier.? Mikkelsen (2002) gives the ex-
amples in (16) and (17) which show that the definiteness restrictions agytyin
expletiveder do not apply taderin relative clauses.

(16) Vi ved at
We know that

a. der vil kommemangeingvister.
therewill come many linguists

b. *der vil kommede lingvister.
therewill come thelinguists

(A7) Vi kender...
We know

a. mangdingvisterder vil kommet.
many linguists therewill come

b. de lingvisterder vil kommet.
thelinguists therewill come

And Vikner (1991) gives the examples in (18) which show that the traitgitiv
restrictions applying to expletiveer do not apply tader in relative and interroga-
tive clauses.

(18) a. *Vi ved at der vil mangdingvisterlaesedennebog.
We knowthattherewill many linguists readthis book

b. Vi kenderde lingvisterder vil lsesedennebog.
Weknow thelinguists therewill readthis book

c. Vi ved ikke hvilke lingvisterder vil leesedennebog.
We know not which linguists therewill readthis book

In spite of their differences concerning the categorial stataenfthe analyses
have in common that they do not explain wdtgr does not occur in standard Danish
subject relative clauses. In contrast to e.g. Engdahl (1984) theynashat relative
clauses have the same clausal structure as embedded interrogaties.clai®ec-
tion 4 we will show that the asymmetry may be explained in terms of information
structural rather than clause structural differences.

4 Analysis

Bresnan and Mchombo (1987) argue that to provide a natural anafybis agree-
ment system of Chichiea, both syntactic and discourse functions have to be taken
into account. In their paper they establish three principles about the riile tufpic

The present analysis explains these differences in terms of diffevestructional constraints.
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and focus functions in the grammars of natural language, based alsodemse
from Kuno (1976) and Dik (1978). We will use these principles as theslm®ur
analysis and refer to the functions of topic and focus to explain the indensis
distribution ofderin standard Danish embedded clauses. At the same time we will
argue that when integrating an account of discourse functions, armméocount
of derin Danish as an expletive subject filler in subject position can be maintained.
According to Bresnan and Mchombo (1987), in relative clauses theve[ai-
noun universally bears the topic function. In interrogative clauses tagagative
pronoun universally bears the focus function. And, finally, the sammstitaent
cannot be both focus and topic of the same level of clause structure.
The examples in (19) show these principles exemplified in Danish, clefting
being a test for focus.

(19) a. Sonmkomponister detnaturligvisvigtigt, at lytterne
as composeris it of course importantthatlistenersber
ved, hvemdeterder harskrevetdenmusik,de lytter til.
knowwho it is therehaswrittenthatmusic theylistento
‘As a composer it is of course important that the listeners know who
it is that has written the music they are listening to.’
b. ??? Sonkomponister detnaturligvisvigtigt, at lytterne
as composeris it of course importantthatlistenersber
kenderdenmusikhvilkendeterder lyttes til.
know thatmusicwhich it is therelistenPRSPAStO
‘As a composer it is of course important that the listeners know that
music which it is that is listened to.’

The example in (19a) where the interrogative pronoun is clefted is fineaabe
the example in (19b) where the relative pronoun is clefted is questionalble. T
discourse functions of the extracted pronouns in the embedded claoses1f)
are shown in (20).

(20) a. Jeged hveny,.,, der vandt.
| knowwho therewon

‘I know who won.’
b. Dajegvar i tvivl ringedejegtil dem,og spurgtehvilkeny,,,
as | wasin doubtcalled | tothemandasked which

der passeddl min bil.
theresuited to my car

‘As | was in doubt | called them and asked which one suited my car.’

c. Jegkendemanden hvis;,;. bror  __vandt.
|  know manDEFwhose brother won

‘I know the man whose brother won.’
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d. Vi skulle dykkeud for Mactanisland,hvilken;,,;. - liggerlige

we shoulddive outfor Mactanisland which lies right
overfor CebuCity.

overfor CebuCity

‘We were going to dive off Mactan Island which lies right opposite
Cebu City.’

We propose that the discourse function of the extracted pronoun degsrmin
whether expletiveleris inserted in subject position. If the subject has “moved” to
receive focus, expletivderis inserted in subject position.

This also accounts for the occurrencalefin hypothetical sentences like (21).

(21) a. Hvender var barnidag!
who therewaschild today

‘If only | were a child today!’

b. Hvemder barevar studerendédag!
who thereonly wasstudent today

‘if only | were a student today!’

The hypothetical sentences are formally interrogatives and have eptbedd
clause structure, consequently the pronoun “moves” to a focus positibdex
is inserted.

The account oflerinsertion in embedded interrogative and relative clauses ex-
tend to includeder insertion in impersonal passives, existential and presentational
clauses. So, in general, if a clause which requires a subject is missingroifie
the subject has moved to receive focus, then expleliras inserted. These rules
explainderinsertion in all the examples in (22).

(22) a. Harsiger,at der synges i parallellekvinter.
he says thattheresingPRSPASSIn parallel fifths

‘he says that people are singing in parallel fifths.’

b. Mandender vidstefor meget
manDEF thereknew too much

‘The man who knew too much’

c. Hansiger,at der er elefantef,., i allestgrrelser.
he says thatthereareelephants inall sizes

‘He says that elephants exist in all sizes.’

d. Hansiger,at der Igber(enbla smglfy,.,s eftermig.
he says thatthereruns a bluesmurf afterme

‘He says that a blue murf is running after me.

e. Jegved hveny,.,, der vandt.
| knowwho therewon

‘I know who won.’
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In (22a) the subject is missing in an impersonal passivedands inserted.
In (22b) the subject is again missing because there is no relative promde
relative clause anderis inserted. In the embedded existential clause in (22c), the
subject appears post-verbally to receive focus, and in the embedeeehfational
clause in (22d), the subject has likewise “moved” to receive focus, taliteet
object positiod, andder is inserted. Finally, in (22e) the subject has “moved”
to receive focus in the embedded interogative clause. Our analysis, |¢éneis
support to the argument thdér in embedded interogatives and relatives is indeed
an expletive subject filler in subject position.

5 Formalization

The formalization of our analysis is based on the account of extraction zbGig
and Sag (2000). In this account a non-emptysH feature is introduced by the
Argument Realization Principle (Ginzburg and Sag, 2000, p. 171) an@l theH-
Amalgamation Constraint (Ginzburg and Sag, 2000, p. 169). The ArgluiResal-
ization Principle may introduce a “gap” on th&G-sT list of a word, at the same
time not mappingynsera that have been resolvedgap-ssto thecompslist of
a word. The $AsH-Amalgamation Constraint ensures that thensH values of
the arguments of a word are passed up to the word itself. The inheritanibe of
SLASH value in constructions is effected by the Generalized Head Feature Princi-
ple (Ginzburg and Sag, 2000, p. 33), which specifies inter alia the inhegitaf
the sLAsH feature from the head-daughter to the mother in a construction. Finally,
various contructions are responsible for binding off thesH value, either con-
structions involving a filler daughter or unary constructions where atagi®n
type is responsible for binding off the “gap”. Our formalization of informatio
structural properties is an addition to and modification of the analysis ofotixina
in Danish presented in Bjerre (2010) and Bjerre (2011). We will reffeamain
ideas here.

To account for the Danistlerinsertion phenomenon in subject extraction con-
texts, we introduce an additionsynsentype. The extendesynsenhierarchy is
shown in (23).

(23) synsem

canon-ss noncan-ss

non-expl(etive)-ss expl(etive)-ss gap-ss pro-ss

3Cf. Platzack (1983), Askedal (1986), Ladrup (2000) and Bjenc:Bjerre (2008)
“The hierarchy presented here is a modification of the hierarchy in B{2fr&0) and Bjerre
(2011).
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The Expletiveder has arexpl-sswhich is introduced as a subtypeadnon-ss
and it is consequently governed by the Principle of Canonicality (Ginzaody
Sag, 2000) which ensures thsgrs are canonical, i.e. have overt expression.

In (24) the constraint foexpl-ssis shown.

(24) expl-ss= CAT | HEAD expl
CONT[

SLASH{[CONT}}

An expletive structure-shares itSONTENT value with the constituent it re-
places.

In Danish, the Argument Realization Principle additionally does not syap
sens that have been resolved gap-ssto the suBJ list of the word. However,
the subject is visible as the value of theBJECTfeature> The Danish Argument
Realization Principle is shown in (25).

(25) Argument Realization Principle (Danish):

word = HEAD | SUBJECTI4]
SUBJ4] & list(gap-ss)
SPRIB]

COMPS[C] & list(gap-ss

ARG-ST[A]® [B] @

The Argument Realization Principle results in different representatiartbéo
verbsynger ’sings’, in (26).

SS|LOC|CAT

(26) a. Jedkenderkvinden  hvis sgn__synger.
| know womanbDEFwhoseson sings

‘I know the woman whose son is singing.’

b. Jegved hvemder synger.
|  knowwho theresings

‘I know who is singing.
The verbsyngerin (26a) corresponds to (27).
27) [word ]

HEAD | SUBJECTA]
SS|LOC| CAT|SUBJ)
COMPSE]

ARG-STL (gap-s9 ®

5Cf. Meurers (1999) for further arguments that we neexbaJecTfeature as part of theEAD
feature.
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However, thesyngerin (26b) with an expletive subject corresponds to (28).

(28) [word

HEAD | SUBJECT4]
SS|LOC| CAT|SUBJ4]
COMPSB]

ARG-ST<exp|-sg} B

As can be seen, subject gapped words have an esumy list. This is in
contrast to Ginzburg and Sag (2000), whergag-ssremains on thesusJ list.
In this way we can account for the potential realization of an expletivelijesti
position in Danish. If the subject is resolved toexpl-ss it remains on thesuBJ
list to be cancelled off in thbd-subj-ph

As argued in Bjerre (2010) and iMer and @rsnes (2011)er insertion in
standard Danish clauses involving extractions is constrained to locatéxira
We therefore, in addition to the default &sH-Amalgamation Constraint, propose
the ExpletiveSLASH Constraint in (29), cf. also (Bjerre, 2010) and (Bjerre, 2011).

(29) ExpletiveSLASH Constraint:

— 1 |word
LICIH|S <expl-ss> >

ARG-ST< L
SLASH{[CONTy INDEX i}}w

The constraint in (29) makes sure tlatr insertion only takes place if we have
a local subject extraction. The constraint excludes words which comtiedétement
on theARG-ST list with an expletive subject corresponding to an element in the
SLASH set, i.e. an element which has not already been bound off. This means that
a SLASH value originating from an expletive can only be bound off locally. The
ExpletiveSLASH Constraint applies in standard Danish.

The information structure part of our formalization is based on Paggic®j200
but cf. Engdahl and Valldivy1996), Vallduy¥ and Engdahl (1996), Kuthy (2002)
and Kuthy and Meurers (2003) for analyses of information structureireaglish
and German. We adopt the featurecOSTR from Paggio (2009) to encode the
grammaticalized discourse functions of interrogative and relative pranotihe
featureINFOSTRIs part of theCcONTEXT and it has the featuraopPicandrFocus
each taking as its value a list of semantic indices. As stated in Sectider4,
insertion indicates that the subject appears in extracted position to réoeie
In our analysis the occurrence of an expletive subject in the subjapt fupsition
is licensed by the occurrence of a subject filler marked for focus.@hW@ show
the constraint licensinder in finite-wh-subject-interrogative clauses.
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(30) fin-wh-su-int-ci

— HIss|L|C|H|SUBJECT expl- }
I il [ {lparam” ssiLiclH (expls
IND [@

CTXT|IS {FOC<>}

Interrogative pronouns lexically have a non-emptycuslist. The constraint
ensures that the subject of the head daughter is an expletive, not a gap

Topic subject fillers do not licengter, as shown in the constraint on finie+
subject-relative clauses in (31).

(31) fin-wh-su-rel-ci

— +HISs|L|C|H|SUBJECT gap- ]
} SS|REL {[param]} { [LICIH] (gap-s
IND @

CTXT|IS [TOP<>}

Relative pronouns lexically have a non-emptypic list. The constraint en-
sures that the subject of the head daughter is a gap, not an expletive.

To account for the distribution aferin non-standard Danish relative clauses,
we simply propose that the constraints famwh-su-rel-clin (31) do not apply.
This means that either axpl-sssubject or ggap-sssubject may occur.

6 Derasaresumptive pronoun

In the present paper it has been shown that standard and nonsst&@dash dif-

fer wrt. der insertion in embedded clauses involving local extractions. This dif-
ference is also evident in non-local extractions. In non-local extnastioalled
“seetningsknuder”, ‘sentence knots’, in Danigler is not inserted, as shown in
(32).

(32) a. Jegille gernevide hvem hantroede __vandttouren.
| wouldgood knowwhomhe thought won tourDEF

‘l would like to know whom he thought won the tour.’

b. Hold uden etindre sammenholadg “socialro” tror
teamswithoutaninternalsolidarity —andsocial stability believe
jegikke __ vinderseerligofte.

I not win very often
‘Teams without an internal solidarity and social stability | don’t think
will win very often.
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c. Tid til atruste ostil detneesteopsving,som ingen ved
timeto to prepareusfor thenext upturn Compno oneknows
hvorrar __ kommer.
when comes
‘It's time to prepare ourselves for the next upturn which no one knows
when will come.’

The insertion ofder in relative clauses involving local extractions in non-
standard Danish is parallelled in non-local extractions, with varying ésgoé
acceptability, as shown in (38).

(33) a. 7?Epar af mineeleverspurgtemig foretpar dagesiden,
a coupleof my pupilsasked me for a coupledaysago
hvem jegtroede der ville vindevalget.
whom! believedtherewouldwin electionDEF
‘Some of my pupils asked me a couple of days ago whom | believed
would win the election.’

b. ?Lyngbytror jegikke,der vinderoverOB.
Lyngby believel not therebeats overOB
‘Lyngby | don't believe will beat OB

c. ?Jegraf enfyr som jegbareikke kanhuske  hvor der
I  meta guyCompl just not canremembemwherethere
boede.
lived
‘I met a guy whom | just can’t remember where lived.

The use of resumptive pronouns in Danish is limited, and in contexts where

resumptive pronouns are accepted by some Danes, we generallyatcepter,

cf. Vikner (1991). This said, Hansen (1974) concludes tixr<indsaetning er

en meget sen transformation, som koldblodigt udfylder enhver tom dspjakls

i seetningsknuder (...) Tendensen mindéesde onder-indsaetning i relativkon-
struktion.” The development seems to be towaddsfunctioning as a resumptive
subject pronoun in Danish non-local extractions, and it seems thatthegeent

in subject relative clauses resembles this development and does ntituteran
argument against the analysisd#r as a “focus marker” presented in this paper.

7 Conclusion

In this paper an analysis of the distributiond#r in embedded interrogative and
relative clauses in standard Danish was proposed. The analysis sktagtae

5(33c) is from Hansen (1974).

"Der insertion is a very late transformation which cold-bloodedly fills every enspiyject
position in sentence knots (...). The tendency strikingly resenmds#esnsertion in the relative
construction.
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from previous analyses in integrating information structural constraineshaVe
shown that the grammaticalized discourse function of the extracted subjbet in
clauses in question determines whettierinsertion takes place in standard Dan-
ish. When the subject is extracted to receive fodesjs inserted. We have shown
that in non-standard Danistter may be inserted in pied piping subject relative
clauses as well, and that the constraintsfiarwh-su-rel-clin (31) do not apply,
suggesting that in Danish the development seems to be towlardsnctioning
as a resumptive subject pronoun. We further believe that the proposdgsis
lends support to the position théér in interrogatives and relatives is an expletive
subject filler. In passives missing a subject and in subject relativeedaussing

a relative pronounder is inserted. In embedded interrogtive, passive, existential
and presentational clauses where the subject is “moved” to recens, feither to
the front position or to the direct object positiater is inserted. This means that
from an information structural point of view, tieer in existential, presentational,
embedded interrogatives and relative clauses is indeed thedsame
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Abstract

In this article we show how the HPSG approach to informatimuacs
ture of De Kuthy (2002) and De Kuthy and Meurers (2003) candbensled
to capture givenness (Schwarzschild, 1999) and make thé pigdictions
for so-calleddeaccentingf given information, a widespread phenomenon
(Buring, 2006) not previously dealt with in HPSG.

1 Introduction

The information structure of a sentence captures how thenimgaxpressed by
the sentence is integrated into the discourse. The stedtireaning approach
(von Stechow, 1981; Jacobs, 1983; Krifka, 1992) providesnapositional seman-
tic mechanism based on separate representations of thetsemantribution of
the focus and that of the background — and De Kuthy (2002) aglgeiiuth (2007)
worked out how a structured meaning approach can be inesbirato the HPSG ar-
chitecture. This opened up the possibility of providing lar@ations for constraints
previously stipulated in syntax by deriving the constsifitom the nature of the
integration of a sentence into the discourse. For exammeiRhy (2002) relates
the occurrence of discontinuous NPs in German to speciftgnmition-structural
contexts, and De Kuthy and Meurers (2003) show that theziagadn of subjects as
part of fronted non-finite constituent and its constrairts be accounted for based
on independent information-structure conditions. In #i@e spirit, Bildhauer and
Cook (2010) show that sentences in which multiple elemegte been fronted are
directly linked to specific types of information structure.

While the HPSG approaches successfully capture some aspietite rela-
tion between intonation, syntax, semantics, and inforomastructure, none of the
HPSG approaches so far capture the important empiricalrglgagions estab-
lished by Schwarzschild (1999) around the notiorgvenness In this abstract,
we show how the HPSG approach to information structure of DK (2002) and
colleagues can be extended to capture givenness and to heakight predictions
for so-calleddeaccentingwhich has been shown to be widespread (Biiring, 2006).
In contrast to Schwarzschild (1999), who spells out his apgh in the framework
of alternative semantics (Rooth, 1992), we show how theonatf givenness can
be couched in a standard structured meaning approach -byhpreserving the
explicit, compositional representations of focus and beamknd which have been
so fruitful in the work mentioned above.

2 Focus, Focus Projection, and Givenness

Languages differ with respect to how the information stitestof an utterance is
marked. Linguistic means of marking information structimelude word order,
morphology, and prosody. English and German are so-caitedation languages
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where information structuring is signaled by the intonatmf an utterance, in-
cluding different types of pitch accents. The presence atdre of an accent is
an indicator of the discourse function of a particular pdra sentence (cf., e.g.,
Beckman and Pierrehumbert, 1986; Grice et al., 2002).

The most widely discussed discourse function is the focuschvhas been
characterized in a variety of ways as the “most importanthew” information of
an utterance (cf. Krifka, 2007). The focus can be defined théeart of an answer
that corresponds to theh-part of a questiod. The question-answer congruence
is not always explicitly expressed in discourse. Insteachleerent discourse can
be structured by impliciQuestions Under Discussion (QUIXf., e.g., Roberts,
1996; Biring, 2003). As a simple example with an expliciesfion, consider (1a)
asking for the object that John is renting.

(1) a. What did John rent?
b. He rentedaBICYCLE]r. (narrow NP focus)

The answer in (1b) provides the element asked for, the fottlseautterance
marked by[ J-: Out of the various alternative things John could have knite
picked a bicycle. The worbicycleis shown in small caps to indicate that it con-
tains a syllable bearing a nuclear pitch accent. In this rbasic case, the focused
material thus is marked by a pitch accent and consists ofrirdtion that is new in
the discourse. However, the relation between pitch acéeots, and new infor-
mation often is much less direct.

The identical prosodic realization of sentence (1b), wigingle pitch accent
on the objectbicycle is traditionally also assumed to be appropriate in costext
requiring a wider focus (2).

(2) a. What did John do?

John[rented aBICYCLE]p. (wide VP focus)
b. What happened yesterday?
[John rented &ICYCLE]r. (wide S focus)

The question in (2a) requires an answer in which therdRed a bicycles
the focus: Out of the alternative actions John could havopeed, it is renting a
bicycle that he did. And the question in (2b) puts the entietencelohn rented
a bicycleinto focus: Out of everything that could have happened yeasie it
asserts that John renting a bicycle is what happened. dwidlze exact same
realization of the answer is traditionally assumed to be@mpate for either of the
three focus interpretations. This flexible relation betwp#ch accent placement
and focus interpretation is generally referred to akoass projection. A number
of lexical and syntactic conditions have been formulatethéliterature to define
when focus can project in this way (e.g., Gussenhoven, 19&3;Stechow and

1We only use the term focus in this formal pragmatic sense ¢@asonfusion with the prosodic
notion (pitch accent, focus exponent).
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Uhmann, 1986; Uhmann, 1991; Selkirk, 1995) and De Kuthy 22@howed how
they can be integrated into the HPSG architecture.

However, Schwarzschild (1999) observed an importhsdociation of focus
and new information in sentences where some informatiorgigen in the dis-
course, which so far are not captured by any of the HPSG approachesex-T
emplify the phenomenon, we add the context in (3) introdyusome conference
participants, Bill, the rental of vehicles, and red and ldaavertibles into the dis-
course. Based on this context, we then again consider ttetigué¢3a) asking for
the object that John is renting as the focus.

(3) The conference participants are renting all kind of gkds. Yesterday, Bill
came to the conference driving a red convertible and todayangved with
a blue one.

a. What did John rent?
b. He (only) renteda GREEN convertibld.

One can now answer this question with sentence (3b), wdngreen convert-
ible is the focus: Out of all the things John could have rented,itieed a green
convertible. In this focus, onlgreenis new to the discourse, whereas convertibles
were already given in the context. That the focus is indeedful expressiora
GREENconvertiblecan be confirmed by adding the focus-sensitive expressign
in front of the verb in (3b). Considering the relation betwelee pitch accent and
the focused meaning, example (3b) shows that when focuséetiedds already
given in the discourse, the focus includes unaccented amibst material — so-
calleddeaccenting of given material. In general, every focused expression must
contain a pitch accent. Where given material occurs in thadpthe pitch accent
is realized on another, new word in the focus.

Pushing the dissociation of focus and new information toekieme, it is
possible for the focus to consist entirely of material alsegiven in the context, as
illustrated by (4b). In this example, the focus contains ew imformation so that
the pitch accent is exceptionally realized on a given elémen

(4) Inthe rental lot, there were two bicycles and a motoreycl
a. What did John rent?
b. He rentedaBICYCLE]r.

Buring (2006) further explores the perspective of Schaehitd (1999) and
shows that deaccenting of given material is a widespreadgshenon. Yet, cur-
rently it is not captured by any HPSG approach. In the rensindlthis article, we
develop an approach integrating the notion of givennesssimuetured meaning
approach to information structure which makes the propediptions for the cases
of deaccenting.
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3 An HPSG AnalysisIncorporating Givenness

We couch our analysis in the HPSG approach to informatiarctre developed

in De Kuthy (2002). Her approach builds on the proposal ofdaidand Vallduvi
(1996), in which a focus-background structure for everytessre is build up com-
positionally from the focus-background structures of itsggarts. The information
structure is encoded in the attributéro-sTRuUC that is appropriate for signs. As
discussed in De Kuthy (2002), it leads to unintended corsscps to encode the
attributeINFO-STRUC as part of local objects (as in Engdahl and Vallduvi (1996),
where it is included undecONTEXT) since in unbounded dependency construc-
tions theINFO-sTRuUC values should not be structure shared between a filler and its
gap.

The appropriate features foxFO-STRUC areFocusandTOPIC, with lists of
so-called meaningful expressions (semantic terms, cfeiS2000) as values. The
background of a sentence is defined to be that part of thedbem (LF) of
the sentence which is neither in focus nor in topic. This ati@rization of back-
ground closely resembles the definition of background eyggldy the so-called
structured meaningpproaches to focus of von Stechow (1981), Jacobs (1983), or
Krifka (1992). As an example, Figure 1 shows tihng0O-STRUC representation
resulting for the example (2a), where the VP is focused.

S|LOC|CONTI|LF Jz[bicycle’ (z) A rent’ (4, )]
INFO-STRUC[FOCUS (Ay3z[bicycle’ (z) A rent’ (y,z)])]

Figure 1: Sign-based representation of information stinector example (2a)

We start our extension of the approach of De Kuthy (2002) syirdjuishing
the compositional built-up of structured meanings fromitifermation structure
as such, which we only want to encode for unembedded signsthe signs for
which it makes sense to encode how they are integrated ietaifitourse. We
therefore introduce the featusrRUCTUREDMEANING and make it appropriate
for all signs whereas the featun@&lFo-STRUC is changed to only be appropriate
for unembedded-signsA constraint ensures that the value iInFo-sTRuC for
unembedded signs is that composed TRUCTUREDMEANING.

To capture the relation between focus and givenness aslirtteal in section 2,
we add the featureIVEN to the typesstructured-meaningndinfo-struc Parallel
to the attributerocus the attributecIVEN has (lists of) semantic terms as value.
Figure 2 sums up the relevant parts of the signature andytheor

To model phenomena such as focus projection and deacdentoagiven ma-
terial, one also needs to make explicit the relation betwsteh accent placement
and the interpreted focus. Following De Kuthy (2002), wdude anACCENT at-
tribute to encode whether a word receives an accent or ndtaat type of accent
it is, an issue ignored here since it is orthogonal to thectopithis article). The
relation between pitch accents and the information straatéiwords is defined by
the principle shown in Figure 3 depending on the type of acitenword receives.
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sign

PHON list

SYNSEM synsem
STRUCTUREDMEANING Struc-meanin

Focus list(meaningful-expr

structured-meaning
GIVEN list(meaningful-expr

embedded-sigrunembedded-sign
INFO-STRUC struc-meanin

. INFO-STRUC 1
unembedded-sigh> ]
STRUCTUREDMEANING

Figure 2: Basic information structure signature and caustr

PHON|ACCENT  accented
SYLOC|CONTI|LF

%
FOCUS ()] STRUG-MEANING [

PHON|ACCENT unaccente

Focus (|| Vv ...
GIVEN ()

word —

STRUG-MEANING
|:GIVEN O

Figure 3: Relating intonation and information structurevi@rds

Now we are ready for the core of the approach, the build-up@fstructured
meaning representation in phrases. This is the part of #@yhwhich needs to
capture focus projection and the impact of given infornratd/e extend the Focus
Projection Principle of De Kuthy and Meurers (2003) with sjainct capturing fo-
cus projection in the presence of givenness. Figure 4 shwvgsulting principlé.
The first three disjuncts are adapted from De Kuthy and Mey&803). The first
disjunct in the consequent of the principle covers the base m which the focus
does not project further; the mother of the phrase just ctdlthe focus values of
all her daughters. The second disjunct covers focus projeat the nominal do-
main, where focus always projects from the rightmost daergbit a phrase. Note
how focus is encoded: If a constituent is part of the focus ttelogical form is to-
ken identical to an element of i>cusvalue® The third disjunct specifies under
which circumstances focus can project in the verbal domaiphrase headed by
a verb can only be in the focus (i.e., its entire logical fostaken identical to an
element of its focus value) if a non-head daughter with fqmagection potential
(FPPplusg) is entirely focused itself.

2The auxiliary relations are defined as:

any—dtr():: [HEAD-DTR }
any—dtr():z [NON—HEAD—DTRS elemen()].

colIect—focus( () ) =().
collect—focu:( <[STRUC—MEAN ING|Focus ()] | >):= (@ | collect-focug [21)).

3rocusis list valued to account for sentences with multiple fo&i e Kuthy (2002, p. 164).
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phrase—  [sTRUG-MEANING |Focus[l] & collect-focug[2])
HEAD-DTR|INFO-STR|FOocud1]
| NON-HEAD-DTRS[2]
[PHON|PHON-STR[1] ® 1
CAT|HEAD nounV prep
ssLoc
d CONTILF }
V | STRUC-MEANING|FOCUS([3])
PHON|PHON-STR
any-dtr| | SSL|CONTILF
| STRUG-MEANING|FOCUS ([4]) |/ |
_SYNSEM|LOC CAT|HEAD verb
CONTJLF
Y STRUG-MEANING [FOCUS([3])
SYNSEM FPPplus
NON-HEAD-DTRS(.., LOC|cONT|LF[4]| |,.)
i STRUC-MEANING |FOCUS([4])
[SSLOC|CONT|LF[3]
STRUG-MEANING |[FOCUS([3])
v
. o SYL|CONTI|LF
dtrs-list given-sign-lis
(g 9 ©<|:STRUC-MEANING [Focus ({4])]

Figure 4: Focus Projection Principle

The Fpprlexically encodes from which elements focus can projeciafgiven
verb, encoding the lexical subregularities discussedaeriitarature (cf., e.g., von
Stechow and Uhmann, 1986). For example, a transitive vetih gsrent specifies
in the lexical entry or as the result of a lexical principlattits subject argument
is FPPminuswhereas its object isPP plusto encode that this verb supports focus
projection only from the object.

Figure 5 illustrates how the principles interact in licengsa regular VP focus
example, such as the one we saw in (2a). The pitch accent mpeg2a) is on
the nounbicycleso that according to the information-structure princiglewords
of Figure 3 it contributes itsOGICAL FORM (LF) value to itsrFocusvalue. The
Focus Projection Principle of Figure 4 ensures that thedaan project over the
entire NPa bicycle i.e., itsFocuselement is identical to iteF value. Sincea
bicycleas the object ofentedin the tree in figure 5 is lexically marked aBPplus
the principle governing focus projection in the verbal domia figure 4 licenses
the focus to project over the entire verb phraseted a bicycle The VP thus
contributes itsLF value to itsFocusvalue. In this example, the focus does not
project further. In the head-subject phrase the focus sabfieghe two daughters
thus is simply collected as specified by the first disjunchefgrinciple of Figure 4.
As a result, theeocusvalue of the overall sentence is thecusvalue of the VP,
which here is theF of the VP.
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John rented &ICYCLE
S|LOC|CONT|LF Jx[bicycle’ (z) A rent’(john, x))
|:STRUC—MEAN [FOCUS<)\y3x[bicycle/(:p) Arent'(y, x)}>}]
INFO-STRUC

N\

John rented aBICYCLE
S|LOC|CONTILF AP[P(john)]] |s|Loc|coNT|LF[2)yTx[bicycle(x) A rent’ (y, z)]
STRUG-MEAN|FOCUS() STRUG-MEAN [Focus(2])

T

rented aBICYCLE

S|LOC|CONTILF MwAy[rent’ (y, w)]] |S|LOC|CONT|LF[BNQTz[bicycle’ (z) A Q(x)]
STRUC-MEAN|FOCUS() STRUG-MEAN |[Focus(3])

/\

a BICYCLE
{S\LOCICONTILF APAQ3z[P(z) A Q(I)]} S|LOC|CONT|LF [A)\z[bicycle (2)]
STRUC-MEAN|FOCUSY() STRUG-MEAN [Focus((4])

Figure 5: Structured meaning and information structure fhf¥cus example (2a)

We now turn to the fourth disjunct of the Focus Projectiom&igle? It cap-
tures the previously unaccounted cases where given mateaafocused phrase
is deaccented, as discussed in section 2. Focus in thoseplesanan project
from a focused daughter in a position which normally doesatiotv focus projec-
tion. This only is an option if all other daughters in thatidised phrase amgiven
Spelling this out, the fourth disjunct of the principle irgkre 4 specifies that the
mother of a phrase can be in the focus (i.e., the entir@alue of the mother’s
CONTENT is token identical to an element on the mothextscuslist) if it is the
case that the list of all daughters (provideddnmg-iis) consists ofgivensigns into
which a singlefocusedsign is shuffled (0).> As before, a sign is focused if its-
value is token identical to an element of #Hscusvalue; and a sign is given if its
LF value is token identical to an element of @vEN value.

Figure 6 provides an example showing th&0O-STRUC and STRUCTURED
MEANING values of the example (3b), a case involving deaccentuatiagiven
material in the focus domain.

4The auxiliary relations are defined as:

dtrs-list(([T2)):= [EEANI_D;ETSTRS

given-sign-list:= ).
ven-siandist.= { | SS-ICONTILF ven-sian-i
given-sign-list=( | oo oaninG [GIVEN <>] | given-sign-list).

SIf only binary structures are assumed, as in the examplekisnpaper, the principle can be
simplified. We here kept the general version with recursiations following De Kuthy and Meurers
(2003), which also support flatter structures.
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[(2) 21913420100] 2\[G] NIAID|NVIW-ONHLS (E)snoo4d|Nvam-onyLs
[(2) 21911420u00]2Y[9] 471|LNOD|o0[s | | [(®),u2246]m[G]41|LNOD[OO|S
9|qILISAUOD NEERTS)
(®)snood|nvaw-onydLs ﬁ om:ooizﬁ_\,_.o:mkm_
(%) uaaub v (T),21q27420u00]TX[7] 47|LNOD[00OS [(®)® Vv () T]TEGY Y 41|LNOD|201|S
9|gILBAUOINIT YD e
(E)snoo4d|Nvam-onylLs ﬁ ow:oo“__zﬁ__\,_.o:mhm_
[(2)D) v (x) uo2.4b v () 21qr1L20u00] ZEHY(E] 41|LNOD[00|S [(; *A) qua.]iymy 47|LNOD[00|S

9|qIUBAUOINTTHD B pajual

~.

(EPsnood|Nvan-onyLs ()snood|Nvaw-onydls
[(z‘A) pua. v (x) uoaub v (z)2)917.090000] TEAX[Z] 41|LNOD|207|S [(uyol)J]d Y 47]LNOD|001|S
9|gIJaAU0I NIIH R pajual uyor

N

] ON¥YLS-O4NI

?A&v@ V () uaaub v (x) 2191140000 TEHX[E]) m:oou@H NYIW-ONYHLS

[(z ‘uyol) puas v (T) u2aub v/ (T) 21913-120u00]TE 41|LNOD|001|S
9|gIBaAUOI NIIH® Pajual uyor

Figure 6: Example involving givenness deaccenting andggcajection

297



The pitch accent in this example is on the adjecgkeenso that the principle in
Figure 3 licenses structure sharing of the adjective’sanwith itsFocusvalue.
In the context of the question (3a), the entire AlBreen convertiblef example
(3b) is in the focus. In the phraggeen convertiblethe clause licensing focus
projection in NPs does not apply since the adjecgiween from which the focus
has to project in this case, is not the rightmost element@fptirase. What does
apply is the fourth disjunct of the principle licensing fequrojection in connection
with givenness. Since the nogonvertibleis given, the adjectivgreenis the only
daughter in the phrase that is not given and focus is allowveddject to the mother
of the phrase. In the phrasegreen convertiblefocus projection is again licensed
via the clause for focus projection in noun phrases, sinedadbused phrasgreen
convertibleis the rightmost daughter in that noun phrase.

We note in closing that the first three disjuncts of the Foaugeetion Prin-
ciple also apply when elements are given. This is intentisitece pitch accent
placement in complex focused phrases only containing givaterial follows the
same regularities as pitch accent placement in focuseditwamgs only containing
new material. For example, the pitch accent in a focusedchgif occurs on the
rightmost element in that NP as the example (5b) illustrates

(5) Mary rented a blue motorcycle.
a. What did John rent?
b. He also rentedl a blueMOTORCYCLE]p.

Related work Despite its importance for the syntax-pragmatic-intamatinter-
face, focus projection and the issue of deaccenting haweelenly little attention
in the HPSG architecture. Engdahl and Vallduvi (1996)used aspects of infor-
mation packaging in HPSG and included iamro-STRUC instantiation principle
for English licensing focus projection from the most obggobject in a VP. Our
approach is inspired by their work, but it provides a morelieitgformalization
in the HPSG architecture and it significantly extends theigogb coverage to in-
clude the verbal and nominal domain, cases where focus dgsaject, and the
deaccenting phenomenon tackled in this article.

4 Summary and Outlook

We showed in this article how the HPSG approach to informasitsucture of
De Kuthy (2002) and De Kuthy and Meurers (2003) can be extndeapture
givenness (Schwarzschild, 1999) and make the right pieditor so-calledieac-
centingof given information, a widespread phenomenon (Burin@&ot previ-
ously dealt with in HPSG.

Our approach captures the relation of pitch accentuationtag, and informa-
tion structure on the sentence level. To be able to interprgbns such as focus
and givenness as part of a theory of discourse, the appraaahaily needs to be
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integrated into a formal pragmatic theory of how expliciddmplicit questions
under discussion arise and are addressed (cf., e.g., Rob886; Biring, 2003).

Complementing the issue of givenness in the context of fpcagction dis-
cussed in this paper, there seems to be a related issue tiragrattention, namely
the nature of the material projected over in the cases offpoojection. Consider,
for example, the following examples in (6a) and (6b) in theathe blue context
given.

(6) HiJohn, good to see you here in the department! But whyaweso pale?
a. [l just saw a man with anxe!]p
b. [I just saw a chicken with anxe!]r

In such a wide focus context, the sentence (6a) is unremiarkabereas the
almost identical one in (6b) appears problematic with themiintonation. The
intuitive explanation is that seeirghickenin a department is so unexpected that
it needs to be introduced as new information by its own accétis is not the
case for men, which roam around departments all the timeat&#y, axes are
typically carried by men as in (6a). It remains to be explamdether the kind of
non-accenting of material projected over in focus profctiases (such as (6a)) is
related to the deaccenting of given material discussedsrptper.
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Abstract

The syntactic and semantic complexity of the so-called numeral classifier
(NUM-CL) constructions in languages like Korean (Japanese and Chinese as
well) has much challenged theoretical as well as computational approaches.
Among several types of the NUM-CL constructions, the most complicated
type includes the so-called FQ (floated numeral classifier/quantifier) con-
struction where the NUM-CL ‘floats’ away from its antecedent. This paper,
couched upon the non-derivational VP-modifier view, shows that in addition
to the grammatical function of the host NP and types of the main predicate,
properties of the intervening expression between the FQ and its host NP also
play an important role in licensing the FQ’s distribution. In particular, we
show that the FQ introduces new information in discourse and as default sets
off rheme in the thematic structure. This functional analysis can provide an
answer to several puzzling contrasts we observe in the distribution of the FQ.

1 The Issues

There exist at least three different environments where numeral classifiers (NUM-
CL) in Korean can appear:

(1) a.  Genitive-Case (GC) Type:

sey myeng-uy pemin-i iss-ta
three CL-GEN  criminal-NOM exist-DECL
‘There are three criminals.’

b.  Noun Initial (NI) Type:

pemin  sey myeng-i iss-ta
criminals three CL-NOM exist-DECL

c.  Floated Numeral Classifier (FNC) Type:

pemin-i sey myeng iss-ta
criminals-NOM three CL exist-DECL

Though these three types of NUM-CL constructions behave similarly with respect
to the propositional meaning, they are different in many syntactic and semantic
respects. In the GC type, the NUM-CL appears with the genitive case marking,
preceding the head noun pemin ‘criminal’ whereas in the NI, the NUM-CL sequence

TThis work was supported by the National Research Foundation of Korea (NRF-2011-32A-
A00066).
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follows the head noun. Meanwhile, in the FNC type, the head noun is case-marked,
followed by the NUM-CL. In this case, the NUM-CL can further ‘float’ away from
the associated NP:

(2) pemin-i cengmal sey myengte  iss-ta
criminal-NOM really  three CL more exist-DECL
‘There are really three more criminals.’

In this example, the NUM-CL sey myeng and its antecedent NP pemin-i are not
adjacent, but are separated by an intervening adverb, cengmal ‘really’.

In the FNC type there are several constraints where the NUM-CL can be floated
and with which argument the floated NUM-CL can be associated. For example,
the NUM-CL just like adverbial elements, canonically has a free distribution, but
cannot precede its host NP (cf. Kim 1984, Choi 1988, Lee 1989, Shi 2000, Kang
2002):

(3)  *sey myeng cengmal pemin-i te  iss-ta
three CL really  criminal-NOM more exist-DECL

Matters become complicated when an argument intervenes between the two. Lit-
erature has often noted that there is an asymmetry between subject and object (see
Park and Sohn 1993, Kang 2002, Ko 2007 for Korean and Saito 1985 and Miya-
gawa 1989 for the same paradigm in Japanese):

(4) a.  ?72/*haksayng-tul-i chayk-ul sey myeng ilkessta
student-PL-NOM  book-AcCC three CL read
‘(int) Three students read books.’

b.  chayk-ul haksayng-tul-i sey kwen ilkessta
book-AcCC student-PL-NOM three CL  read
‘Students read three books.’

As seen from (4a), the object cannot intervene between the subject and its NUM-CL
whereas as illustrated in (4b) such an effect disappears when the subject intervenes
between the scrambled object and its NUM-CL.

Numerous attempts have been made to understand the grammatical properties
of numeral classifier constructions, mainly focusing on how to generate the three
types of NUM-CL and figure out the syntactic relations among these three if there
are any. The generation of the GC and NI construction has been rather simple,
but that of the FNC has been controversial. In the traditional ‘stranding’ view,
the FNC construction is derived from the NI by moving the NP antecedent out of
the VP, leaving the FNC and its trace behind (e.g., Sportiche 1988, Koopman and
Sportiche 1991, Boskovi¢ 2004, Miyagawa 1989, Miyagawa and Arikawa 2007,
for Japanese, Park and Sohn 1993, Ko 2005, 2007 for Korean). However, there
are many facts arguing against this kind of movement assumption, but support for
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the base-generated VP-modifier view (e.g., Bobaljik 2003 for English, Fukushima
1991, Gunji and Hasida 1998, Kuno and Takami 2003 for Japanese, Kang 2002,
Shi 2000, Kim and Yang 2007 for Korean). In the VP-modifier view we support
here too, the floated-away NUM-CL is simply taken to modify a verbal predicate in
situ and quantifies over the event that the VP denotes.

In addition to supporting this VP-modifier view, this paper also suggests that
the main function of the floated NUM-CL is to start off rheme in the thematic struc-
ture. This functional approach, accompanied by the VP-modifier view, can provide
the subtle contrasts previous literature have tried to capture. In so doing, in what
follows, we will first review some formal properties of the three types and then
discuss the pros and cons of the stranding and VP-modifier view. We then discuss
how the functionally-motivated thematic structure can account for the phenomena
in question.

2 Some Main Properties of the Three Types

As indicated by the name of the three NUM-CL constructions, the possible case
value on the NUM-CL in each is different. In particular, even though the NI type
can host almost any semantic case marker, the FNC type allows only nominative
or accusative on the NUM-CL (cf. Choi 2001). In terms of syntactic structures,
the three types also display clear differences. For example, coordination shows
us a main difference with respect to constituenthood: the GC and the NI type can
participate in coordinate constructions, but the FNC type cannot:

(5) a.  Kim-un [[sey kwen-uy kongchayk]-kwa [twu calwu-uy
Kim-TOP three CL-GEN notebook-CONJ two CL-GEN
yenphil]]-ul sassta.
pencil-ACC bought
‘Kim bought three notes and two pencils.’

b. Kim-un [[kongchayk sey kwen]-kwa [yenphil twu calwu]]-lul
Kim-TOP notebook  three CL-CONJ pencil two CL-ACC
sassta
bought

c.  77*Kim-un [[kongchayk-ul sey kwen]-kwa [yenpil-ul twu
Kim-TOP notebook-ACC three CL-CONJ pencil-ACC two
calwu]] sassta.

CL-ACC bought

The syntactic differences among the three types also lead to subtle semantic and
pragmatic differences. Unlike the GC and NI type, the FNC construction licenses
a partitive reading. Consider the following set of data:
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(6) a.  Seoul-lo tomangka-n tases myeng-uy haksayng-i tolawassta
Seoul-to run-away-PNE five CL-GEN student-NOM returned
“The five students who ran away for Seoul returned.’

b.  Seoul-lo tomangka-n haksayng tases myeng-i tolawassta.
Seoul-to run-away-PNE student five CL-NOM returned
“The five students who ran away for Seoul returned.’

c.  Seoul-lo tomangka-n haksayng-i tases myeng-(i) tolawassta.
Seoul-to run-away-PNE student-NOM five CL-NOM returned
‘Of those who ran away for Seoul, just five returned.’

The examples (6a) and (6b) are true in the situation where there are five students
who left for Seoul, and they all came back. Meanwhile, the preferred reading of
(6¢) is such that there are more than five students who left for Seoul and of them
just five returned, thus licensing a partitive reading here.

We can also observe a difference in the specific and nonspecific reading. The
NI allows either a specific or nonspecific reading whereas the FNC allows only a
nonspecific reading (cf. Lee 1989, Kim 2005):

(7) a. pemin twu myeng-i ecey tomangkassta
criminal two CL-NOM yesterday ran.away
“Two (specific or nonspecific) criminals ran away yesterday.’

b.  pemin-i ecey twu myeng-i tomangkassta
criminal-NOM yesterday two CL-NOM ran.away
‘Of the criminals, two (nonspecific) ran away.’

As given in the English glosses here, in the NI type, the two criminals can be either
specific or nonspecific whereas in the FNC, they can be only nonspecific. With
respect to this reading, (7b) can be interpreted as having a partitive and nonspecific
reading such that there are a set of criminals and of the members in this set, two
unspecific criminals ran away. No such reading is available in the NI type (or the
GO) type.

3 Two Different Approaches for the FNC Construction

Stranding Approaches: The traditional wisdom of dealing with a FNC example
has been the stranding approach, trying to link the NI or GC type to the FNC type.
For instance, the FNC type is derived from the following source with movement
processes (cf. Miyagawa 1989, Miyagawa and Arikawa 2007, Lee 1989, etc).

v |
(8)  Mia-nun [ypchayk;-ul [yp ceketo [ypt; sey kwen-(ul) ilkessta]]]
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The NP chayk ‘book’, being in the same local domain (e.g., mutual
c-commanded) with the NUM-CL is moved out of the VP, stranding behind the
NUM-CL in the original position. The claimed argument for this stranding view
follows from the strict locality condition between a NUM-CL and its associated NP.
That is, if they two are not adjacent to each other, the NUM-CL has been ‘stranded’
by the NP. This locality requirement has been motivated from the contrast between
subject and object, which we have seen earlier. However, as even the proponents
of the stranding approach acknowledge (cf. Miyagawa and Arikawa 2007), there
is a question if such an example is really unacceptable. There are many examples
where a similar ordering is acceptable. In particular, a case marking or a delimiter
marker on the NUM-CL, makes the following acceptable:

(9)  haksayng-tul-i [maykcwu-lul [sey myeng-i/ina/man] masiessta]
students-NOM beer-ACC three CL-NOM/even/only drank
‘Even/Only three of the students drank beer.’

VP-modifier Analyses: Unlike the standing analysis, the VP modifier analysis
assumes that there is no transformation relation between the NI or GC and FNC
version (Fukushima 1991, Gunji and Hasida 1998 for Japanese, Kang 2002 and
Kim and Yang 2007 for Korean). Contrary to the stranding view, the VP-modifier
view assumes the NUM-CL directly combines with a verbal predicate in syntax and
semantically modifies an event structure the predicate denotes:

(10)  pemin-i cengmal [yp sey myeng [yp te iss-ta]]
criminal-NOM really three CL more exist-DECL
“There are really at least three more criminals.’

As given in the structure, there is no movement: the NUM-CL just modifies the VP.

Several welcome predictions follow from this view. First of all, the VP-modifier
view will predict the distributional possibilities of the NUM-CL as an adverbial el-
ement. As we have seen, the NUM-CL can appear where an adverbial element can
occur otherwise constraint such as it cannot precede its associate NP. In addition,
since there are no direct links between the FNC type with the other two types, we
expect each will behave differently in many syntactic and semantic aspects. This
has been true as we have observed so far. Additional support can also find from se-
mantic aspects: the NI or GC type induces either specific or non-specific whereas
the FNC has only nonspecific. This also has to do with the fact that the FNC allows
only a narrow scope reading when interacting with another scope operator such as
negation:

(11) a.  NIType: 33 > NOT or NOT > 33

haksayng sey myeng-i acik ttenaci anh-ass-ta
students three CL-NOM still leave-COMP not-PAST-DECL
“Three students haven’t left yet or
these three students still didn’t left yet.’
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b.  FNC Type: *33 > NOT or NOT > 33

haksayng-i acik sey myeng-i ttenaci anh-ass-ta
student-NOM still three CL-NOM leave-COMP not-PAST-DECL
“Three students haven’t left yet,
(even though more had already left)’

The VP modifier approach allows us to specify that the floated NUM-CL has a
narrower scope reading than the VP it modifies, which may not be an easy task
within a stranding approach.

4 A Functional Account

Even if we adopt the VP-modifier approach, puzzles still remain: why certain FNC
examples are bad or at least unnatural. As we have seen so far, when the FNC
is marked with a case marker or a delimiter, the intervening effects or contrasts
(subject and object asymmetry, unaccusative/unergative contrast) disappear. In this
paper, we suggest that the floated NUM-CL and the modified verbal predicate serve
as rheme in the thematic structure. In particular, we claim that the floated NUM-CL
starts off the rheme in a given clause.

Based on the interactions between information and intonation structure in par-
titioning theme and rheme, we assume that the FNC is subject to the functional
constraint that the number of referents it denotes conveys new information, part of
the rheme in the thematic structure. Together with this notion of thematic structure,
we suggest that the floated NUM-CL sets apart theme and rheme whose constraint
can be paraphrased as in (12):

(12)  Thematic Constraint in Korean:
A floated NUM-CL in Korean sets off rheme in the thematic structure.

The constraint states that the floated NUM-CL marks the beginning of rheme which
may contain both old and new information, but tells about the information about
the theme.

According to this, the subject-object asymmetry follows immediately. What
sets off the rheme in a given clause determines the degree of acceptability: In (4a),
it is not the NUM-CL but the intervening object that marks the beginning of rheme,
which violates the constraint in (12). Note that unlike (4a), we have seen that in
(4b) the subject can intervene between the object and its NUM-CL, whose example
we repeat here:

(13)  chayk-ul haksayngtul-i || sey kwen ilkessta
book-AcCC student-NOM  three CL  read
‘Students read three books.’
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In this example, both the fronted object and the subject are theme elements, and
thus the NUM-CL starts the rheme of the sentence (marked with the symbol ||),
observing the thematic constraint.

Further welcoming effects of this constraint can be observed from the following
set of examples:

(14) a.  haksayngtul-i || sey myeng(-i) tosekwan-eyese chayk-ul

students-NOM three CL-NOM libary-at book-ACC
ilkessta
read
‘As for the students, there were three who read the book
at the library.’

b.  haksayngtul-i tosekwan-eyese || sey myeng(-i) chayk-ul ilkessta
‘As for the students at the libary, there were three
who read the book.’

c.  haksayngtul-i tosekwan-eyese chayk-ul || sey myeng(-i) ilkessta
‘As for the students at the libary and as for the book, there
were three who read it.’

As pointed out earlier and illustrated here, the adverbial NUM-CL can appear in var-
ious places, but induces subtle differences in the thematic structure. Given our the-
matic constraint, the expressions preceding the NUM-CL are themes in the clause
whereas those following it are the members of rheme. This results in the subtle
meaning differences here as indicated in the English glosses (see Kim 2005 for
similar meaning differences among these), which would be hard to capture other-
wise.

Note that the thematic constraint can also account for the difference between
high and low adverb with respect to the distribution of a floated NUM-CL:

(15) a. ai-tul-i ecey sey myeng kyosil-eyse wusessta
child-PL-NOM yesterday three CL classroom-at laughed
‘Three children laughed at the classroom yesterday.’

b.  *ai-tul-i khu-key sey myeng wusessta
child-PL-NOM loudly three CL laughed
“Three children laughed loudly at the classroom.’

Within the traditional stranding view, the contrast follows from the following deriva-
tions:

(16) a. [Tp ai-tul-i [yp ecey [yplt; sey myeng] kyosil-eyse wusessta]]]

b. *[p ai-tul-i [VP t. [yplkhu-key sey myeng wuessta]]]]
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In (16a) with the high adverb ‘yesterday’, the NUM-CL is in the same local domain
with its associated subject here, observing the strict locality requirement. However,
in (16b) with the low adverb ‘loudly’, the subject and its NUM-CL are not in the
same local domain. Once again, note that when the NUM-CL has a focus marker,
indicating the starting point of the rheme, the grammaticality improves a lot:

(17) a.  ai-tul-i || sey myeng-i khu-key wusessta
child-PL-NOM three CL-NOM loudly laughed
“Three children laughed loudly.’

b.  ai-tul-i khu-key || sey myeng-ina wusessta

c.  ai-tul-i ecey khu-key || twu myeng-i/ina wuessta

In our thematic constraint, given the assumption that either a manner adverb or a
floated NUM-CL can set off the rheme, the accceptablity of all these examples then
follows straightforwardly.

Our account, resorting to the thematic structure, can also get support from the
claimed contrast between unergative and unaccusative (cf. Ko 2007):

(18) a.  koyangi-ka pyeng-ulo sey mali cwukessta
cat-NOM illness-of three CL died
‘Three cats died of illness.’

b.  ?*haksayng-tul-i caki-uy ton-ulo twu myeng
student-PL-NOM self-GEN money-with two CL
cenhwahayessta
phoned

“Two students made a phone call with their own money.’

In the stranding view, (18b) with the unergative verb ‘phoned’ violates the strict
locality condiiton betwen the subject and its NUM-CL. However, note that the
grammaticality of (18b) improves greatly with supporting elements:

(19)  haksayng-tul-i caki ton-ulo cikcep Seoul-ey || twu
student-PL-NOM self money-with without.help Seoul-at || two
myeng cenhwahayessta
CL phoned

“Two students made a phone call to Seoul with their own

money without any help.’

In the context where it is important to see how many students made a phone call
to Seoul by themselves, such a sentence is more than acceptable, supporting our
analysis. It is also not difficult to construct acceptable unergative examples with
the same configuration:

310



(20) a.  haksayng-tul-i himtulkey caki ton-ulo || twu myeng
student-PL-NOM hard self money-with two CL
mikwuk-ey kassta

America-to went
‘Two students went to America with difficulties with their own

money.’

b.  haksayng-tul-i pwumonim towum epsi  caki ton-ulo I
student-PL-NOM parents help without self money-with
twu myeng mikwuk-ey kassta
two CL America-to went

“Two students went to America for themselves
with their own money and without their parents’ help.’

What this means is that being the subject of an unergative verb does not block its
NUM-CL from being floated or being in a nonlocal position. Our conjecture is that
the unacceptability of (18b) is rather related to the thematic constriant: the phrase,
caki ton-ulo, is rheme, so that the NUM-CL cannot starts the rheme component,
violating our thematic constraint.

5 Conclusion

The syntactic and semantic complexity of the so-called numeral classifier (NUM-
CL) constructions in languages like Korean (Japanese and Chinese as well) has
much challenged theoretical as well as computational approaches. Among several
types of the NUM-CL constructions, the most complicated type includes the one
where the NUM-CL ‘floats’ away from its antecedent.

This paper supports a non-movement approach for the NUM-CL constructions,
in particular, a VP-modifier approach for the floated NUM-CL (FNC) construction.
In the paper, we claim that the main function of the FNC is to set off rheme in the
thematic structure, cued by both information and intonation tunes. Further sup-
ported by a pilot prosodic test, this functional-based approach can provide us with
a streamlined analysis for various distributional possibilities of the FNC without
resorting to movement operations.
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Abstract

This paper investigates the information-structural characteristics of ex-
traposed subjects in Early New High German (ENHG). Based on new quan-
titative data from a parsed corpus of ENHG, I will argue that unlike objects,
subjects in ENHG have two motivations for extraposing. First, subjects may
extrapose in order to receive narrow focus, which is the pattern Bies (1996)
has shown for object extraposition in ENHG. Secondly, however, subjects
may extrapose in order to receive a default sentence accent, which is most
visible in the case of presentational constructions. This motivation does not
affect objects, which may achieve the same prosodic goal without having to
extrapose. The study has two major consequences: (1) subject extraposition
in ENHG demonstrates that there is not necessarily a one-to-one correspon-
dence between syntactic structure and information structural effect (cf. Féry,
2007); and (2) the overall phenomenon of DP extraposition in ENHG fits
into a broader set of crosslinguistic focus phenomena which demonstrate a
subject-object asymmetry (cf. Hartmann and Zimmermann, 2007; Skopeteas
and Fanselow, 2010), raising important questions about the relationship be-
tween argument structure and information structural notions.

1 Introduction

This paper investigates the information-structural characteristics of extraposed sub-
jects in Early New High German (ENHG). Based on new quantitative data from a
parsed corpus of ENHG, I will argue that unlike objects, subjects in ENHG have
two motivations for extraposing. First, subjects may extrapose in order to receive
narrow focus, which is the pattern Bies (1996) has shown for object extraposition
in ENHG. Secondly, however, subjects may extrapose in order to receive a default
sentence accent, which is most visible in the case of presentational constructions.
This motivation does not affect objects, which may achieve the same prosodic goal
without having to extrapose.

I will begin from the following information-structural assumptions. This pa-
per is roughly based on a theory of information structure as in Vallduvi (1992), in
which every sentence is divided into a Focus-Ground partition, and every sentence
has only one information-structural focus. I assume that any constituent (and pos-
sibly some non-constituents) may be the focus of a sentence. I use the term narrow
focus to describe a DP which is, in itself, the sole focus of a clause (that is, neither
part of the Ground, nor part of a larger focused constituent). The term narrow focus
in this sense covers a number of more specific focus types.

TThis paper will also be appearing in the proceedings of the 35th Annual Penn Linguistics Col-
loquium (PLC). I am very grateful to Anthony Kroch, Joel Wallenberg, Ivona Kucerova and Aaron
Ecay for their help and advice on various stages of the development of this paper. Thanks also to
the attenders of the 35th Annual Penn Lingustics Colloquium (PLC) and the Information Structure
in Formal Grammar (IFG) workshop for their comments and feedback. All errors are, naturally, my
own.
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I will also use the term presentational focus, which describes the type of fo-
cus which introduces a new entity into the discourse (it has in other works been
described by the term new information focus). As I will discuss later, a newly in-
troduced DP in a presentational construction may be narrowly focused, or it may
not. In other contexts, narrowly focused DPs may also be interpreted as other types
of focus, for example contrastive focus, which will not be discussed in detail in the
current paper.

The remainder of this paper will be organized as follows. In the next section,
Section 2, I will discuss some previous studies on related phenomena, which will
help to structure the current investigation. Then, in Section 3, I will outline the
methodology and quantitative results of the current study. I propose an analysis of
these results in Section 4; finally, in Section 5, I offer some concluding remarks.

2 Related Studies

Although I know of no previous studies of subject extraposition in ENHG (par-
ticularly from a quantitative perspective), some related phenomena in Germanic
have been explored by previous works. For my purposes, the most notable are two
studies based on quantitative data: Bies (1996) on object extraposition in ENHG,
and Prince (1989) on subject extraposition in Yiddish. A brief review of these two
works is necessary before proceeding to the current study.

2.1 Object Extraposition in ENHG

Bies (1996) provides a detailed analysis of the information structure of DP ex-
traposition, based on a corpus of examples collected from various ENHG texts.
She considers two possible motivations for extraposition, discourse newness and
narrow focus on the DP. Before considering discourse factors, however, Bies iden-
tifies external influences on DP extraposition; first, quantified and indefinite objects
are much less likely to extrapose (Table 1). Second, DP length (or ‘weight’) also
strongly influences extraposition (Table 2).

Postposed | Non-post. | Rate of post.
Negation 0 86 0%
Indefinite 8 301 2.3%
Other QP 2 83 2.4%
Non-quant. 64 408 13.6%

Table 1: DP type of extraposed objects in ENHG (Bies, 1996).
Based on these observations, Bies restricts her data set to non-quantified DPs

of ‘regular length’ (that is, without PP modifiers, relative clauses or conjunction).
She also excludes topicalized and scrambled objects from the set of non-extraposed
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Postposed | Non-post. | Rate of post.
Conjoined 13 17 43.3%
Relative clause 5 2 71.1%
PP postmodifier 25 34 42.4%
Regular length 82 722 10.2%
Total 125 775 13.9%

Table 2: Modifiers as a measure of DP weight for extraposed objects in ENHG
(Bies, 1996).

DPs, assuming that they represent unrelated information structural phenomena.
Bies then separates her (restricted) data set into three informational categories:
discourse-new, evoked/inferred, and given information, adapted from a broader hi-
erarchy of information types in Prince (1981). She observes a gradient relationship
between newness and extraposition (Table 3).

|| Postposed | Non-postposed | Rate of postposing

Given 11 100 10%
Evoked/Inf. 37 81 31.4%
Disc.-new 16 21 43.2%
Total | 64 202 24.1% \

Table 3: Discourse status of extraposed objects in ENHG (Bies, 1996).

Bies then asks: is this the main discourse motivation for DP extraposition, or a
symptom of it? She suggests that discourse-newness of a DP may contribute to its
likelihood of being narrowly focused: discourse-new elements often are the focus
of a sentence. Perhaps the relationship between discourse-newness and extraposi-
tion is simply a consequence of the fact that these elements are more likely to be
narrowly focused. To explore this alternate hypothesis, she further classifies her
sentences into (narrow) DP focus and (wide) VP focus, wherever context allows an
unambiguous classification (Table 4). The effect of narrow focus, as the data show,
is stronger than that of information status. Bies therefore concludes that narrow
focus alone motivates object extraposition in ENHG.

H DP focus \ VP focus \ Percent DP focus \

Non-postposed DP 19 123 13.4%
Postposed DP 46 4 92%

Table 4: Focus structure of clauses with an extraposed object in ENHG (Bies,
1996).
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2.2 Subject Extraposition in Yiddish

One could simply assume that Bies’s conclusions may naturally extend as the gen-
eral pattern for DP extraposition in ENHG, covering both subjects and objects.
However, a second study suggests that another analysis may be possible. There is
some reason to believe that subject extraposition may occur for independent pur-
poses within a related Germanic language. Prince (1989) considers the pragmatic
properties of subject extraposition in Yiddish, a language closely related to ENHG,
and argues that in this case, the extraposition is motivated by the discourse-new
status of the DP.

Prince begins by considering a set of examples collected from a Yiddish text.
She finds that in certain subordinate clause types, brand-new subjects are highly
motivated to postpose (Table 5). This leads her to suggest that discourse status is
strongly related to the motivation for subject extraposition in Yiddish.

Non-postposed | Postposed | Total

Adverbial 16 (57%) 12 (43%) 28
Complement 14 (30%) 32 (70%) 46
Total A/C 30 (41%) 44 (59%) 74
Free Relative 0 (0%) 7 (100%) 7
Indirect Q. 0 (0%) 3 (100%) 3
Relative 0 (0%) 2 (100%) 2
Total WH 0 (0%) 12 (100%) 12

Table 5: Extraposition of brand-new subjects in Yiddish by clause type (Prince,
1989).

Prince also proposes a syntactic motivation for her analysis. Although the data
are small, she notes that extraposition of discourse-new subjects appears to be cat-
egorical in relative clauses, free relatives, and indirect questions. She links this
to another phenomenon seen in Yiddish: the expletive es (‘it’) is licensed to fill
Spec, TP when the subject is extracted from a free relative or indirect question
(Prince, 1989; Diesing, 1990). Crucially, this does not occur in subject relative
clauses.

(1) a. Ikh veys nit ver es iz gekumen
I  know not who ES is come
‘I don’t know who came.’

b. *Ikh veys nit ver iz gekumen

(2) a Der melamed vos iz besser far ir iz beser far mir.
the teacher that is better for her is better for me
‘The teacher that is better for her, is better for me.’

b. * Der melamed vos es iz beser far ir iz beser far mir.
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Prince hypothesizes that this expletive appears when the subject is extracted
from a postposed position, leaving Spec, TP empty. This would provide a pragmatic
explanation for the fact that the expletive appears only in indirect questions and free
relatives, which (unlike relative clauses) typically have an extracted element that is
discourse-new.

Prince therefore provides both quantitative and syntactic arguments for the
claim that subject extraposition in Yiddish is motivated by the discourse status
of the subject. This raises a question: should ENHG have a unified analysis for
DP extraposition as a whole, or do subject and object extraposition behave differ-
ently? Phrased differently, do subjects in ENHG pattern like subjects in a related
language, or like non-subject DPs in ENHG? My goal in this study is to propose
an answer to this question, based on new data on subject extraposition in ENHG.

3 The Current Study

In this section, I will outline the methodology for the current study, and present
the quantitative results. This will set the stage for Section 4, in which I present
an analysis of subject extraposition in ENHG. I will argue that, although narrow
focus proves to be a factor in both subject and object extraposition in ENHG, there
is an additional motivation for subject extrapositio. This is in fact related to the
discourse status of the subject, as Prince (1989) argued for Yiddish.

3.1 Methodology

The data for my study were drawn from a parsed corpus of Martin Luther’s first
New Testament translation, the Septembertestament, published 1522. The Septem-
bertestament corpus consists of rougly 102,000 words, including the full text of
Matthew, Mark, John and the Acts of the Apostles. It was initially parsed by au-
tomatic methods (including Bikel, 2004), but ultimately I hand-corrected the full
text. The parsing format is modeled on the guidelines for the Penn Historical Cor-
pora of English and the York-Toronto-Helsinki Parsed Corpus of Old English Prose
(cf. Kroch and Taylor, 2000; Kroch et al., 2004; Taylor et al., 2003), adapted for
use for a German corpus.

From the Septembertestament corpus, I extracted all unambiguous examples
of extraposed subjects, using clause-final verbs and verbal particles as diagnos-
tics. I found 115 examples which fit these requirements. All were hand-coded for
definiteness, syllable length, and discourse status of the subject (based on Bies’s
classifications). I also coded the examples for focus structure using a binary mea-
sure: either (1) they had narrow focus on the extraposed subject or (2) they had a
focus structure of another type (I did not code in more detail in this case). These
were compared to 1261 examples of subjects that could have been extraposed but
were not. This excludes pronominal subjects (including impersonal man, ‘one’)
and demonstrative determiners, which are too light to extrapose. Each of these
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tokens was coded for syllable length and the definiteness of the subject. Differ-
ent sub-samples of this set were isolated for the consideration of the pragmatic
and information-structural characteristics of subject extraposition, which will be
discussed shortly.

3.2 Quantitative Results

In the sample collected, subject extraposition occurs at an overall rate of 8.4%.
This is lower than the rate of object extraposition described in Bies (1996), 13.2%.

As Bies showed for object extraposition, weight proved to be a strong influence
on subject extraposition (I deviate from Bies in measuring DP weight by syllables,
rather than by modifier presence and type). The minimum weight of an extraposed
subject was 2 syllables, while the maximum was 64 (due to a sequence of embed-
ded clauses within the DP). The average weight of extraposed subjects was 13.07
syllables. In comparison, the minimum weight of a non-extraposed subject was 1
syllable, and he maximum was 29. The average weight of non-extraposed subjects
was only 3.29 syllables.

To minimize the effect of DP weight on the sample, I chose to limit my sample
to subjects of 15 syllables or less. This ensures that the DPs are of a weight safely
below the limit found on non-extraposed subjects, without too greatly restricting
the data set. The remainder of the paper deals only with this subset of the data,
unless otherwise noted. The adjusted sample includes 86 extraposed subjects and
1257 non-extraposed subjects, or extraposition at a rate of about 6.4%.

The consideration of definiteness exposes a striking difference between sub-
ject and object extraposition: quantified/numeric subjects are extraposed more fre-
quently than definites. This is true of the entire sample regardless of weight; Table
6 shows the distribution of subject types for the full sample of clauses.

Non-extraposed | Extraposed | % Extraposed

Negative 47 0 0.0%
QP/Numeric 76 17 18.28%
Indefinite 98 9 8.41%
Bare 12 13 52.00%
Free rel. 13 28 68.29%
Definite 1015 48 4.52%
Total 1261 115 8.36%

Table 6: DP types of extraposed subjects in ENHG.

Note, however, that the sample contains no extraposed negated subjects. This
is an interesting fact, but a detailed discussion is beyond the scope of the current
paper. Furthermore, bare subjects extrapose more often than not. It is unclear how
this relates to Bies’s data on object extraposition, because her examples suggest
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that she may have included bare DPs in her ‘non-quantified’ category (but this
fact is never explicitly noted). Regardless, the overall distribution of DP types
demonstrates a contrast between subject and object extraposition in ENHG.

I then compared the discourse status of all extraposed subjects to all non-
extraposed subjects in a subset of 443 matrix and 173 subordinate clauses (for
purposes of examining a smaller subset of the data); clauses with subjects of more
than 15 syllables are excluded. As Table 7 demonstrates, the majority of extraposed
subjects are discourse-new, but the majority of non-extraposed subjects are given.
This is as expected, based on Bies’s results for object extraposition in ENHG.

Discourse-new | Evoked/Inf. Given
] Extraposed 33 (38.82%) 26 (30.59%) 26 (30.59%)

| Non-extraposed | 75 (12.17%) | 165 (26.79%) | 376 (61.04%) |

Table 7: Discourse status of extraposed subjects in ENHG.

The 86 clauses with extraposed subjects were then compared to a randomly
selected sample of 60 clauses with non-extraposed subjects, for a detailed con-
sideration of the focus structures of these groups. Contextually and structurally
ambiguous examples were set aside. An example of an extraposed subject coded
for narrow focus is given in (3). Note that the extraposed subject contains the focus
particle auch, making the focus structure particularly clear.

(3) denn es werden falsche Christi, vnd falsche propheten auff stehen, vnd
for it will  false Christs and false prophets up stand and
grosse tzeychen vnd wunder thun das verfuret werden, yhn denn
great signs  and wonders do that misled will.be in the
yrthum wo es muglich were auch die auserweleten.
confusion where it possible would.be also the chosen
‘For false Christs and false prophets will come forward and perform great
signs and wonders, so that in the confusion, where possible, even the cho-
sen will be misled.’
(Septembertestament, Matthew 24:24)

As discussed above, this study creates a binary distinction between narrow
focus on the extraposed subject and any other focus structure, all of which are
included in the “Other foc.” category. I find that extraposed subjects are narrowly
focused more often than non-extraposed subjects (Table 8). However, whereas Bies
found that 92% of extraposed objects were narrowly focused, only 62% of subjects
in my data are narrowly focused. This leads me to reject the hypothesis that subject
extraposition is driven solely by narrow focus as a broad category.

The data discussed in this section suggest that the relationship between subject
and object extraposition is not simple. In many cases, there is a distinct similarity
between the two: both show an effect of both discourse status and focus structure,
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H Narrow S-foc. \ Other foc. \ % Narrow foc. \

Extraposed 31 19 62.0%
Non-extraposed 4 41 8.9%
Total | 35 | 60 |  368% |

Table 8: Focus structure of clauses with extraposed subjects in ENHG.

although to different degrees. However, there are also some distinct differences,
most notably in the DP types associated with each: while object extraposition oc-
curs more frequently with definite DPs, subject extraposition shows the opposite
tendency.

In the following section, I will present a proposal that may capture both the
similarities and differences outlined above. I will suggest that the general motiva-
tion of subject extraposition is prosodic; while narrow focus is certainly the central
motivation for some cases of subject extraposition, I will suggest that a different,
more specific information structural phenomenon underlies the cases that define
the difference between subject and object behavior.

4 Analysis of Subject Extraposition

As the data in the preceding section suggest, there are some ways in which subject
and object focus pattern similarly. For example, many examples can be found
which involve narrow focus on an extraposed definite subject, as (4) demonstrates
(note that two contrastive subjects have been extraposed in two separate clauses).
This is exactly the sort of example we expect if subject and object extraposition
share the same information structural properties in ENHG. I argue that in cases
such as these, subject and object extraposition do in fact have the same motivation:
narrow focus on the DP.

(4) vnnd eynem gab er funff centner, dem andern zween, dem dritten eyn,
and one gave he five talents the other two  the third one
eynem ydern noch seynem vermugen vnd zoch hynweg ...vnd da tratt
one each after his ability = and went away ...and then tread
ertzu, der da funff centner empfangen hatte ...Do trat auch
forward who PART five talents received had ...Then tread also
ertzu, der do zween centner empfangen hatte . ..
forward who PART two  talents received had ...

‘And he gave five talents to one, two to another, one to the third, each ac-
cording to his ability, and went away . .. and then the man who had received
five talents came forward ... Then also, the one who received two talents
came forward ...’

(Septembertestament, Matthew 25:15-22)
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However, the frequencies at which quantified subjects extrapose suggests a
similarity between subject extraposition in ENHG and subject extraposition in Yid-
dish, where the discourse status of the subject plays a more important role. I as-
sume that indefinite and quantified DPs are more likely to be discourse-new. The
higher rate of extraposition of indefinite/quantified subjects suggests a stronger ef-
fect of discourse status on subject than on object extraposition in ENHG. Based on
this fact, I will argue that subject extraposition in ENHG can also be motivated by
a more specific type of focus.

In German, the sentence accent generally falls on the rightmost argument of the
VP by default, even if followed by a clause-final non-finite verb or verbal particle
(see Ladd, 1996; Truckenbrodt, 2007, for a summary of the literature on this). As
a result, object DPs in situ are frequently in the appropriate position to receive
default sentence accent. Scrambling of other elements can further help to situate
a non-topicalized DP at the right edge of the ‘middle field, so that it may be in
the rightmost position and receive the default accent when necessary. Because this
is permitted, extraposition of object DPs may be expected to have more specific
motivations than simply to obtain default accent. This seems to be compatible with
Bies’s analysis. However, more elaborate means are often required to maneuver
the subject into the location of default accent. For example, expletive es may be
inserted in topic position, while the subject appears in a low position.

I propose that subject extraposition may be used as a general means to obtain a
default accent on a subject, without resulting in a contrastive interpretation. There
is a specific clause type that may demonstrate this: clauses with presentational
focus. In fact, a large subset of the extraposed subjects are presentational, and best
translated into English with the use of existential there, as in (5).

(5) Aberdiekinder des reychs werden auBgestossen ynn die
but the children of-the kingdom will-be cast-out in the
auflersten finsternisf3, da  wirt seyn weynen vnd tzeen klappen.
outermost darkness there will be weeping and teeth gnashing
‘But the children of the kingdom will be cast out into the outermost dark-
ness. In that place there will be wailing and gnashing of teeth.’
(Septembertestament, Matthew 8:12)

Other clauses may be found which have the same effect of introducing a new
entity into the discourse, but do not appear to involve narrow focus on the extra-
posed DP (but rather a broader focus structure). I present (6) as a clear example of
this phenomenon; note that the modifiers on the subject are intended to introduce
the entity it denotates, emphasizing the fact that the entity has not been previously
discussed.! However, the focus structure of the clause is broad, as the remainder
of the information (namely, the actions taken by the newly introduced Gamaliel) is
also newly introduced and focal.

"However, the length of this subject would make it a non-ideal example otherwise; I will simply
mention that, while this is a particularly useful example for demonstrating the phenomenon under
consideration, other examples exist which do not have its shortcomings.
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(6) Da stund aber auff ym radt eyn Phariseer mit namen
then stood however up in-the council a  Pharisee with name
Gamaliel, eyn schrifftgelerter, wolgehallten fur  allem volck
Gamaliel a  scholar well-held before all  people
‘But then a Parisee named Gamaliel stood up in the council, a scholar, well
regarded by all the people.’
(Septembertestament, Acts 5:35)

The nature of these subjects implies that they will generally be quantified, in-
definite or bare DPs. Additionally, they will generally be new entities in the dis-
course. This embodies the difference between subject and object extraposition in
ENHG. We can also observe this effect by considering the occurrence of copular
clauses in each data set: while 16 (18.6%) of extraposed subjects occur in copular
clauses, only 92 (7.3%) of non-extraposed subjects do. This means that copular
clauses extrapose at a rate of 14.8%, while non-copular clauses extrapose at a rate
of 5.67%. My argument is that the link between subject extraposition is due to the
fact that many copular clauses are presentational, and thus favor extraposition of
the subject above other clause types.

4.1 Extraposition and Sentence Accent

Before concluding, I will offer some brief remarks on the relation between extra-
position and sentence accent. Ladd (1996) presents a metrical account of sentence
accent. He observes that the accent patterns of the two sentences in (7) may dif-
fer, even when both are interpreted with broad (sentential) focus. He proposes that
this can be explained by the fact that the shorter utterance may consist of only one
intermediate intonational phrase, and within this intermediate phrase the primary
accent falls on the subject. However, once the utterance is as long as it is in (7b),
the subject and predicate may not form a single intonational phrase, and must be
split into two intermediate phrases. These two phrases have a weak-strong rela-
tion, so that the primary sentence accent falls on the strongest accent in the second
intonational phrase. Ladd notes, “The heavier a constituent is, the more likely it is
to constitute its own intermediate phrase.”

(7) a. JOHNSON died.
b. Former president Johnson unexpectedly DIED today.

Wallenberg (p.c.) proposes that in English Heavy NP-Shift (HNPS), a “Heavy
NP” moves rightward past any material on its right in order to consitute its own
(rightmost) intermediate phrase, and thus bear the primary sentence accent. I ten-
tatively propose the same analysis for subject extraposition in ENHG: in order
to receive the primary sentence accent while allowing a presentational (and non-
contrastive) focus interpretation, the subject may move to the right edge. By extra-
posing, the subject forms its own intermediate intonational phrase, which enters a
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weak-strong metrical relation with other intermediate phrases in the sentence, and
ultimately receives the primary sentence accent.

This proposal requires further testing, but it may help explain why subjects
might extrapose in presentational contexts. Under this analysis, a central motiva-
tion of subject extraposition is prosodic. It may also help to explain why extraposi-
tion targets particularly heavy DPs: these are the DPs, in Ladd’s own observation,
which are most likely to constitute their own intermediate phrase. Extraposition
may be a way to syntactically facilitate this.

5 Conclusion

I have argued, based on quantitative data from a parsed corpus of ENHG, that there
are both similarities and differences between subject and object extraposition in
ENHG. Both subjects and objects may be extraposed to express narrow focus on
the extraposed DP. However, subjects may also be extraposed for a more specific
motivation: as a means to achieve default accent on the subject, particularly in
presentational contexts. As a result, subject extraposition occurs more frequently
with quantified subjects, as well as with entities are new to the discourse.

The result of this conclusion is twofold. First, I have argued that subjects may
have multiple motivations to extrapose: either to express narrow focus or to ob-
tain a default sentence accent in a non-contrastive context. Second, I have shown
that the phenomenon of DP extraposition in ENHG demonstrates a subject-object
asymmetry.

This has certain consequences for the broader study of information structure.
On one hand, subject extraposition in ENHG provides new evidence that there is
not necessarily a one-to-one correspondence between syntactic construction and
information structural interpretation; rather, in this case, the syntax may be manip-
ulated to accomplish multiple information structural and prosodic goals (cf. Féry,
2007). On the other hand, DP extraposition in ENHG fits into a broader set of
crosslinguistic focus phenomena which demonstrate a subject-object asymmetry
(cf. Hartmann and Zimmermann, 2007; Skopeteas and Fanselow, 2010), raising
important questions about the relationship between argument structure and infor-
mation structural notions.

On an unrelated note, I offer this study as a demonstration that parsed corpora
may be used as resources in information structural research, and of the importance
of quantitative data when exploring such subtle and complex issues. As the study
of information structure progresses, and judgments become more elaborate and
less reliable, large corpora of attested examples embedded within concrete con-
texts may become an important and valuable resource, offering a type of data that
judgments alone cannot achieve.
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Abstract

My objective here is to assess the relevance of information structural
notions for analyzing subject inversion in French. Subject inversion is not a
unified phenomenon. In fact, there are three distinct constructions featuring an
inverted subject. I show that the sentences do not have the same informational
potential (the type of focus-ground articulation they are compatible with)
depending on the construction they abide by. I propose a contextual factor — the
informational solidarity between the verb and its first argument — to account for
those differences. Then, I show that the three constructions share a common
feature that pertains to a completely different dimension: the perspective
chosen to describe the situation. I adopt Langacker’s notion of absolute
construal to characterize it. Finally, I present another common feature: the
blocking of the referential anchoring of the referent of indefinite and partitive
NPs.

1 Introduction

Information structure is often invoked to analyze word order variations, in
particular subject inversion in French. My point here is not to dismiss the
relevance of information structure, but to put it in its right place. The various
proposals linking subject inversion and information structure — the focus-
ground and/or the topic-comment articulations of sentences — can be
summarized in three proposals (1).

(1) a.Inverted subjects are narrow foci;
b. Inverted subjects occur in broad or all focus sentences;
c. Inverted subject are detopicalized.

Until recently, the syntactic/constructional diversity of subject inversion has
not been recognized. In fact, there are three different constructions featuring
subject inversion, i. e. occurrence of subject NPs to the right of verbs.

(2) a.lInversion in extraction-context [EXTR-INV]: le livre qu’a écrit Marie
Lit. the book that has written Marie
b. Presentative inversion [pres-inv]: Alors entra un soldat.
Lit. Then entered a soldier.

¥ Thanks to Claire Beyssade, Dani¢le Godard, Barbara Hemforth, and Alain Kihm
for their companionship. Thanks to the pool of informants, linguists and non
linguists, who patiently answered my questions about « preverbal Paul and
postverbal Marie ». In particular: Lal Marandin and Michele Grégoire.
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c. Inversion via permutation [PERM-INV] : Sont recus Pierre et Marie.
Lit. passed Pierre and Marie

A close scrutiny shows that these constructions do not behave
informationally in the same way, which calls into question the relevance of
the claims in (1). Hence, the link between subject inversion and information
structure must be investigated afresh. My objective is twofold. First, I
characterize the difference between the three constructions as regard
information structure. I propose that the informational solidarity between the
verb and its first argument affords — “contribute to the possibility of - the use
of EXTR-INV and PRES-INV. Then, I bring to light what the three constructions
have in common. It does not pertain to the packaging of content, but to the
content itself: the perspective chosen to describe the situation. I propose the
notion of absolute construal (Langacker 2000) to characterize it. Finally, I
relate the blocking of the referential anchoring of specific indefinites and
partitive NPs to the demotion of postverbal subjects from their primary status
in the description. Before proceeding further, I sketch some backstage
assumptions about subject inversion in French.

2 Background

2.1 Three constructions

There are three constructions featuring an inverted subject in French. The
first one — inversion in extraction context (henceforth EXTR-INV) — is licensed
by extraction. Its main criterial property is that it allows scrambling among
the dependents of the verb (3) — a rather rare phenomenon in French —
(Bonami & Godard 2000).

(3) a.Je ne retrouve pas le livre que pensait [recommander [le professeur de
philosophie]g,je. & ses €leves pour I’examen],,
Lit. I do not find the book that intended [to recommend [the philosophy
professorJs,pje to his students for the exam] ,,
b. Je ne retrouve pas le livre que pensait [recommander pour 1’examen
[le professeur de philosophie]s,p.« @ ses €leves],,
Lit. I do not find the book that intended [to recommend for the exam [the
philosophy professor]gy, e to his students]

The other properties characterizing EXTR-INV are the unconstrained choice of
verbs and the ban against referential NPs as direct object. In (4a), the bare
noun cours is grammatical while the fully referential des cours de logique is
not.
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(4) a.la salle ou fait cours Marie
Lit. the room where makes class Marie
b. 7?7 la salle ou fait des cours de logique le tout nouveau prof de philo
Lit. the room where makes classes of logic the newly appointed philosophy
teacher

The second construction — inversion via permutation (PERM-INV) — resembles
a permutation of VP and the subject NP (5).

(5) a. [Les cartes de crédit et le permis de conduire]yp.gysy [n€ sont pas des
pieces d’identité]yp NP < VP
Lit. credit cards and the driving license are not IDs
b. [Ne sont pas des pieces d’identité]yp [les cartes de crédit et le permis
de conduire]|xp.gug; VP < NP
‘The credit cards and the driving license are not IDs’

There is no constraint on the verb but, unlike EXTR-INV, no licensing context
is required, referential objects are grammatical (6a) and scrambling is not
possible (6b).

(6) a. Fait [un cours de logique aux linguists],.oeer [tOUt nouveau prof de
philosophie]NP-SUBJECT
Lit. gives a class of logic to linguists each newly appointed philosophy teacher
b. * Fait un cours de logique [tout nouveau prof de philosophie]y, sigeer
aux linguistes.
Lit. gives a class of logic each newly appointed philosophy teacher to linguists

The third one — presentative inversion (PRES-INV) — is not always analyzed as
a separate construction (see Lahousse 2006, 2011). However, it does have
specific features that set it apart from STYL-INV and PRES-INV. Firstly, the
verb should be presentative (7a) or in the passive (7b) (Marandin 2001).1
Secondly, the postverbal subject has object properties; in particular, it
requires the encliticization of quantitative en when it is an indefinite nounless
NP, which is a received criterion for objecthood (7).>

' The most frequent presentative verbs in the corpus Frantext
(http://www frantext.fr/) are: apparaitre, arriver, commencer, cesser, éclater, mourir,
naitre, passer, retentir, surgir, ...

? In order to help the reader in the terminological maze: (i) Inversion in extraction
context corresponds to the stylistic inversion of the generative tradition (i.a. Kayne
1973, Milner 1978); (ii) Presentative inversion corresponds to the unaccusative
inversion proposed in Marandin 2001; (iii) Inversion via permutation corresponds to
the elaborative inversion in Marandin (1997, 2010) or the focus inversion in
Lahousse (1997, 2011). Many illustrations of PRES-INV and PERM-INV may be found
in Atkinson 1973, Le Bidois 1950, Lahousse 2011.
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(7) a. Alors en entrérent deux autres [de soldats].
a’. * Alors entrérent deux autres [de soldats]
Lit. Then entered two others [soldiers]
b. Je voudrais qu’en soient votés deux autres [de décrets].
b’. * Je voudrais que soient votés deux autres [de décrets]
Lit. I would like that be voted two others [decrees]

Accordingly, the study of subject inversion must investigate each
construction. This means that one should verify whether each proposal (for
example (1) above) holds for all three constructions or merely for a subset of
them.

2.2 Information structure and subject inversion

Due to space limitations, I do no give a detailed account of the many
different proposals assigning inverted subjects a role in information structure
(either focus-ground or topic-comment articulation).” Here, I give the more
telling observations that motivate a change of tack.

— Proposal (la): Inverted subjects are narrow foci (i.a. Drijkoningen &
Kampers-Manhe 2001, Zubizarreta 1998). The claim can only be put to the
test naturally with PRES-INV sentences.’ I ran an informal survey and a pilot
questionnaire (allowing statistical measures). Informants were given the
description of a scenario (8a) and a question, either a partial question on the
subject (8b) or a broad question (8c).

(8) a. Une assistante sociale discute avec une patiente qui se plaint de ses
problémes avec ses enfants.
‘A social worker talks to a patient who complains about her problems with her
children.’
b. Parmi tous vos problemes, lequel devrait s’arréter pour que soyez plus
tranquille?
‘Among your problems, which one should stop so you could live more quietly?’

*In particular, I leave aside Lahousse’s (2006, 2011) claim that the inverted subject
is an informational focus in EXTR-INV and PRES-INV (her « inversion ordinaire ») and
an identificational focus in PERM-INV (her « inversion focus exhaustif »).

4 Unfortunately, EXTR-INV cannot be tested. One could have thought of sentences
featuring a locative inversion (extraction of locative PPs), but for some reason, their
use is limited to narratives (contra Bonami & Godard 2000). For example, sur la
place principale se trouve la grande mosquée (‘on the main square stands the great
mosque’) cannot be used naturally to answer either ou se trouve la grande mosquée ?
(‘where is the great mosque’) or qu’est-ce qui se trouve sur la place principale ?
(‘what is on the main square’).
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c. Quel changement dans votre environnement personnel vous ferait le
plus plaisir?
‘What change in your life would please you most ?

They were asked to judge the appropriateness of the answer, either an answer
with a preverbal or a postverbal subject (9).

(9) a.Je voudrais que s’arréte [la brouille entre mes deux fils]gypjec
b. Je voudrais que [la brouille entre mes deux fils g,y 8 arréte.
‘I would like that the quarrel between my two sons stops.’

The results are clear: informants or participants in the questionnaire clearly
prefer the answers with preverbal subjects (9b) to answer partial questions
(8b), while they accept answers with postverbal subjects (9a) to answer broad
questions (8c).

Crucially, PERM-INV answers behave differently: they are judged appropriate
to answer partial questions (10).

(10) Q: Quels papiers sont valides?
‘Which papers are valid 7’
A: Sont valides [le passeport et la carte d’identit€ g pjec
Lit. are valid the passport and the identity card

— Proposal (1b): Inverted subjects occur in broad or all focus sentences. The
results above seem to support the proposal. But, this is not the end of the
story. Consider what happens in codas of clefts. Inversion is appropriate
whether it contributes focal (11a) or ground content (11b).

(11)a. Q. Qu’est-ce que c’est, ce bruit?
‘What is this noise ?’

> Subject inversion is sensitive to metric constraints that should be respected in
forged examples or questionnaire items. Unfortunately, those constraints have not yet
been studied in detail. Nevertheless, it is commonly assumed that monosyllabic verbs
are banned from the rightmost position of the utterance (corresponding to the
rightmost position in the Intonation Phrase (IP)) especially when the subject NP is
heavy. More exactly, the weaker in content the monosyllabic verb is (copula, light
verb), the more the constraint applies.

(1) a.*lavoiture que le fils de Paul a],, Lit. the car that the son of Paul has
a’. la voiture que le fils de Paul possede],,  Lit. the car that the son of Paul owns
b. ?? I’avare que Depardieu fait] ,, Lit. the miser that Depardieu makes
(= shows himself to be)
b’. I’avare que Depardieu joue],, Lit. the miser that Depardieu plays
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A. C’est les poubelles que sort le concierge.
Lit. it is the bins that puts out the janitor
b. Q. Qui sera recu par le directeur?
‘Who will be received by the boss ?’
A. C’est Bernard que recevra le directeur.
Lit. it is Bernard whom will-receive the boss

There is something true in proposal (1b): both inverted subject and verb have
the same informational status in the coda: either focus or ground. We will see
shortly that this is a characteristic of EXTR-INV and PRES-INV clauses.

— Proposal (1c): Inverted subject are detopicalized (i. a. Comorowski 1995).
The notion of topic is complex; it subsumes several dimensions (Jacobs
2001). Here, we limit ourselves to predication. In that dimension, the topic is
a categorical subject: the entity of which the property denoted by the VP is
affirmed or denied of. Claims (1c¢) amounts to saying that inverted subjects
cannot be categorical subjects. In fact, this is true of subjects in PERM-INV
where they are specificational (Marandin, in prep). As regards PRES-INV
clauses, they often have a thetic flavor (see (22) below), but they are not
inherently thetic since they accept fully referential subjects (see for example
(9a) above; (28a) below). Finally, subjects in EXTR-INV clauses may be thetic
or categorical. For sure, they are categorical when used with I-level
predicates (McNally 1998): J'ai été surpris par le nombre de langues que
connaissaient mes étudiants (‘I was surprised by the number of languages
that my students knew’). Hence, it is not true of inverted subjects in general
that they cannot be categorical. Again, PERM-INV clauses behave differently
from EXTR-INV or PRES-INV clauses as regards the type of proposition
conveyed by the clause.

Now, I turn to the factor explaining such a difference and thereby, to the
proper characterization of the informational potential of the sentences
depending on each construction. In essence, information structure is an
interface between context and sentence content. In the following, I focus on
the relations between context and information structure. The notion of
licensing is not appropriate for capturing such relations. X licenses Y if both
X and Y belong to the same dimension. For example, extraction licenses
EXTR-INV. Secondly, licensing is a necessary condition of grammaticality:
inversion is only grammatical in extraction contexts. Thirdly, it is categorical:
either X licenses Y or it does not. The picture is different as regards the
relation context/information structure. I borrow the notion of affordance —
term and global insight — from Gibson 1979.° X affords Y (resp. X hinders Y)

® “In any interaction involving an agent with some other system, conditions that
enable that interaction include some properties of the agent along with some
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if X and Y belong to different dimensions (typically, X is a contextual feature
and Y a grammatical one). X makes the use or occurrence of Y possible and
the relation may be gradient.

3 Informational solidarity

3.1 Definition

I introduce the notion of informational solidarity that is based on Saeboe’s
(2004) condition for the prosodic marking of the answer in (12) — one
prosodic focus anchored on the subject— compared to that of (13) — double
focus anchored on both subject and verb.

(12) Q. What happened to make you leave home ?
A. [my MOther died]

(13) Q. What became of your parents ?
A. [my MOther] [DIED] (..)

Saeboe claims that it corresponds to a difference in the semantic construal of
the question that the answer resolves. The question in (12) is made up of a
single set of alternatives — a plausible illustration is given in (14) —, while the
question in (13) is based on pairwise alternatives to « mother » and « die » as
illustrated in (15).

(14) {mother died, mother emigrated, father died, there was a fire, we lost our
money, ..}

(15) {{mother emigrated, mother died, ...}, {father died, father emigrated,
1}

When two components of the proposition do not give rise to separate relevant
alternatives (in the local context), we say that they are informationally
interdependent (“they stick together”). Hence, we derive the general
definition (16).”

properties of the system. [...] The term affordance refers to whatever it is about the
environment that contributes to the kind of interaction that occurs. [..]”(Greeno 1994:
338).

" The definition (16) is reminiscent of that of informational nonautonomy (Jacobs
1999). It is meant to overcome the difficulties of the procedural definition given by
Jacobs. According to Jacobs, X and Y are informationally nonautonomous when
« they are processed in one step ». Jacobs’s definition tends to confuse the referential
nonautonomy of a constituent (the identification of its referent depends on the clause
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(16) Informational solidarity : X and Y are informationally interdependent
(‘solidaires informationnellement’) iff there are no salient alternatives to
X and Y separately in the local context.

3.2 Hypothesis

I propose that EXTR-INV and PRES-INV are sensitive to the informational
solidarity of the verb and its first argument realized as the subject, while
PERM-INV is not. More precisely:

(17) Contexts where subject and verb are informationally interdependent
afford EXTR-INV and PRES-INV.

Intuitively, when speakers use (1a) le livre qu’a écrit Marie, there are no
relevant alternatives to Marie and/or écrire (‘write’) that are under discussion
or merely relevant (say for contrast) in the current context. On the contrary,
le livre que Marie a écrit is compatible with a context where Marie or écrire
are singled out among other entities or relations in the current context. More
technically, hypothesis (17) makes a prediction: EXTR-INV and PRES-INV
clauses should be hindered — hence judged less appropriate by informants —
when the discourse role of the subject requires alternatives. There are two
such roles: (i) narrow focus resolving a partial question, (ii) contrastive topic
a la Biiring (1997; S-topic). Accordingly, EXTR-INV and PRES-INV clauses
should be dispreferred when subjects — or verbs — are narrow foci or
contrastive topics. Both predictions are borne out; the results come from
informal surveys I ran following traditional linguistic methodology (Sprousse
2005).}

3.3 Data

We already saw that PRES-INV clauses are dispreferred as answers to partial
questions (see (8)-(9) above). The use of post-verbal subjects as contrastive
topics can be easily tested in relative clauses (RC) used to split the answer to
a question. For example, the speaker may choose to answer question (18) by
distinguishing different groups of students as in (19). In such a case,
informants clearly prefer the answers with preverbal subjects (19a).

it is a constituent of) and the informational nonautonomy (it does not give rise to it
own set of alternatives, rather it belongs to a set where it co-varies with other
constituents).
8 I am currently launching a series of questionnaires to assess the results
quantitatively.
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(18) Que sont devenus les étudiants de Bernard?
¢ What became of Bernard’s students ?’

(19)a. Les étudiants que [Bernard]s,. @ entrain€s sont devenus des sportifs
professionnels, ceux de Marie sont devenus des profs de gym.
b. Les étudiants qu’a entrainés [Bernard ], sont devenus des sportifs
professionnels, ceux de Jean-Marie sont devenus des profs de gym.
‘The students Bernard trained became professional sportspersons, Jean-Marie’s
became PE teachers.’

Even more, a direct answer to (18) with preverbal subject like Les étudiants
que Bernard a entrainés sont devenus sportifs professionnels is implicational,
unless it is used with a marked parenthetical intonation:’ the subject
(Bernard) or the verb (entrainer) invoke alternatives (other teachers, other
relations between teachers and students, ..) worth being elaborated to fully
address the issue conveyed by (18).

We already saw that subjects in PERM-INV clauses may be narrow foci ((10)
above). PERM-INV clauses may also feature a constrastive predicate or a
contrastive subject (20), which means that subject and VP give rise to two
distinct sets of alternatives. Moreover, they may simply be all focus
sentences (21). Thus, it is confirmed that PERM-INV clauses are
informationally different from EXTR-INV or PRES-INV clauses.

(20) Q. Dans cette société, qui est responsable d’un nouveau-né?

‘In this society, who is responsible for a newborn baby?’
a. A. Est symboliquement responsable la lignée maternelle, alors
que sont financierement responsables les parents biologiques.

Lit. is symbolically responsible the mother’s line, while are financially
responsible the biological parents
b. A. Est responsable la lignée maternelle. Sont aussi responsables
les oncles maternels du pére.

Lit. is responsible the mother’s line. Are also responsible the uncles on
the mother’s side of the father

(21) Q. Quel est le nouveau reglement? ‘What’s in the new regulation ?°
A. Ne sont plus acceptés les permis delivrés avant 1960.
Lit. are no longer accepted the permits issued before 1960

° It implicates a residual topic (Biiring 1997). Intuitively, it amounts to bringing
about the effect that there is more to say about the question .
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3.4 Discussion

The fact that the informational solidarity between subject and verb affords
EXTR-INV and PRES-INV has a direct impact on clauses: it limits their
informational potential. They are either all focus or all ground. In other
words, their informational structure is all in one piece: subject and verb
together feed the focal or the ground part of the content of the whole
sentence. Indeed, this is what is observed in actual discourses.'’

PERM-INV clauses behave differently: they may convey an informationally
partitioned content. Subjects in PERM-INV may be narrow foci or contrastive
topics (but not categorical subjects!). In fact, PERM-INV clauses are just
indifferent to the relation of informational solidarity between subjects and
verbs.

Hence, we must conclude that the three constructions behave differently as
regards information structure: EXTR-INV and PRES-INV on one side, PERM-INV
on the other. Accordingly, the occurrence of the subject NP to the right of the
verb cannot be associated with a single informational value. In fact, its value
depends on the whole construction.

4 Non-dynamic construal

4.1 Informational lightness

Descriptive grammarians repeatedly mention the intuition that (in substance)
some sort of weakening affects the verb’s meaning when the subject is
postverbal (i.a. Fuchs 1997, Korzen 1985). They adduce two observations to
support their intuition. The first one pertains to the use of root EXTR-INV or
PRES-INV clauses in discourse. They are mainly used in narratives with a
presentative function, i.e. they are ancillary sentences introducing a
circumstance or a discourse referent into the discourse universe.'"" This is
illustrated in (22) with a sentence featuring a locative inversion (an instance
of EXTR-INV): in (22a) a circumstance is described; in (22b), a new discourse
referent is introduced into the narrative. The common analysis is that the
contribution of the verb is merely to provide a predicate of existence, of
coming to existence or of disappearing.

(22) Pierre entra dans la ville. ‘Pierre walked in the city’
a. Sur la place se pressaient des badauds. Il se dirigea vers le palais.
Lit. on the square were thronging onlookers. He went to the palace

' The question of how informational solidarity is brought about in context exceeds
the limits of the present study.

"' These are the sentences with a thetic favor; they show the well-known “event-
centered vs entity-centered reading” contrast. See also Wehr 1984.

337



b. Sur la place se pressaient des badauds. Immédiatement, ils le prirent a
partie.
Lit. on the square were thronging onlookers. Immediately, they took him to task.

The other observation seems to point in the same direction. If one tries to
paraphrase a de-PP complement, say de Paul in (23a), with a RC, most often
a RC with an inverted subject turns out to be felicitous. This is verified when
the underspecified relation denoted by de is predictable given the modified
noun —write a novel in (23b)— or is given/well-known in the context: suppose
(23c) is uttered in the context of a binding workshop.

(23) a. le roman de Paul Lit. the novel of Paul
b.le roman qu’a écrit Paul Lit. the novel that has written Paul
c.le roman qu’a relié Paul Lit. the novel that has bound Paul

Taking advantage of studies on similar usages in English (i. a. Bolinger 1989,
Zubizarreta 1998), one could reformulate the observation as in (24) from an
informational perspective.

(24) The content of the verb is informationally light in EXTR-INV and PRES-
INV.

In fact, generalization (24) is not satisfactory. Indeed, it is far from clear how
to weight bits of information. Moreover, it is not even true of presentative
sentences in general: the descriptive content of the verbs is not bleached. It is
not the same to use se presser (‘throng’) to describe the onlookers in (22)
above, rather than fldner (‘stroll’) or manifester (‘demonstrate’), etc. As for
(23), the observation is certainly to the point, but its import should be
discussed. It is expected that the more the relation between subject and verb
is given, the less it gives room for independent alternatives for subject and
verb (Marandin 2010). Hence, the solidarity constraint alone explains the
preference for a paraphrase with a RC featuring a postverbal subject. It says
nothing regarding the weakening of verb meaning.

From now on, I radically change tack to account for the intuition that subject
inversion is correlated with a modification of the sentence meaning.

4.2 Hypothesis
Based on two facts to be presented shortly, I propose that inversion is
correlated with an attenuation of the dynamic dimension of the meaning of

the clause. In particular, inversion is correlated with the attenuation of the
causal efficacy of the agent (when the verb assigns such a role).
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The first observation pertains to the use of agentive adverbs (Geuder 2002,
henceforth Ag-ADV), such as intelligemment (‘cleverly’), courageusement
(‘bravely’). Ag-ADVs indicate that the event described in the clause is a
realization of the disposition of the agent: it “depends on the decisions of the
agent” (Geuder, ibid.: 172). Informants’ rating of Ag-ADVs occurring in RCs
featuring EXTR-INV (25a) is telling: some consider them as ill-formed, others
as weird, all would prefer the subject to be preverbal (25b).

(25) a. 7?7 Ma voiture, qu'a gentiment révisée mon copain Pierre, devrait
passer le test pollution sans probleme.
b. Ma voiture, que mon copain Pierre a gentiment révisée, devrait passer
le test pollution sans probleme.
‘My car my pal Pierre has kindly overhauled should pass the pollution test
easily’

Informants have no such reactions with VP-internal manner adverbs, — such
as soigneusement (‘carefully’) in (26) — even if those adverbs refer to the
action or behavior of the agent.

26)Ma voiture, qu'a soigneusement révisée mon copain Pierre, devrait
q g p
passer le test pollution sans probleme.

They make the same judgment when Ag-ADVs occur in clauses featuring
PRES-INV and verbs in the passive as in (27a): they clearly prefer preverbal
subjects (27b)."”

(27)a.?7? Quand sont bétement multipliées les niches fiscales, les recettes
diminuent.
b. Quand les niches fiscales sont bétement multipliées par dix, les
recettes diminuent.
‘When tax breaks are stupidly increased ten times, tax collections are reduced.’

In (25a) or in (27a), there is an entity playing the role of agent (by virtue of
the verb meaning), but the whole event cannot be presented as the result of
the causal efficacy of this entity as is required by the semantics of Ag-ADVs.

The second observation pertains to the use of discourse connectors and has
the same flavor: using an explicit causal connector — which brings the causal
relation to the fore — renders inversion dispreferred. The observation is based
on the use of causal connectors du coup and de ce fait (‘as a result’) whose
arguments are situations and whose interpretation involves factual causality

"2 PERM-INV clauses cannot be put to the test because there is no Agent role assigned
in such clauses.
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(Rossari & Jayez 1997). Informants readily accept (28a). One can infer a
cause-consequence relation (based on world knowledge) between the two
temporal clauses. If one makes it explicit (28b), informants bulk: they repute
(28b) weird and clearly judge (28c) more appropriate.

(28) a. Quand la température augmente et que s’écroulent les ponts de neige,
il est trop tard pour partir en rando sur les glaciers.
b. ?? Quand la température augmente et que, de ce fait, s’écroulent les
ponts de neige, il est trop tard pour partir en rando sur les glaciers.
c. Quand la température augmente et que, de ce fait, les ponts de neige
s’écroulent, il est trop tard pour partir en rando sur les glaciers.
‘When temperature rises and , as a result, the snow bridges collapse, it’s too late
for a treck on the glaciers.’

The same judgment obtains with EXTR-INV ((28b) vs (28c)) and PERM-INV
((30b) vs (30c))."

(29)a. On a examiné les éléments de preuve qu’avaient livrés a la presse les
avocats de la partie adverse et qu’avait d{i accepter le juge d’instruction.
b. 7?7 On a examiné les éléments de preuve qu’avaient livrés a la presse
les avocats de la partie adverse et que, de ce fait, avait di accepter le
juge d’instruction.
b. On a examiné les éléments de preuve qu’avaient livrés a la presse les
avocats de la partie adverse et que, de ce fait, le juge d’instruction avait
di accepter.
‘One examined the proofs that the lawyers of the opposing party had disclosed
to the press and that, as a result, the judge had to accept.’

(30) a. Mes étudiants ont trés bien réussi. Ont pu s’inscrire en master dix
d’entre eux.
b. 7?7 Mes étudiants ont trés bien réussi. Du coup, ont pu s’inscrire en
master dix d’entre eux.
b. Mes étudiants ont bien réussi. Du coup, dix d’entre eux ont pu
s’inscrire en master.
‘My students did well. As a result, ten of them could enrol in graduate school.’

Clauses featuring any type of inversion resist entering an explicit action
chain, i.e. a discourse making explicit a causal link between two events, even
if such a causal link is factually inferable.

" In the absence of any explicit link, the discourse relations between the two
temporal clauses are additive rather than causal. Thus, the predominant relation to
intuition is one of contiguity in (28a), addition in (29a) and elaboration in (30a)
(following Keller’s (2002) taxonomy).
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4.3 Absolute construal

Several authors have proposed a notion of perspective to capture differences
in prominence holding among the entities making up the situation described
in clauses (i.a. Kuno 1987, Borshev & Partee 2002). Langacker (2000) in the
framework of Cognitive Grammar (CG) proposes to account for those
differences with the general notion of construal. Construal refers to how the
participants or aspects of situations are profiled in clauses. Differences in
prominence may arise lexically (by virtue of the ranking of the arguments of
lexical heads) and/or constructionally. Passive is a textbook case: the first
argument of verbs (prototypically associated with the agentive role) is
demoted to the advantage of the second. The agentive interpretation is still
accessible, but the agent is no longer the center of the description (see (27)
above).

Two types of construal have been distinguished in CG (i. a. Langacker 2000,
Maldonado 1993):

— The force dynamic perspective: profiling the force interactions between
participants/aspects of the situation (causation or energy transfer);

— The absolute perspective: profiling the participants/aspects of the situation
independently of the force interactions between them.

The behavior of clauses featuring a postverbal subject is readily explained by
hypothesis (31): the referent of the subject is no longer the center of the
description because the perspective taken to describe the situation results in
attenuating its dynamic participation in it.

(31) Subject inversion contributes to the absolute construal of the described
situation.

Hypothesis (31) captures what the informants’ judgments convey: the process
is not profiled as dynamic «even though [it] may be clearly energetic in
objective terms » (Langacker, 2000: 381). In (25a), (27a), there is an agent
(explicit or implicit), but the situation cannot be presented as what comes
about by virtue of her agency. In (28b, 29b, 30b), a cause-consequence is
inferable on an encyclopedic or situational basis, but it cannot be profiled at
the discourse level with an explicit causal connector.

Under hypothesis (31), the subject is no longer the center of the description
(the “trajector” in Langacker’s parlance). Thus, inversion breaks the default
alignment (in construal) between “the most active participant” and “the
primary figure of attention”. This should impact the role the entity it refers to
may play in discourse. For example, one may expect that postverbal subjects
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are less prone to be the source of anaphoric chains than preverbal ones."
Obviously, this could be the basis for the common claim that postverbal
subjects are less “topical” than preverbal ones.

5 Referential anchoring of the subject

Another feature is common to the three constructions featuring an inverted
subject: the referential anchoring of the referent of indefinite NPs is
blocked."

5.1 Data

Two types of interpretation are blocked for postverbal subject NPs. In (32)-
(33) below, the fact is illustrated with RCs featuring EXTR-INV.

— specific nonpartitive reading for indefinite NPs. In (32), the only reading
available for un étudiant chilien is specific given the negation (blocking the
existential reading): (32b) is interpretable, while (32a) is not.

(32)a.?? L’examen que n’a pas pu passer un étudiant chilien la semaine
derni¢re faute d’étre prévenu a temps sera annulé.
b. L’examen qu’un étudiant chilien n’a pas pu passer la semaine dernic¢re
faute d’€tre prévenu a temps sera annulé.
‘The exam that a Chilian student couldn’t take last week because he didn’t
receive the notice in time will be cancelled.’

— partitive reading for quantificational NPs without explicit partitive
complement. In (33a), beaucoup d’étudiants (‘many students’) cannot give
rise to a partitive reading ‘many students of the university’, while such a
reading is the preferred one in (33b): in (33a), it only has a cardinal reading
‘a great number of students’.

(33) a. Le stade de 'université, ot s’entrainent beaucoup d’étudiants le soir,
est un lieu sympa.
b. Le stade de I'université, ou beaucoup d’étudiants s’entrainent le soir,
est un lieu sympa.
‘The stadium of the university, where many students are training at night, is a
nice place.’

41 owe this prediction to Barbara Hemforth (pc).

!> To my knowledge, this feature has remained unnoticed until now, to the exception
of Tasmowski & Willems 1987 and Marandin 2000 where it is wrongly analyzed as
the reflex of some sort of anaphoric opacity.
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The same ban is observed with bare strong partitive NPs (34).'°

(34) D’apres une enquéte aupres de mes étudiants,
a.* les romans qu’apprécient la plupart sont du genre sentimental.
b. les romans que la plupart apprécient sont du genre sentimental.
‘According to a survey among my students, the novels that most like belong to
the romantic genre.’

The ban holds across the three constructions. Examples (35) illustrate the ban
against specific indefinites in both PRES-INV and PERM-INV. Similarly, the
non-availability of the partitive reading of the postverbal NPs results in
semantic weirdness in (36)."”

(35)a. [PRES-INV] ?? Je m’attends a ce que soit adopté un amendement
demain en séance. Celui qui concerne le bisphénol A.
Lit. I expect that will be adopted an amendment during tomorrow session. That
against bisphenol A
b. [PERM-INV] * Je suis surpris; n’ont pas regu la convocation des voisins
et la concierge.
Lit. I am surprised; did not received the invitation some neighbors and the
caretaker

(36)a. [PRES-INV] ?? Dans ce service, il faudrait que soient renvoyés
beaucoup d’employés pour améliorer la rentabilité.
Lit. in this service, it is necessary that are fired many employees to improve the
profitability
b. [PERM-INV] ?? Les dernieres élections ont été annulées dans le college
étudiants: se sont abstenus trop d’étudiants.
Lit. the last ballot has been declared void in the student college. Has abstained
too many students

In sum, postverbal indefinite subject NPs cannot be specific and postverbal
NPs with weak or partitive determiners cannot give rise to a partitive reading
in the absence of an explicit partitive complement. Notice that indefinite NPs

' The ill-formedness of (34a) cannot be ascribed to the fact that la plupart occurs to
the right of verb, as it makes a good object: j'ai vu la plupart lire des romans
policiers (Lit. I saw most read detective novels).
7 Scopal specific indefinites also must be preverbal. In (i) below, the indefinite un
voisin cannot be specific: (i) cannot be continued with Tu sais, son ami qui est
charpentier (‘You know, his friend who is a carpenter’), while a continuation like 7/
ne sait pas encore a qui s’adresser (‘He does not know yet whom to ask’) is perfect.
The preverbal version of the RC (qu’un voisin peut lui recommander) allows both the
specific and nonspecific reading.
(1) 1l veut uniquement une maison que peut lui recommander un voisin.

Lit. He only wants a house that can recommend a neighbor
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with an explicit indication of specificity (37a) and NPs with an explicit
partitive complement (37b) are bona fide postverbal subjects, along with
presuppositional NPs (i. e. definite NPs) or anaphoric NPs (37c¢).

(37)a. L’examen que n’a pas pu passer un étudiant chilien que nous
connaissons tous sera annulé.
Lit. the exam that could not take a Chilian student we all know will be cancelled
b. Les romans qu’apprécient la plupart des garcons sont du genre
sentimental.
Lit. the novels that like most of the boys belong to the romantic genre
c. les romans qu’apprécient {Marie et ses soeurs | de tels étudiants} ..
Lit. novels that like {Marie and her sisters | such students} ..

Furthermore, bare quantificational NPs (personne, rien, tout, chacun
(‘nobody, nothing, all, each’)) — whose interpretation is not partitive and
which require a loose contextual restriction — are well-formed postverbal
subjects even if they are not very frequent in actual use (38).

(38)a. Paul aimait cette Lina que ne plaignait personne.
Lit. Paul loved this Lina for whom felt-sorry nobody
b. une vie oul ne se produit jamais rien
Lit. a life where happens never nothing

5.2 Analysis

I adopt Heusinger’s (2002, 2011) analysis of specificity. Specific indefinites
introduce novel discourse referents that are anchored to an already
established discourse entity. The identification of the newly introduced
referent depends both on the anchor — that is either intended by the speaker or
present in the universe of discourse — and on the anchoring function that
enables the discourse participants to single out an entity that is the value for
the variable introduced by the indefinite determiner. Heusinger analyzes the
partitive interpretation of NPs with weak determiners along the same lines:
they introduce a novel referent that is part of another. The whole — or the
superset — must be referentially anchored to an already established entity (in
the speaker’s or discourse universe). '*

Remember that postverbal indefinite subjects may be specific (37a) and that
NPs featuring a weak determiner may be partitive (37b) as long as the anchor
or the partitive complement are explicit in the NP. Hence, the readings per se
are not blocked for postverbal subjects; what is specifically blocked is the
referential anchoring itself. It is hard to see why the anchors would be

'8 T assume here that bare strong partitives (i.e. la plupart) involve the same
mechanism.
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inaccessible from the postverbal position or to deem the context
responsible:'’ the contexts are the same whether the subject is pre- or
postverbal or the anchors implicit or explicit ((32a) vs (37a)).

What appears to go wrong is the identification function itself. It does not
have enough content to single out the referent (in the case of indefinites) or
the whole (in the case of partitives). More precisely, it goes through when the
subject is preverbal; it does not when it is postverbal. One may conjecture
that the prominence of the subject is the decisive factor. Thus, when the
subject is preverbal, the selection/identification process can use the
prominent status of the referent in the description and its full involvement in
the described process. When it is postverbal, the referent is just another
participant in the described situation. Another observation brings support to
the conjecture that the identification of the referent does not go through
because of the lack of identifying means. It suffices to enrich the description
of the referent within the NP to make the specific reading of the indefinite NP
felicitous. The identification means contributed by the NP compensate so to
speak the lack thereof in the sentence: (39) is much better than (32a).

(39) L’examen que n’a pas pu passer un étudiant qui a séché tous les cours ce
semestre sera annulé.
Lit. the exam that could not pass a student who cut all classes this term will be
cancelled

In sum, referential anchoring is the only mechanism of accessing referents
that is barred for postverbal subjects: anaphora and presupposition readily
operate. If the conjecture presented here is on the right track, then the
blocking of the referential anchoring would be another effect of the lack of
prominence of inverted subjects with respect to the other participants in the
described situation.

5. Conclusion

I have made three proposals to capture the fine-grained properties of the three
constructions that feature the subject to the right of the verb.

— The informational solidarity holding in the context between the verb and its
first argument affords EXTR-INV and PRES-INV, i. e. makes it possible without
imposing it. This condition limits the information structure of EXTR-INV and
PRES-INV clauses to be all in one piece: all focus or all ground. There is no
constraint whatsoever on the information structure of PERM-INV.

9 Likewise, one cannot invoke a weak crossover effect since the blocking is
observed in the three constructions, i. e. there are no operators playing around.
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— Subject inversion conveys an absolute construal of the situation described
in the clause, which results in the attenuation of the dynamic aspects of the
description: causal efficacy of the agent, clausal relations between clauses.

— The referential anchoring of the referent is not available for postverbal
indefinite or quantificational NPs, which, I conjecture, is due to the lack of
prominence of the subject.

Two general points can be made in the light of the analysis I have just
proposed for subject inversion in French.

— Construal, in particular the relative salience of entities in the described
situation, should be considered a relevant factor to explain word order
variations. The analysis given here reinforces a similar claim made by
Abeillé & Godard 2008 to capture the difference between two constructions
showing object preposing in French.

— Word order potential to convey informational values depends on the
construction. The striking fact presented here is that its potential to convey an
absolute construal is the same across the three constructions featuring an
inverted subject. One should not conclude too hastily that word order
variations per se are primarily exponents of construal values. This again
should be investigated construction by construction.
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Abstract

This paper hypothesizes that transfer-based machine translation systems
can be improved by encoding information structure in both the source and tar-
get grammars, and preserving information structure in the transfer stage. We
explore how information structure can be represented within the HPSG/MRS
formalism (Pollard and Sag, 1994; Copestake et al., 2005) and how it can help
refine multilingual MT. Building upon that framework, we provide a sam-
ple translation between English and Japanese and check the feasibility of the
proposals in small-scale translation systems built with the HPSG/MRS-based
LOGON MT infrastructure (Oepen et al., 2007). Our experiment shows the
information structure-based MT system that we propose in this paper reduces
the number of translations 75.71% for Japanese and 80.23% for Korean. The
dramatic reductions in the number of translations is expected to make a con-
tribution to our HPSG/MRS-based MT in terms of latency as well as accu-
racy.

1 Introduction

In the context of MT, we find that allosentences — close paraphrases which share
truth conditions (Lambrecht, 1996) — are not always felicitous as translations of the
same inputs. For example, a simple English sentence (1a) can be translated into at
least two Japanese allosentences such as (1b) (i.e. with the nominative marker ga
or with the topic marker wa).

(1) a. Iam Kim. (English)

b. watashi-ga/wa Kim desu.
I-Nom/TOP  Kim COP [jpn]

However, the choice between the alternatives shown in (1) is conditioned by the
given context; the NP marking hinges on whether or not watashi ‘I’ functions as
the topic. If the sentence is an answer to a question like “Who are you?’, the topic
marker wa is strongly preferred. In contrast, if the sentence is used in reply to a
question like “Who is Kim?’, the answer with the topic marker wa sounds unnatural
to Japanese native speakers.!

The difference in felicity conditions between allosentences is the subject of
study of information structure. Thus, we hypothesize that information structure

TWe thank Tim Baldwin, Dan Flickinger, Stephan Oepen, Francis Bond, Ann Copestake, Laurie
Poulson, Antske Fokkens, Joshua Crowgey, Michael Wayne Goodman, Naoko Komoto, Jong-bok
Kim, and Stefan Miiller for comments and suggestions at various stages and to three anonymous
reviewers for helpful feedback. All remaining errors and infelicities are our own.

This material is based upon work partially supported by the National Science Foundation under
Grant No. 0644097. Any opinions, findings, and conclusions or recommendations expressed in this
material are those of the author(s) and do not necessarily reflect the views of the National Science
Foundation.

! Japanese judgments reported in this paper were provided by Naoko Komoto.

349



can be used to improve machine translation. Information structure is hypothesized
to be universal: All languages have some way to mark topics and foci, such as
with pitch accent, word order, morphological marking or some combination of
these (Gundel, 1999), though the marking is not necessarily unambiguous. The
universality of information structure suggests that it should transfer well and that
it in turn can help facilitate transfer when the syntactic structures in the source and
target languages diverge.

The underlying hypothesis of this study is that translation is, in essence, the
process of reshaping the means of conveying information, instead of simply chang-
ing the words or reordering phrases. Building upon this fundamental premise, this
study sets up a working hypothesis: Transfer-based MT systems can be strongly
supported by (i) encoding information structure in both the source and target gram-
mars, and by (ii) preserving information structure in the transfer stage. That im-
plies that information structure needs to be marked within the MRS representation
in each step of the translation process: parsing, transfer, and generation.

In this paper, we explore (i) how information structure can be represented
within the HPSG (Pollard and Sag, 1994) and Minimal Recursion Semantics (MRS;
Copestake et al., 2005) formalisms and also (ii) how information structure can be
used to improve our multilingual MT system. We also offer (iii) an experimental
result to show the computational feasibility with a pair of small-scale MT systems
built with the LOGON MT infrastructure (Oepen et al., 2007). This paper looks at
the particular case of translating English passive sentences into Japanese and Ko-
rean. This case is of interest because active/passive pairs can yield relatively larger
numbers of allosentences.

This paper is structured as follows: Section 2 provides a more concrete exam-
ple which shows why it is necessary to look into information structure in the study
of MT. Section 3 proposes a way to capture information structure in HPSG/MRS
for the purpose of transfer-based MT. Section 4 covers how information structure
is modeled in our source and target languages (English and Japanese/Korean, re-
spectively) with the formalism given in Section 3. Section 5, next, shows how
information structure can be used to refine translations with a sample translation,
and measures the improvement that our system provides over a baseline system
which does not refer to information structure in MT. Section 6 summarizes the
paper and outlines plans for future work.

2 Basic Data

One type of example exhibiting structural divergence across languages in transla-
tion is active/passive pairs. In English, passives are used productively and con-
straints on passivization are relatively weak. In contrast, Japanese and Korean,
which tend to downplay the role of passives, have stronger constraints on pas-
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sivization.> Consider the Japanese sentences in (3), which are translations of the
English sentences in (2). The active sentence (3a) is just fine, but the passive sen-
tence (3b) sounds like a clumsy translation, as inanimate nouns tend not to appear
in subject position of passive clauses in Japanese. That is, passives in one language
cannot always be translated into passives in another. Though the syntactic encod-
ing is different, the active sentence (3a) is one potentially legitimate translation of
the English passive one (2b), while the passive one (3b) is not.

(2) a. Kim tore the book.
The book was torn by Kim. (English)

(3) a. Kim-ga sono hon-o yabut-ta.
Kim-NOM DET book-ACC tear-PST

‘Kim tore the book.

b. ?sono hon-ga Kim-ni yabu-rare-ta.
DET book-NOM Kim-DAT tear-PASS-PST

‘The book was torn by Kim.” [jpn]

Moreover, even though transfer-based MT with semantic representations as
the transfer level can translate the passive sentence (2b) into an active sentence in
Japanese, there still remain two additional issues in translating English passives
into Japanese. As presented in (1), case makers (e.g. ga for nominatives and o for
accusatives) in Japanese are in complementary distribution with the topic marker
wa. In addition, so-called scrambling (OSV order) is highly productive in Japanese
(Ishihara, 2001); (4a) exhibits ‘normal’ major constituent order while (4b) illus-
trates scrambling, as the object sono hon ‘the book’ is followed by the subject
‘Kim’. Hence, (3a) has at least eight allosentences (2x2x2) as given in 4.3

(4) a. Kim-ga/wa sono hon-o/wa yabut-ta.
Kim-NOM/TOP DET book-ACC/TOP tear-PST

b. sono hon-o/wa Kim-ga/wa yabut-ta.
DET book-ACC/TOP Kim-NOM/TOP tear-PST

’In fact, passive is not such a widespread phenomenon; Siewierska (2011) reports in WALS
Online that languages without passives outnumber those with passives, showing a ratio of 211 to
162. This is consistent with the observation that the productivity of passivization differs in different
languages, and underscores the need to be able to translate passives into actives and vice versa.

3 An anonymous reviewer noted two facts regarding these allosentences. First, the so-called dou-
ble wa construction, in which the topic marker wa attaches to both the subject and the object, occurs
only rarely in Japanese. On the other hand, it is also true the double wa construction is not ille-
gitimate in Japanese, though its productivity is rather low. We assume that the first wa-marked NP
in a sentence is the topic of the sentence, and the second wa-marked NP conveys the meaning of
contrastive-focus. Second, since Japanese allows so-called ‘pro-drop’, we can consider one more
option. That is, Kim and sono hon ‘the book’ can be freely dropped, in appropriate discourse con-
texts. Moreover, since NP markers (e.g. ga and wa) are optional in Japanese, we have at least 32
allosentences in total. However, in this paper, as our aim is to verify whether or not information
structure can improve performance of transfer-based MT with a small-scale experiment, we provi-
sionally ignore these last two options.
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What needs to be taken into consideration here is that these eight sentences are
not felicitous in the same contexts, though they presumably share the same truth
conditions. We propose to take sets of translation candidates like these (for more
details, see §5) and refine them on the basis of information structure. In order to do
so, we first explore how to represent information structure in MRS and then how
to build those representations compositionally in HPSG grammars.

3 Information Structure in HPSG/MRS

Because assignment of information structure categories to referents can be con-
strained by both lexical marking and phrase-structural configurations, we analyze
information structure in terms of three levels of structure: a semantic feature INFO-
STR in the MRS (§3.1), a syntactic feature MKG encoding the lexical marking
(§3.2), and a set of constraints on phrase structure rules relating the two (§3.3).

Our analysis builds on the following assumptions: First, while sentences al-
ways have at least one focus, they do not always have a topic (Gundel, 1999);
further, constituents may be ‘background’ (i.e. neither topic nor focus) (Biiring,
1999). Second, we treat ‘contrast’ as a cross-cutting information structure cate-
gory, which contributes the entailment of an alternative set (Molnar, 2002). Lam-
brecht (1996) regards ‘contrastiveness’ as a merely cognitive concept, yet there
are several cross-linguistic counterexamples to his claim; some languages employ
specific markers or syntactic means to express contrastiveness. For example, Viet-
namese uses a contrastive-topic marker thi, exemplified in (5) (Nguyen, 2006, p.
1). This marker is distinct from the regular topic marker (i.e. our aboutness-topic).
The contrast function is shown by the alternative set evoked in (5), while the dis-
tinctiveness from focus is shown by the fact that thi-marked NPs cannot be used to
answer wh-questions (Ibid.).

(5) Namthi di Hanoi
Nam CT go Hanoi

‘Nam goes to Hanoi(, but nobody else).” [vie]

We can also find syntactic marking of contrast in several languages. In Standard
Arabic, for instance, contrastively focused items are normally preposed to the ini-
tial position of the sentence, while non-contrastively focused items which convey
‘new information’ (i.e. semantic-focus in this paper) are in-situ with a specific pitch
accent, as exemplified in (6a-b) respectively (Ouhalla, 1999, p. 337).

(6) a. RIWAAYAT-AN ?allat-at Zaynab-u
novel-ACC wrote-she Zaynab-NOM

It was a NOVEL that Zaynab wrote.

b. Tallat-at Zaynab-u = RIWAAYAT-an
wrote-she Zaynab-NOM novel-ACC

Zaynab wrote a NOVEL. [arb]
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Similarly, in Portuguese, contrastive focus precedes the verb, while non-contrastive
focus follows the verb (Ambar, 1999). In Russian, contrastive focus is preposed,
while non-contrastive focus shows up clause-finally (Neeleman and Titov, 2009).
In addition to these distributional facts, there is also evidence that contrast behaves
differently from non-contrastive focus (or topic) in the semantics. On the one hand,
regarding the difference between contrastive focus and non-contrastive focus, Gun-
del (1999) argues the former cannot have an effect on the truth conditions, whereas
the latter is truth-conditionally relevant. On the other hand, Nakanishi (2007), who
compares contrastive topic with non-contrastive topic (i.e. aboutness-topic in this
paper) in Japanese, claims they can have a different scopal interpretation when they
co-occur with negation.

Our third assumption is that semantically empty categories (e.g. complemen-
tizers, expletives) and syncategorematic items (e.g. relative pronouns) are informa-
tively empty as well (i.e. assigned no information structure category, though they
may be required by constructions which serve to mark information structure, such
as the cleft construction in English). For example, in (7a), the expletive it and
the copula is are semantically empty and the relative pronoun that is syncategore-
matic; thus, they are informatively vacuous. Likewise, since the preposition by in
English passive sentences is assumed to be semantically void, it cannot take part in
information structure, as shown in (7b).

(7) a. Itisthe book that was torn by Kim.
b. The book was torn by Kim.

Finally, we assume the canonical position of topics is sentence-initial in our
sample of languages (English, Japanese, and Korean), though this generalization
does not hold for all languages (Erteschik-Shir, 2007).

3.1 MRS: info-str

Although information structure is strictly speaking pragmatic rather than semantic,
we represent it in our MRS semantic representations. Our motivation for doing so
is primarily practical: The MT infrastructure we are using (Oepen et al., 2007) does
MRS-based transfer. Thus, (contra Engdahl and Vallduvi (1996), Bildhauer (2007),
and Paggio (2009)), we encode information structure in the semantics (MRS) rather
than in a CONTEXT attribute. Like Paggio, we associate information structure with
semantic indices; however, while Paggio has information structure-related lists in
the CONTEXT structure taking indices as their elements, we represent information
structure with a feature on indices directly in the MRS. This feature (INFO-STR)
draws its values from the hierarchy in Figure 1.*

*In associating information structure with indices alone, rather than as a relationship between an
index and a particular clause, we are not fully accounting for how information structure works in
multi-clausal sentences. We leave a more complete representation of information structure which
encodes such relationships to future work.
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info-str

TN

marked unmarked

topic  contrast  focus

aboutness-topic frame-setting-topic contrast-topic contrast-focus semantic-focus

Figure 1: Type Hierarchy of info-str

Aboutness-topic refers to regular topics lacking a contrastive interpretation.
Frame-setting-topic refers to adverbial expressions which present dimension of
evaluation, such as ‘as for’ constructions in English or temporal/spatial adverbials
which appear sentence-initially (Krifka, 2008). Contrast-topic and contrast-focus
convey a contrastive interpretation, while semantic-focus, which does not introduce
an alternative set, does not.

3.2 Markedness: mkg

The lexical marking itself is recorded via a syntactic feature MKG, inside of CAT.
MKG has two subfeatures, TP and FC, which can be constrained independently.’
The value of MKG is always a subtype of mkg, drawn from the hierarchy in Figure 2
(Tp is constrained to be [TP +], non-tp [TP —], fc [FC +], and non-fc [FC —]).

®) TP b
ool
MKG FC bool]
mkg
4 non-tp fc non-fc
tp-only fc-only tp-or-fc unmkg

Figure 2: Type Hierarchy of mkg

The MKG value reflects the morphological marking but not necessarily the ac-
tual INFO-STR value because in some languages syntactic constructions assign the

SWe believe that mkg could in principle be used in modeling focus projection, in the sense that
foci can be classified into narrow focus and wide focus. Pursuing these ideas is left for future work.
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INFO-STR, taking into account both the MKG value of the daughters and construction-
specific constraints on their order. For instance, the topic markers wa in Japanese
and (n)un in Korean can involve a focus reading if the topic-marked NP is scram-
bled as shown in (4b), which will be explained in detail in §4.2.

3.3 Sentential Forms: sform

Building on previous literature (Lambrecht, 1996; Engdahl and Vallduvi, 1996;
Paggio, 2009), we propose the classification of phrase types in Figure 3. Topicality
is mainly concerned with how the topic is realized in a sentence. In topic-comment
constructions (e.g. ‘as for’ constructions such as (9)), topics are followed by other
constituents.®

sform
topicality focality
topic-comment topicless narrow-focus wide-focus
topic-bg-focus topic-focus-bg topic-focus focus-bg all-focus

Figure 3: Type Hierarchy of sform

(9) As for the book, KIM tore it.

As noted, not all sentences have topics. We provide for this with the type topicless
(e.g. cleft sentences in English such as (7a)). Focality is divided into narrow-
focus and wide-focus. The distinction between them, however, is not necessarily
equivalent to argument focus vs. predicate focus (Lambrecht, 1996; Erteschik-Shir,
2007), because verbs can bear narrow-focus.

Several of these sentence types are illustrated in English allosentences in (10)—
(11), where we have added annotations disambiguating the information structure:
SMALL CAPS for an A-accented phrase (H*), boldface for a B-accented one (L+H%*),
and [ ] for focus projection (Bolinger, 1961; Jackendoft, 1972).

(10) a. The book was torn by [y KiM].
b. The book [ ; was torn] by Kim.
c. The book [ was torn by Kim].
d. [y THE BOOK] was torn by Kim.

e. [s The book was torn by Kim].

5The conventions used in (9) are described above (10).
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(I1) a. The book [; was torn].
b. [y THE BOOK] was torn.
c. [y The book was torn].

In (10a), the subject ‘the book’ has a B-accent and the agent ‘Kim’ that follows the
verb bears an A-accent (i.e. argument focus), which correspond to topic and focus
of the sentence, respectively. As the remaining part ‘was torn by’, which is neither
of them, corresponds to bg, we find (10a) is encoded as topic-bg-focus in the order
named, which is the most unmarked sform in English (Lambrecht, 1996).7 (10b-
¢), with predicate foci, are fopic-focus-bg and topic-focus, respectively. The focus
‘was torn’ (i.e. narrow focus on the verb) is followed by the background ‘by Kim’
in (10b), unlike (10a). (10c) with wide-focus does not include any background.
(10d-e) are topicless; focus-bg and all-focus, respectively. The cleft sentence (7a)
is virtually the same as (10d) in terms of sform, because the expletive ‘it’, the
copula, and the relative pronouns in clefts are informatively empty. That is, all
cleft constructions in English are instances of focus-bg. All-focus (a.k.a. sentence
focus in which the entire sentence is asserted) is typically an answer to the question
like “What happened?’ (Lambrecht, 1996). On the other hand, the agent often
disappears in passive sentences, as shown in (11). Since fopic-bg-focus and topic-
focus-bg that require three components are ruled out from (11) consisting of only
the subject and the verb, there are three readings; topic-focus for (11a), focus-bg
for (11b), and all-focus for (11c).

If INFO-STR is lexically or prosodically determined as in (10a), SFORM can be
easily detected as well. For example, the ‘as for’ construction in English, such as
(9), belongs to topic-comment because the (near) lexical expression ‘as for’ which
has the tp-only (i.e. [TP +, FC —]) marks (contrastive)-topic, and the NP precedes the
comment; (9) is encoded as topic-focus-bg. However, since the Japanese marker
wa itself is informatively ambiguous, the syntactic configuration is required to de-
termine SFORM as well as INFO-STR of each sentence in (4), as discussed in the
next section.

4 Information Structure in English and Japanese/Korean

4.1 English

In English, information structure is normally constrained by pitch accents (Bolinger,
1961; Jackendoff, 1972)%; thus, English uses the A-accent (H*) to prosodically

"In contrast, in head-final languages (e.g. Japanese and Korean) in which the most unmarked fo-
cus position is immediately preverbal fopic-focus-bg is the most unmarked sform (Ishihara, 2001).
This implies that the most unmarked sentential forms differ in different languages, being largely
dependent upon the default word order (Lambrecht, 1996; Erteschik-Shir, 2007): First, subjects nor-
mally are the most unmarked topics in most languages. That means subjects mostly function as the
topic of the sentence unless there is a special cue to identify topic. Second, it is cross-linguistically
common that an object is a case of unmarked argument focus.

8We are not considering the pitch accents directly in this study.

356



mark foci and the B-accent (L+H*) to prosodically mark topics, as presented in
(12). As for contrast in English, its prosodic marking is partially similar to both
A/B-accent (Hedberg and Sosa, 2007). As a result, both accents can be interpreted
as contrast, in an appropriate context. Therefore, we assign the INFO-STR values
topic and focus, which are compatible with the more specific contrast-topic and
contrast-focus as well as aboutness-topic and semantic-focus.

(12) fp-lex-rule — tp-lex-rule —
PROSODY A-accent PROSODY B-accent
INFO-STR. focus INFO-STR topic

In the context of our text-based MT, this property might be problematic, be-
cause written English does not explicitly mark prosody, removing this cue to in-
formation structure. However, information structure categories presumably could
be added to an English input sentence as a preprocessing step, either on the basis
of prosodic analysis in a speech-based system or on the basis of a classifier which
takes extra- as well as intra-sentential context into account. For present purposes,
we represent these patterns with typeface variations in this paper. In the evalua-
tion process of this study, we tentatively made use of hypothetical suffixes ‘-TP’,
‘-FP’, which represent B-accent for topics, and A-accent for foci respectively. For
instance, (10a) is entered into our system as ‘“The book-TP was torn by Kim-FP’.”

4.2 Japanese/Korean

Japanese and Korean employ topic markers (wa and (n)un, respectively) which ac-
tively participate in encoding information structure. The topic markers in Japanese
and Korean can also be used to denote contrastiveness. For example, as exempli-
fied in (13), the sentence with the topic marker wa can sometimes be a felicitous
answer to a given question.

(13) Q: Who came?
A: Kim-ga/wa  ki-ta.
Kim-NOM/TOP come-PAST

‘Kim came.” [jpn]

Kim-gal/wa in (13) directly correspond to the wh-word in the given question,'’

which means ‘Kim’ has to be interpreted as the focus of the sentence though the
topic marker wa is attached to it. This implies the lexical marking in Japanese

“English also uses lexico-syntactic patterns to mark information structure, notably clefts, English
focus movement, and as for. As these are much less pervasive than prosodic marking of information
structure in English (and morphosyntactic marking in Japanese and Korean), we leave the integration
of these into our English grammar fragment for future work.

'“Many previous studies employ wh-questions as diagnostics to identify focus (e.g. Partee, 1991;
Lambrecht, 1996; Gundel, 1999).
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does not necessarily directly constrain the information structure in the way that
prosodic marking in English does. Kim-ga/wa in (13), however, do not have the
same meaning as each other (i.e. semantic-focus vs. contrast-focus). In an actual
sense, if the topic marker wa is made use of, the answer conveys the meaning like
‘Kim surely came, but whether anybody else came or not lacks confirmation.” (14)
shows the difference between them more clearly.

(14) Kim-ga/#wa  ki-ta-si, Lee-mo ki-ta.
Kim-NOM/TOP come-PAST-and, Lee-also come-PAST.

‘Kim came and Lee also came.’ [jpn]

Contrast never shows up out of the blue, because it has to involve an exclusive se-
lection from alternatives (i.e. an available contrast set in the given context). Thus,
if ‘Kim’ is exclusively chosen with the topic marker wa, (14) in which the alterna-
tive ‘Lee’ co-occurs sounds awkward. In sum, wa-marked NPs can be interpreted
as contrast-focus.

The lexical markers alone do not fully identify the information structure in
Japanese and Korean. Further information comes from word order, and in par-
ticular the phenomenon of scrambling (e.g. (4b)) (Choi, 1999; Ishihara, 2001).
Whereas scrambling in Japanese/Korean has often been considered as a syntac-
tically optional, semantically void operation, Ishihara argues it is an operation that
offers potential focus sets which are not available with different word orders. As-
suming Reinhart (1995)’s Focus Rule!!, Ishihara claims that there is a set of con-
stituents that can serve as a focus domain as exemplified in (15) taken from Ishi-
hara (2001, p. 157). (15a) in which the object hon-o ‘book-ACC’ bears the main
stress of the given sentence has the focus set as (15c), which means any syntactic
constituent containing the stressed word (i.e. OBJ as an argument focus, VP as a
predicate focus, and IP as a sentence focus) can be the focus of the sentence.

(15) a. Taro-ga hodn-o kat-ta.
Kim-NOM book-AcCC buy-PST

‘Taro bought a book.’
b. [;» SUBJ [yp [n» OBJ] V]]
c. Focus Set = {OBJ, VP, IP}
However, if the sentence is scrambled as (16b) taken from Ishihara (2001, p. 159),

the focus set is also computed differently; VPI in (16b) cannot function as the
focus of the sentence, because it does not include the stressed element.'2

"'The focus of IP is a(ny) constituent containing the main stress of IP, as determined by the stress-
rule.

12 According to Cinque (1993), the main stress in head-final languages (e.g. Japanese, Korean) has
a strong tendency to fall on the preverbal phrase. For instance, the object hon ‘book’ is most likely
to have the main stress in (16a), while kyoo ‘today’ bears it in (16b).
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(16) a. [;p Taro-ga  [vp> kyoo [vps [pp hOn-0] kat-ta]]]
Taro-NOM today book-ACC buy-PST

Focus Set = {OBJ, VPI1, VP2, IP}

b. [, hon-o [ Taro-ga  [ve: [apy KyO0] [ve kat-ta]]]]
book-ACC  Taro-NOM today buy-PST

Focus Set = {ADV, VP2, IP1, IP2}

In a similar vein, Choi differentiates contrasts from non-contrastive foci and topics
in Korean. First, contrasts can freely scramble, while non-contrastive foci (a.k.a.
semantic-focus (Gundel, 1999)) cannot. Second, when (n)un attaches to the in situ
(i.e. non-scrambled) subject, the subject can be either aboutness-topic or contrast-
topic. On the other hand, when (n)un attaches in situ non-subjects (e.g. objects),
such constituents have only the contrastive reading.

We note the following generalizations which appear to hold for both Japanese
and Korean: First, as discussed above, the markers wa and (n)un do not directly
constrain information structure, but rather interact with word order phenomena to
do so. Second, constituents marked with wa or (n)un are however marked as not
‘background’ (i.e. topic or focus, contrastive or otherwise). Third, wa or (n)un
cannot appear in all-focus constructions that allow only semantic-focus lacking
contrastive meanings, as exemplified in (17).

(17) Q: What happened?

A: Kim-ga/#wa  sono hon-o/#wa yabut-ta.
Kim-NOM/TOP DET book-ACC/TOP tear-PST

Finally, we note the three possible interpretations of a wa- or (n)un-marked NP,
depending on its syntactic function and position, shown in Table 1 adapted from
Choi (1999). Although (4) illustrates the range of possible translations in Japanese
corresponding to the English passive sentence (2b), they have different information
structure in accordance with Table 1, as given in (18).

Table 1: Information Structure of Topic-marked NP

in-situ scrambling
subject topic contrast-focus

non-subject | contrast-focus | contrast-topic

(18) a. Kim-wa sono hon-o yabut-ta.
Kim-TOP DET book-ACC tear-PST

(topic)
b. sono hon-o Kim-wa yabut-ta.

DET book-AcC Kim-TOP tear-PST

(contrast-focus)
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c. Kim-ga sonohon-wa yabut-ta.
Kim-NOM DET book-TOP tear-PST

(contrast-focus)

d. sono hon-wa Kim-ga yabut-ta.
DET book-TOP Kim-NOM tear-PST

(contrast-topic)

In short, the challenge in Japanese and Korean is to map from the morphologi-
cal marking in combination with phrase structure patterns to the specific INFO-STR,
including contrast-topic and contrast-focus which are the only possible interpreta-
tions of topic-marked NPs in certain positions. To handle this, we first use MKG to
associate partial information with the nominative and topic markers:

(19) nom-marker —  topic-marker —
ORTH <ga> ORTH <wa>

MKG unmkg MKG tp
CASE nom CASE case

The value of MKG is mapped to values of INFO-STR via the constraints on the
various sform types. Topic-comment requires tp of non-head-daughter such that
only NPs with topic markers can participate in fopic-comment. The construction
itself is [MKG #p] so that constituents which have picked up a topic cannot serve as
the head daughter of another topic-comment phrase.

(20) topic-comment
MKG tp
HD | MKG fc

NON-HD | MKG  tp

In this way, INFO-STR in Japanese and Korean, unlike in English, is specified
at the phrasal level (by grammatical rules, such as specialized subtypes of subj-
head and comp-head). The phrasal rules are now classified into eight subrules,
which inherit from two types of head-phrases (i.e. subj-head-phrase and comp-
head-phrase) and optionally fopic-comment. The type hierarchy is sketched in
Figure 4, in which there are two factors that have an influence on branching nodes;
topic-marking and scrambling.

On the one hand, four rules which the prefix top is attached to multiply inherit
from topic-comment as well as either subj-head-phrase or comp-head-phrase. On
the other hand, four rules that contains scr that stands for ‘scrambled’ deal with
constructions in which the non-head-daughter is not in-situ. As presented in (21),
INFO-STR in Japanese and Korean is specified in each rule. Top-scr-subj-head in
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subj-head-phrase comp-head-phrase topic-comment
P N
PN N\
- \
-/ |\
- \
A N -
/ L _—

~ / N AN
subj-head  scr-subj-head top-subj-head top-scr-subj-head —comp-head scr-comp-head top-comp-head top-scr-comp-head

Figure 4: Type Hierarchy of Phrasal Rules

(21) specifies INFO-STR of the non-head-daughter (i.e. a subject) as contrast-focus
in accordance with Table 1. The non-head-daughter in top-scr-comp-head (i.e. a
non-subject), likewise, is specified as contrast-topic.

(21) top-scr-subj-head
top-scr-comp-head

HD [ VAL | COMPS <H> HD | VAL | COMPS ()
NON-HD | INFO-STR contrast-focus| |NON-HD |INFO-STR contrast-topic

For example, Figure 5 shows the derivation tree of (22). The phrase structure
rule building the node combining the subject and the verb for (22) (attaching Kim-
ga ‘Kim-NOM’ to the rest of the sentence) is an instance of scr-subj-head, which
combines via the fop-scr-comp-head rule with the topic-marked object sono hon-
wa.

(22) sono hon-wa Kim-ga yabut-ta.
DET book-TOP Kim-NOM tear-PST

NPs with nominative markers (e.g., Kim-ga in (22)) can’t be interpreted as ei-
ther topic or contrast (i.e., must be non-constrastive focus or background), because
the non-head-daughter of topic-comment is incompatible with [TP —] as given in
(20). On the other hand, sono hon-wa ‘DET book-TOP’ in (22) is a scrambled
complement; it is licensed by top-scr-comp-head which inherits from both comp-
head-phrase and topic-comment. Its INFO-STR is contrast-topic because of the
constraint on the rule shown in (21). This models the fact that it is interpreted as
both contrast and topic.

5 Translation

For our experiment, we made use of 24 input sentences in English; eight types
of allosentences as shown in (10)—(11) for each of the three verbal types: ‘tear’,
‘chase’, and ‘hit’ as exemplified in Table 2 (i.e. 8 x3). The first verbal type takes
inanimate nouns as complements, and thus resists passivization in Japanese and
Korean. The second one tends to be freely passivized. The third one does not
have passive forms in Korean, whereas it can be passivized in Japanese. Table 2
compares the linguistic properties of source/target languages discussed so far, and
gives three types of verbs in each language.
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top-scr-comp-head
MKG tp

T

apPpP VP

MKG tp scr-subj-head
CASE case MKG mkg

\ COMPS <[contmst—top7ﬁc}>

sono hon-wa /\

2IPP \%

MKG unmkg} SUBJ <[ma,7‘kcd}>

CASE nom
| CcoMPS (IT)
Kim-ga \
yabut-ta

Figure 5: A Sample Derivation in Japanese

5.1 A Sample Translation

The most remarkable advantage of the model that we propose is that information
structure-based system can significantly reduce the number of translations. Infor-
mation structure in MT can function as a filter to reduce the number of candidate
translations. To illustrate the process, we will step through the translation of (10a),
which has at least eight potential translations in Japanese as given in (4), if we
ignore information structure.

Parsing (English): The corresponding tree derivation is sketched out in Fig-
ure 6, in which ‘the book’ with the B-accent is straightforwardly specified as topic,
and ‘Kim’ with the A-accent is specified as focus.

Transfer and Input/Output MRS: The transfer stage takes as its input the
MRS in Figure 7, from the English parse tree, which specifies [INFO-STR topic]
on the ARGO of _book_n_rel (shared with the ARGO of exist_q_rel), and [INFO-STR
Jfocus] on that of named_rel for ‘Kim’. This information is preserved in the mapping
to the target language MRS in Figure 8.13

Generation (Japanese): The Japanese grammar used in generation only gen-
erates structures which are compatible with the input MRS (Figure 8), including
the constraints it places on INFO-STR. Because only wa-marked NPs can be topics
in Japanese, sono hon ‘the book’” must be marked by wa in any realization of this

In this study, we avoid the need for transfer rules by using pseudo-interlingual predicate names.
This approach works at the very small scale we are experimenting at, but does not scale up. The
LOGON system provides extensive support for developing transfer grammars.
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Table 2: Source/Target Languages

English Japanese | Korean
focus A-accent case markers
topic B-accent

contrast | A/B-accent topic markers (wa, (n)un)

passives | productive | less productive
animacy | insensitive | sensitive

verb1l ‘tear’ yaburu- ccic-

verb2 ‘chase’ ou- ccoch-

verb3 ‘hit’ naguru- ttayli-
S

NP

VP
PROSODY B-accent /\P
INFO-STR topic \‘/ v
was /\
A% PP

PROSODY A-accent
INFO-STR focus

\
by Kim

\
The book

torn

Figure 6: A Sample Derivation in English

MRS. Furthermore, since topics must be sentence-initial, only scrambled versions
of the sentence are generated.

Using this constraint, now we can rule out infelicitous sentences. There are, as
stated before, eight potential translations as given in (23): strike in (23) indicates
the sentence is regarded as an inappropriate translation in the given context, and
thus not generated by the grammar that takes information structure into account.

(23)

IS
]
I
I

& °
]
]
I

e
f
g. sono hon-wa Kim-ga yabut-ta.
h

sono hon-wa Kim-wa yabut-ta.
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LBL h
z _book_n_rel
ARGO INFO-STR  topic , |LBL h,
COG-ST unig+fam+act ARGO
RSTR [n3l h
BODY [n6] h
RELS = _ -
_tear_v_rel
LBL proper-g-rel named_rel
ARGO 3 T
LBL h LBL L
z , |ARGO | ARGO
ARG1 INFO-STR  focus RSTR [nid] h CARG Ki
COG-ST  type-id|| |BODY h o
| ARG2 |
HCONS <[qeq ], [qeq ]>

Figure 7: Input MRS (English)

First, since ‘the book’ is the topic and topics in Japanese must occur sentence-
initially, (23a-d) are not generated. Second, (23e-f) in which sono hon is not topic-
marked are not generated, because the o-marked NPs with [MKG unmkg] cannot be
used as the non-head-daughter of fopic-comment. Finally, when the underspecified
value focus of ‘Kim’ in the MRS is passed to the Japanese grammar, the Japanese
grammar provides two different outputs that are consistent with semantic-focus
and contrast-focus, respectively. On the one hand, ga-marked Kim in (23g) is
consistent with a context that calls for semantic focus but no contrast. On the
other hand, wa-marked Kim in (23h) is interpreted as contrast-focus in accordance
with Table 1. As a result, only the scrambled variants (23g-h) are generated as
the felicitous translations directly corresponding to (10a). That is, we filter out 6
infelicitous translations out of 8 potential translations. For an example derivation,
see Figure 5, which corresponds to (23g).

5.2 Evaluation: Translating Passives

To evaluate these proposals, we have implemented them in tdl (type description
language), the high-level language interpreted by the LKB (Copestake, 2002). The
first step is to construct small starter grammars for English, Japanese, and Korean,
using the Grammar Matrix customization system (Bender et al., 2010). As a sec-
ond step, other rules to produce allosentences (e.g. actives/passives) are added to
each starter grammar. The third step is to implement information structure into
each grammar, as given earlier. Finally, we create the mapping between internal
and external features of indices (semi.vpm), in accordance with the LOGON MT
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Figure 9: Evaluation

infrastructure (Oepen et al., 2007).

Our experiment shows our information structure-based system, compared to
the baseline that lets all of potential translations through (without filtering for in-
formation structure), filters out 265 outputs in Japanese and 276 in Korean.'* Con-
sequently, as shown in Figure 9, we can reduce the number of outputs by 75.71%
(from 350 to 85) for Japanese, and by 80.23% for Korean (from 344 to 68).

Thus, our information structure-based MT system has reduced the number of
translations dramatically, which has two obvious effects on the performance of
transfer-based MT: First, the processing burden of MT component which ranks
the translations and select only suitable results can be greatly lightened, which

4We hand-verified the filtered Korean outputs and found that they were indeed less suitable.
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should improve translation speed. Second, though it is still necessary to harness a
re-ranking model for choosing translations, we can start from once-refined sets of
translations, which should improve translation accuracy.

6 Conclusion

In this paper, we have made a proposal for how to represent information struc-
ture within the HPSG/MRS framework and have shown how it can be used to
refine translations, especially focusing on translating English passives. The impli-
cations of this study are as follows: One the one hand, since the type hierarchies
for information structure that this paper proposes are constructed almost language-
independently, we are optimistic that they will apply to other language pairs as
well. On the other hand, by enriching our semantic representations with informa-
tion structure, we effectively move further up the MT pyramid (Vauquois, 1968),
reducing the burden on the transfer component. Semantic-transfer based MT al-
lows a system to handle a broad range of structural divergences. However, this also
means that the search space of possible translations get larger. We expect informa-
tion structure to be useful in navigating the array of possibilities provided by many
different syntactic constructions and (thus types of syntactic divergence).

Our future work includes the following: First, we plan to evaluate our infor-
mation structure-based system with various types of sentences, such as clefting,
topicalized sentences, and topic-drop sentences. Second, other language pairs also
need to be covered in order to check out the feasibility of this proposal. In par-
ticular, MT from Japanese/Korean to English has to be examined in the sense that
Japanese/Korean employ more specific information structure than English in our
proposal. Third, we plan to extend our analyses to handle information structure
in multi-clausal sentences. Finally, we plan to build up an library of information
structure analyses for the Grammar Matrix customization system (Bender et al.,
2010), which contains and extends the main proposals of this paper.
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Abstract

This paper presents a Synchronous Tree Adjoining Grammar (STAG) ac-
count of Information Structure, whereby Givenness-marking requires a link
between nodes on a syntactic tree and LF nodes whose interpretation is sup-
plied by a contextually determined set of Given semantic objects. By hy-
pothesis, the interpretation of linked nodes bypasses a default interpretation
principle that requires pragmatic reasoning to disambiguate elements and en-
rich semantic material. Thus, interpreting Given elements requires less cog-
nitive effort than Focused elements. This, combined with some established
insights from Game-theoretic pragmatics, yields empirical advantages over
more traditional semantic/pragmatic analyses of equal simplicity.

1 Introduction

1.1 The problem

The default right-edge stress pattern of the English sentence is necessarily violated
when certain pragmatic considerations license de-accenting in the sense of Ladd
(1996), as illustrated by the following question-answer pairs (primary sentential
stress in small caps).

1) Q: Did anything interesting happen at the party?
A: Yes. Mary DANCED.

2) Q: Did anybody dance at the party?
A: Yes. MARY danced. / #Mary DANCED.

The expectation that somebody was dancing at the party prohibits primary stress
on danced. Although de-accenting in this sense is not found in every language, dif-
ferent effects of this pragmatic dimension are found in a variety of languages. For
example, in Czech and other Slavic languages, syntactic configuration is affected.

(1’) Q: ‘Did anything interesting happen at the party?’
A: Ano. Marija tancovala.
yes Mary danced
(2’) Q: ‘Did anybody dance at the party?’
A: Ano. Tancovala Marija.

yes danced Mary
(from Kucerova 2007, p.6)

Canonical SV word order is violated in (2’); the verb tancovala ‘danced’, which is
also de-accented, moves across the subject.

Much ink has been spilled pinning down the semantic and pragmatic distinc-
tions that determine such prosodic and syntactic behaviors. Under the umbrella of

°d like to thank Robin Clark, Anthony Kroch, and the audience of the Information Structure and
Formal Grammar workshop for their helpful input. Of course, any follies are my own.
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‘Information Structure’ (IS), these and related phenomena are most often analyzed
using some combination of three distinct notions: Focus, Givenness, and Contrast.

The position taken here is that current conceptions of IS require all three of
these notions, despite attempts to collapse them. I argue that a true simplification
of the theory comes only when we view IS as a set of instructions to an online
interpretive system rather than a part of grammar; I model the interaction between
these two systems using a simple Tree Adjoining Grammar (TAG). This approach
is similar in spirit to Vallduvi’s (1990) Informational Component, but unlike that
work it does not rely on any particular semantic theory, and it makes no specific
claims about the architecture of Universal Grammar. The main advantage of this
approach is that it is easily folded into a Game-theoretic pragmatic framework
of the type suggested by Clark (2011) and Parikh (2010), which simplifies UG
by explaining linguistic phenomena in terms of general reasoning behaviors. The
result accounts for a wide range of facts without sacrificing explanatory power.

The rest of this introduction reviews the relevant phenomena. Section 2 reviews
relevant ways in which Game Theory and Decision Theory have been applied to
language. Section 3 is a brief overview of TAG. Section 4 contains the current
proposal. Section 5 discusses some empirical and conceptual advantages of this
proposal, and Section 6 concludes.

1.2 Focus, Givenness, and Contrast

The primitive distinctions of IS are not agreed upon, but three notions are com-
monly invoked: Focus (and its complement Ground), Givenness (and Newness),
and Contrast. The question is whether all of these notions are necessary to ac-
count for the problem outlined above. For the sake of convenience let’s refer to the
de-accenting in (2) and the syntactic movement in (2’) with a theory-independent
term, G-marking; the G might stand for Given or Ground, and is meant merely
as a descriptor. G-marking is often seen as a way of marking constituents outside
of the Focus of a sentence, where the Focus has the role of filling in some salient
open proposition (e.g. ‘somebody danced’ in (2), see Prince 1986). Formally,
this has been analyzed in a few different ways. One may reduce the distinction
to a Focus feature in narrow syntax, whereby Ground is nothing more than lack
of an F-feature (Rooth 1992). Alternatively, one may view Focus and Ground as
primitives of a separate component of grammar which gives instructions on how
to organize the storage of propositional content (Vallduvi 1990). Under this view,
knowledge is stored in file cards in the sense of Heim (1988) which contain salient
open propositions introduced by discourse. Finally, Roberts (1996) adopts the view
that discourse is structured into Questions Under Discussion (QUDs), and relevant
declarative sentences address or answer QUDs. Under this conception of discourse,
the Ground of a sentence can be seen as the QUD selector, while the Focus of a
sentence can be seen as the QUD addresser.

These different formalizations describe three different levels of the language
faculty: for Rooth, information structure is a component of grammar as it is nar-
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rowly defined within the Chomskyan paradigm; for Vallduvi, it is part of a larger
linguistic system that interacts with structured knowledge of the world; for Roberts,
it is the product of communicative goals held by interlocutors situated within a dis-
course context. But these accounts all get at the same generalization. Linguistic
objects that are de-accented in languages like English and fronted in languages like
Czech all correspond to an open proposition that is salient to the hearer. This gener-
alization can account for a wide variety of examples, including the question-answer
pairs in (1) and (2), but it is not without its problems.

After Schwarzschild (1999), G-marking can alternatively be analyzed as mark-
ing Givenness rather than Ground. To illustrate, consider the following example.

3) PAT: I just got tickets to the BeeGees concert!
CHRIS: [ used to ROADIE for the BeeGees.

The prosodic contour of Chris’s utterance is similar to that of example (2) above,
where the default right-edge stress pattern is altered via de-accenting of some
constituent, in this case the PP for the BeeGees. The broad Focus counterpart
of this sentence (e.g. the response to “tell me something interesting about your-
self””) would maintain prominence on BeeGees. The sentence in (3), on the other
hand, behaves like the answer to the question, “what is your relationship to the
BeeGees?” But no such question has been posed or implied. Certainly there need
not be an antecedent set of relevant propositions of the form PAST (P (me, BGs))
or an open proposition of the same form to be filled in by P = roadie. De-
accenting here seems to be motivated by a different notion, Givenness.

Under the analysis given by Schwarzschild (1999), a constituent is Given when
the discourse context saliently entails it under existential closure or existential type-
shifting. If the Given element denotes a predicate (e.g. ‘danced’), then the context
entails its existential closure (‘there exists an x such that x danced’). If the Given
element denotes an entity (e.g. ‘Mary’), then the context entails its existential clo-
sure after type-shifting (‘there exists an x such that x is Mary’). Under this analysis,
the G-marking of the BeeGees in (3) is licensed by the fact that the preceding con-
text entails the existence of an entity called “the BeeGees” (and that this entailment
is salient to the hearer).

In many contexts, Givenness subsumes the Focus-Ground account, and there-
fore it has been suggested (beginning with Schwarzschild himself) that Givenness
is the only relevant pragmatic dimension affecting de-accenting. This runs into
problems, however, in that there are numerous cases in which Given information
must bear sentential stress, as in the following example.

(@3] A waiter walks up to a table with two customers holding a plate of
chicken and a plate of tofu. The waiter has forgotten who ordered
which meal and asks, “who ordered what?”

A: HE ordered the TOFU. / #HE ordered the tofu.

In this case it is necessary to accent both the subject and the object, as both consti-
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tute the answer to the multiple wh-question under discussion. Under Schwarzschild,
one should be able to de-accent the entire VP ordered the tofu, as the context entails
that somebody ordered a plate of tofu. In this case, the Focus-Ground distinction
more straightforwardly accounts for the observed prosodic contour. Also, consider
the following contrast.

(&) a. Q: Why are you limping?
A: Ifell down the STAIRS this afternoon.
b. Q: Where did you fall and when?
A: Ifell down the STAIRS this AFTERNOON.

Broad Focus on the answer in (5a) does not prevent the de-accenting of “this af-
ternoon” when the relevant time variable is easily inferable from context (notice
that replacing “this afternoon” with “at lunch” no longer allows de-accenting).
However, similarly to (4), the context in (5b) forces accent on “afternoon”. From
this it appears that accent is required on question-answering constituents. This is
straightforward under the Focus-Ground approach to G-marking, but not under the
Given-New approach.

The seemingly disjunctive nature of de-accenting in English is not an isolated
phenomenon. Consider again the case of Czech.

(6) Q: “Who gave Pavel the book and when?’
A: Pavlovi knizku dala vCera Marie.

Pavolv.dat book.acc gave yesterday Marie.nom
(from Kucerova 2007, p.11)

@) ‘A little girl on her way to school lost a lollipop. And then. ..’

lizatko naSel chlapec.
lollipop.acc found boy.nom

(from Kucerova 2007, p.3)

Here we see pragmatic similarities between Czech and English G-marking. In
(6) both ‘Pavel’ and ‘the book’ are part of the multiple wh-question, mirroring
example (5) above. In this case, the backgrounded elements must precede the rest
of the elements in the sentence. As in example (5), the word meaning ‘yesterday’
cannot be G-marked, suggesting a Focus-Ground analysis. Example (7), on the
other hand, defies a straightforward Focus-Ground analysis in that the G-marked
element [lizdtko ‘lollipop’ is straightforwardly Given but not necessarily part of a
salient open proposition or QUD (indeed the story could have continued about the
girl rather than the lollipop). Given these facts, distinct notions of Givenness and
Ground form a natural class within the linguistic system. The problem is to explain
why this should be so.

Biiring (2007) combines the two notions into a single constraint that prohibits
the de-accenting of a Given element when it is maximally Focused, i.e. not domi-
nated by any other Focus. This accounts for the accent patterns in question-answer

373



pairs like in (4). Although it unsatisfyingly relies on a disjunction, the constraint
covers the range of facts once we grant a distinction between Focus as it has been
presented thus far (often called “information focus” after Kiss 2007) and Selkirk’s
(2007) Focus of Contrast (FOC). Selkirk notes that, contra the predictions of pre-
vious analyses (Rooth 1992, Schwarzschild 1999), there are distinct prosodic cor-
relates of Focused constituents that receive a contrastive interpretation. As shown
below, contrastive focus licenses the de-accenting of what follows, perhaps to avoid
stress clash (see e.g. Speyer 2008), violating the normal question-answer congru-
ence.

®) PAT: I heard your uncle bought you a blue convertible.
CHRIS: No, he bought me a RED convertible. / #No, he bought me a CHEAP
convertible.

In this case ‘red’ is a contrasting alternative to ‘blue’ (the two are mutually ex-
clusive in this context), but ‘cheap’ is not. This leads Wagner (2006) to propose
that the true license for de-accenting is local contrast, e.g. a contrastive interpreta-
tion relative to the sister of the G-marked node (convertible here). Biiring (2008)
points out a hole in the empirical coverage of the analysis, showing that FOC is
more likely the feature that is marked here, rather than Givenness. This is consis-
tent with Selkirk’s (2007) argument that both Givenness and Focus of Contrast are
marked in natural language.

I should note that Wagner (2010) has proposed a unified analysis of Givenness,
Ground, and Contrast that addresses the issues brought forth in Biiring (2008);
however, though Wagner’s insights about local contrast are important, there are
some conceptual and empirical problems with the unification. First, an unsatisfying
disjunctive characterization of local contrast is required to account for all cases.
Also, Wagner’s analysis relies on Given elements moving to a propositional node
at LF when no alternatives are introduced by the discourse context. This claim
is suspicious, as some of its predictions are not borne out. For instance, Wagner
predicts (9) not to be possible in the absence of an explicit contrast set for friend,
since DPs do not have a propositional node to move to.

9) Q: Who did Jones’s father vote for?
A: He voted for a FRIEND of Jones.
(from Biiring 2007, p.8)

On these grounds, I am going to maintain that most elegant analysis of the facts
thus far relies on distinct notions of Focus, Givenness, and Contrast. What we are
left with is something like the following generalization: (1) a Given element is de-
accented unless it is in Focus, and (2) accent can shift within a Focused phrase to
yield a Contrastive interpretation.

Although there are some subtleties beyond what has been said here, I take this
descriptive generalization to be basically correct. The problem is that even under
a concise formal statement of the pragmatic conditions on de-accenting, we are
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left with a disjunction. We want to know why Givenness and Ground (or lack
of Focus) form a natural class. A disjunctive generalization does not solve the
problem. By getting rid of the disjunction, we will be able to explain the facts
rather than merely describing them. The key to accomplishing this, I argue, is to
model IS as a set of instructions to an interpretive system. The model set forth here
conceives of G-marking as an instruction to retrieve a contextually entailed Logical
Form (LF), overriding a default Game-theoretic interpretation mechanism. This
analysis echoes Schwarzschild (1999), but by moving G-marking from grammar to
online interpretation, broader behavioral principles can be called upon to explain
cases which previously required a complication of the theory.

2 Game-theoretic Pragmatics

Linguistic communication is a cooperative process whereby interlocutors agree on
intended propositional content. At the heart of pragmatics, beginning with Grice,
is the observation that it is not enough to decode words and phrases from conven-
tional semantic representations; interlocutors must be reasonable. Game-theoretic
pragmatics is a simple mathematicization of this idea, founded on the premise that
there is nothing specifically linguistic about the reasoning behaviors involved in
choosing from among possible interpretations of an utterance.

We begin with the premise that language can be modeled as a game in which
players use grammar strategically to accomplish shared goals. Because players’
interests converge, it is a coordination game of a type first observed by Schelling
(1960). Players receive a positive Utility (payoff) only when all players take the
same action. The players in a linguistic game are a Speaker and a Hearer, who must
both converge on the same meaning for an utterance to ensure a positive outcome.
Utility in a linguistic game is the benefit of successfully communicating. A simple
example of metaphor illustrates.

(10) I need a new phone; this one’s a dinosaur!

HEARER
‘very old thing’  ‘extinct reptile’
SPEAKER ‘Very old thlpg’ b,b 0,0
extinct reptile 0,0 a,a

The diagram above states that some non-negative Utility a is awarded to both the
Speaker and the Hearer for coordinating around the literal meaning of dinosaur,
and some higher Utility b for coordinating around the metaphorical meaning. There
is no reward for miscommunication. Utilities in a communication game are, gen-
erally speaking, degrees to which a common communicative goal is accomplished.
If the purpose of an utterance is to convey information, we may use Relevance to
model Utility. The metaphorical meaning in (10) is more Relevant than the literal
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meaning iff it contributes information that is more useful given the discourse con-
text. (The literal meaning is probably of no use at all as the resulting proposition
is obviously false, so we may want to say that a is 0.) Given that the Speaker and
Hearer both want a higher payoff, they will coordinate around the action with a
higher payoff; the Speaker will intend to say something Relevant, and the Hearer
will interpret it as such. Thus, the interpretation of (10) can be reduced to a simple
Decision problem: choose the meaning with the highest degree of Relevance.

As pointed out by Clark (2011) and Parikh (2010), a game like the one in (10),
while illustrative, needs an additional component to adequately model interpre-
tation: probability. The game in (10) assumes that it is equally probable within
the context for the Speaker to want to convey either the literal or the metaphori-
cal meaning. Of course, this is not true. In reality, certain interpretations are far
more frequent within certain contexts. This does not affect the outcome of (10),
but in other cases it is very important. Consider the sentence, My friend lives by
the bank. In a town with both a river and a financial institution, either meaning for
bank would be equally Relevant (either resulting proposition could be true as far as
the Hearer knows). However, if there are many densely populated neighborhoods
by the nearest financial institution, and very few residential areas by the riverbank,
the former meaning becomes much more probable a priori. Because of this, co-
ordination is possible. The Hearer simply chooses the more probable meaning.
The Speaker, knowing the Hearer will do this, will explicitly disambiguate if she
intends the less probable meaning. From this we can posit that semantic Decision
problems are solved by maximizing the product of Utility (Relevance) and contex-
tual probability. Economists call this quantity Expected Utility, and it is a notion
that factors into multiple aspects of human behavior. By applying the concept to
linguistic interpretation, we are supporting the idea that pragmatics is the result of
domain-general reasoning mechanisms. However, for clarity and ease of descrip-
tion it may be useful to give a formulation that is specific to language. Let’s call it
the Strategic Interpretation Principle (SIP).

Given an uttered word or phrase u, a set of possible meanings
{Mi,---, M}, and a discourse context C, the Hearer chooses a single
interpretation M that maximizes the following quantity:

prob(M|u, C) x Relevance(M)

Box 1: THE STRATEGIC INTERPRETATION PRINCIPLE

The way in which contextual probability and Relevance are quantified will of
course vary from context to context, from speech act to speech act, and will often be
difficult to achieve in practice. But in theory, all types of utterances are subject to
this sort of reasoning, and in certain closed contexts (giving instructions for a task
with a finite number of possible actions, for example), Game-theoretic pragmatics
makes concrete and quantitative predictions. The nature of these predictions is a
topic for another time; see Clark (2011), Parikh (2001, 2010), and Sally (2002) for
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foundations. The rest of this paper is devoted to showing that the SIP does not apply
to G-marked constituents, and that this may be the defining characteristic of IS. To
formalize this, I model semantic interpretation with a Partially Synchronous Tree
Adjoining Grammar, the components of which are reviewed in the next section.

3 Tree Adjoining Grammar

Tree Adjoining Grammar (TAG) is a mildly context-sensitive (Joshi 1985) gram-
mar formalism in which complex tree structures are built up from atomic units
called Elementary Trees, via two operations: Substitution and Adjoining. We see
in Fig. 1 the elementary tree for the present tense verb wants being supplied with
two DP arguments by substituting the DPs Mary and pizza in for the empty DP
argument nodes.

TP

DP| T

[

| /\

| T VP

I ‘ /\

\

| [PRES] A% DP|

\ ‘ \

\ \
DP?T wants DP?T
Mary pizza

FIG. 1: SUBSTITUTION

Simple sentences are built up this way, inserting argument constituents into
lexically determined verbal structures. The Adjoining operation (Fig. 2) inserts
structure into a tree by splitting a node and performing two substitutions. In the
following example, the DP node dominating pizza is pulled apart from the main
tree, at which point the structure [pp DP [pp from Gino’s | | is substituted for the
direct object DP node of wants. Then, the separated DP pizza is substituted in for
the sister DP of from Gino’s, creating the structure [pp pizza [pp from Gino’s | |.
This transforms the sentence Mary wants pizza into Mary wants pizza from Gino’s.
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DP
Dp* PP
P DP
from Gino’s

FIG. 2: ADJOINING

The mildly context-sensitive status of TAG gives it enough power to derive
crossed dependencies (via Adjoining), but is more constrained than other context-
sensitive systems (Joshi 1985). Also, the formalism has proven to have advan-
tages in deriving certain locality phenomena that are found in natural language
(Kroch and Joshi 1985, Frank 2002). As we see from the examples given above,
the Elementary Trees of TAG are highly lexicalized. Proposed derivational opera-
tions such as movement are accounted for within a TAG framework by constraints
on the inventory of Elementary Trees in a language. These meta-constraints may
themselves be modeled with a grammar formalism, such as a Minimalist Grammar
(Frank 2002).

Schabes and Schieber (1990) propose Synchronous TAG (STAG) to formalize
the isomorphism between syntax and semantics. Simply put, a STAG formalism
builds a logical form (LF) for a sentence as a separate tree with nodes that are
“linked” to nodes in the syntactic tree. Every Substitution or Adjoining operation
that affects a particular node on the syntactic tree must analogously affect its linked
node on the LF tree. So, substituting Mary and pizza in for the DP arguments of
wants is necessarily accompanied by the substitution of those constituents’ deno-
tations into the LF tree corresponding to wants, which is shown in Fig. 3.
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F1G. 3: SUBSTITUTION AT LF

I offer a simple extension, a Partially Synchronous TAG structure (PSTAG),
to model how utterances are interpreted. Utterances are parsed online and placed
into TAG structures that are interpreted as they are built. At any given time, there
is some set of Given semantic objects available to the Hearer. For now, we adopt
Schwarzschild’s definition: all meanings that are entailed by the salient preceding
context (possibly under existential closure and/or type-shifting) are in the Given
set. If a constituent is G-marked, its interpretation is linked to a node on the
corresponding LF tree, and linked LF nodes are filled in with meanings from the
Given set. Focused constituents are not linked (thus the structure is Partially Syn-
chronous), and thus do not receive an interpretation in this way. Focused con-
stituents are interpreted via the SIP.

4 Parallel Tree Building

Recall the Strategic Interpretation Principle, and consider how it applies to (a) and
(b) below.

(1) PAT: I need a new place to live. I looked into those new condos on the
riverfront, but they’re too expensive. Do you have any suggestions?

CHRIS:
a. My friend lives by the BANK, and she loves it.
b. My FRIEND [ lives by the bank |, and she loves it.

In this context, it is much more helpful for Chris to be talking about a financial
institution rather than a riverbank, since Chris has already been informed that the
riverbank neighborhood is too expensive for Pat. Also, let’s pretend (as we did in
Section 2) that there are well-populated neighborhoods near the Savings & Loan
in our fictional town, and that the riverbank is by comparison sparsely populated.
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In this case, both contextual probability and Relevance are on the side of one par-
ticular interpretation for the ambiguous word bank: by the SIP, Pat should gather
from Chris’s utterance that Chris’s friend lives near the Savings & Loan, not the
riverbank. This is borne out in (a), but not in (b). In (b) the riverbank interpretation
is favored, resulting in an unhelpful utterance. The intonation pattern affects how
bank is disambiguated.

As outlined in Section 1, response (b) is only allowed when one of the possible
meanings for bank is Given; manipulating the context to exclude mention of the
riverfront results in infelicity. The G-marked constituent lives by the bank is li-
censed by the mention of a riverfront neighborhood (the existence of which entails
that people live near the bank of a river), and the corresponding meaning must be
chosen, rendering the SIP completely irrelevant to interpreting the predicate. The
subject my friend, being in Focus, still requires the SIP to arrive at the specific
indefinite meaning for my friend.

This is easily modeled with a PSTAG. As the syntactic structure of the sentence
is built up in real time, only the G-marked nodes are linked to an LF tree. The ter-
minal nodes of the LF tree are supplied by the Given set, containing all and only
those semantic objects that are entailed by the salient preceding discourse context.
In (b), the predicate is G-marked, and thus Logical Forms for each terminal node
dominated by T’ are determined by intersecting the corresponding sets of possible
conventional meanings with the Given set. These are composed to yield the in-
tended meaning for the predicate. The subject, being in Focus, does not receive an
LF, and therefore must be assigned one through different means: the Hearer must
use pragmatic reasoning to solve for the most likely and Relevant interpretation for
the subject.

So far, this shows only that the kind of pragmatic reasoning entailed by the SIP
is unnecessary to derive meaning from G-marked linguistic material. It has not yet
been shown whether the SIP is vacuously at work, with G-marking merely whit-
tling the set of possible meanings down to a singleton. Also, no predictions have
been discussed beyond those shared by Schwarzschild (1999). The next section
shows that circumventing Strategic Interpretation in the presence of G-marking
leads to better predictions, and that the resulting analysis accounts for the problem-
atic examples discussed in Section 1. Most importantly, this analysis relies only
on the simple model sketched above and established general principles of human
behavior. Separate linguistic notions of Focus and Givenness are not needed.
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5.1 Effort minimization and forward induction

The chief difference between the current analysis and Schwarzschild (1999) is that
the current analysis does not place IS inside the conventional semantics. Rather
than determining the meaning of an utterance directly, IS determines kow an ut-
terance’s meaning is to be derived. This places the PSTAG account somewhere
between Schwarzschild (1999) and Vallduvi (1990). A further point of differen-
tiation is the congruence of the current analysis with Game-theoretic pragmatics.
This allows well-established behavioral principles to be brought to bear on why IS
looks the way it does. The interaction of two such principles explains why answers
to QUDs are not G-marked, even when Given: effort minimization and forward
induction.

Effort minimization is somewhat obvious: given the choice of two ways of
accomplishing the same goal, people will generally choose the one that is less ef-
fortful. This applies to pragmatics in ways originally recognized by Grice, e.g. the
Maxim of Manner (containing the humorously redundant decree, “be brief; avoid
unnecessary prolixity”’). For our purposes it is enough to say that the Speaker is
expected to minimize production effort as well as cognitive effort for the Hearer,
all things being equal. This is at odds with the idea that cases like (4), reproduced
below, involve forgoing a possible G-marking. After all, G-marking causes de-
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accenting in English and other languages, which reduces phonetic effort. And if
it bypasses the SIP entirely, then G-marking requires less cognitive effort for the
Hearer, with the resulting interpretation relying only on the retrieval of conven-
tional meanings and the Given set (assumed to be quite accessible cognitively, as
the phenomenon of priming suggests). Interpreting Focus requires an implicit cal-
culation (or estimation) of contextual probability and a consideration of Relevance,
as well as the retrieval of conventional meanings. In a cooperative discourse, the
Speaker should G-mark whenever possible.

12) A waiter walks up to a table with two customers holding a plate of
chicken and a plate of tofu. The waiter has forgotten who ordered
which meal and asks, “who ordered what?”

A: HE ordered the TOFU. / #HE ordered the tofu.

A second principle can be brought in to account for examples like this: the prin-
ciple of forward induction. Applied to language by Sally (2002), forward induc-
tion simply states that agents assume others’ past actions to be rational (Utility-
maximizing). This is crucial to deriving Gricean implicatures. Implicature cal-
culations always rely on reasoning of the form, ‘The Speaker could easily have
said X, but instead said Y, and thus must have intended to convey something by
choosing Y.... This is forward induction at work. When a Maxim is violated,
there must have been a reason for it. More generally, when Ultility is sacrificed, it
must signal a gain down the road. In this way language involves signaling. As-
suming the Speaker to be rational, unnecessary effort is a signal of higher Utility,
just as a large bet in a poker game signals (perhaps dishonestly) a good hand. If
certain elements in an utterance contribute more Utility than surrounding material,
then forward induction predicts an effortful formulation of these elements. Such a
formulation is intended to convey to the Hearer that these elements constitute the
important contributors to the shared communicative goal.

The combination of forward induction, effort minimization, G-marking, and
Strategic Interpretation yields a unified account of IS based purely on general prag-
matic behaviors, which is explicated below.

5.2 When not to G-mark

There are many possible communicative goals, and thus many ways for linguistic
material to contribute Utility, but consider the special case of Questions under Dis-
cussion (QUDs). In (4)/(12) above, there is a clear QUD: ‘which person ordered
which dish?” The communicative goal is the answer to the QUD, a set of pairs
of the form {< A, tofu >,< B,chicken >} pairing the right patron with the
right food. The QUD-answering elements (A, B, tofu, chicken) are particularly
important to the Hearer in that those contribute to the identity of the set which the
Hearer is trying to discover. Thus, any of these elements is a more useful/Relevant
contribution than the surrounding elements which only serve to identify the QUD.
If the QUD is obvious from the context (as it is here, where it’s made explicit), then
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the QUD-answering elements are solely responsible for the Utility of the utterance.
The rest of the utterance is redundant. This is obvious from the fact that when syn-
tax allows it, everything but the Utility contributors is elided (Q: Who ordered the
fish? A: Bob.) Syntactic requirements notwithstanding, answers to a QUD in a
context where the QUD is explicit constitute the minimal set of linguistic material
that accomplishes the communicative goal. This privileged status is signaled by
the increased effort associated with failing to G-mark. The result is the following
principle of linguistic behavior.

G-marking bypasses the SIP to reduce interpretive effort for elements in
the Given set, and is omitted to signal QUD-answering status.

Box 2: THE EFFICIENCY PRINCIPLE

Applied to (4)/(12) above, we can derive the intonation pattern with the fol-
lowing steps: (1) for each word in the utterance, if its meaning is in the Given
set, G-mark it (in this case, G-mark all of the words), (2) identify the QUD (x or-
dered y), (3) remove any G-marking from the elements that correspond to the open
variables in the QUD (he and tofu), and (4) ignore G-marked words when assign-
ing prosodic prominence. The Hearer will vacuously apply the SIP to ke and fofu
and take the ordered set of those elements to be the answer to the question, ‘who
ordered what?’

So far, we have not said anything about Focus of Contrast. I will leave an
in-depth discussion of FOC for another time, but it should be clear that effort mini-
mization and forward induction are general enough to apply to cases that do not fall
under the QUD umbrella. Failure to G-mark has to do with QUDs in the illustrative
case of ‘who ordered what?’, but this type of signaling should be possible in other
contexts as well, as long as it is possible to derive higher Utility from the signals.
Tentatively, this same principle could be responsible for cases of Contrastive Fo-
cus. FOC serves to exhaustively identify an element in a contextually given set (see
Kiss 2007), and if Utility is proportional to the amount of information conveyed
(and it is, up to a point, by Grice’s Maxim of Quantity), then forward induction
could be used to derive an exhaustivity presupposition from an unnecessarily ef-
fortful instantiation of a word or phrase. Future work will determine the degree to
which the generalization is useful. For now, we can say that Givenness and Fo-
cus are one in the same, that the pragmatics of utterance choice and interpretation
is responsible for the data we see, and that it should be tested whether the same
pragmatic mechanisms can explain Contrast.
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6 Summary

I have proposed a pragmatic account of Givenness that draws upon the insights of
Vallduvi (1990), Roberts (1996), Schwarzschild (1999), and others. This account
conceives of Information Structure as a set of instructions for how to interpret ut-
terances, and analyzes Givenness as a way of simplifying the interpretive process.
I have modeled the interpretive process with a Partially Synchronous Tree Adjoin-
ing Grammar. Consistent with the paradigm of Game-theoretic pragmatics, this
account allows general principles of rational behavior to explain discrepancies that
trouble more traditional accounts. This represents an explanatory unification of the
notions of Givenness and Focus, and I have tentatively suggested that Contrastive
Focus should be handled in the same way. Hopefully further research will illumi-
nate the strengths and weakness of this approach.
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