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Editor’s note

The 31st International Conference on Head-Driven Phrase Structure Grammar
(8 July–10 July 2024) took place as a hybrid conference at the Palacký Univer-
sity Olomouc, Czech Republic and was organized by Francis Bond and Joanna
Sio.

The conference featured one invited talk and 13 papers selected by the pro-
gram committee (Anne Abeillé (Université Paris Cité), Felix Bildhauer (Institut für
Deutsche Sprache), Olivier Bonami (Université Paris Cité), Francis Bond (Palacký
University, Olomouc), Rui Chaves (University at Buffalo, chair), Berthold Crys-
mann (CNRS - LLF & Université Paris Cité), Anthony R. Davis (Southern Ore-
gon University), Anke Holler (University of Göttingen), Jong-Bok Kim (Kyung
Hee University), Jean-Pierre Koenig (University at Buffalo, SUNY), Yusuke Kub-
ota (National Institute for Japanese Language and Linguistics), Andy Lücking
(Goethe University Frankfurt a. M.), Jakob Maché (University of Lisbon), Nu-
rit Melnik (The Open University of Israel), Stefan Müller (Humboldt Univer-
sität zu Berlin), Petya Osenova (Sofia University and IICT-BAS), Rainer Osswald
(Heinrich-Heine-Universität Düsseldorf), Gerald Penn (University of Toronto),
Frank Richter (Goethe University Frankfurt a. M.), Manfred Sailer (Goethe Uni-
versity Frankfurt a. M.), David Yoshikazu Oshima (Nagoya University), Olga Za-
maraeva (University of A Coruña)). There was a workshop on Formal Approaches
to Under-resourced Languages (FAUL) with one invited speaker and three regular
papers.

We want to thank the program committee for putting this nice program to-
gether.

As of 2024, the procedure to publish the proceedings has been changed. A
conference submission consists of a five page abstract, which is reviewed by at
least two reviewers. After the conference a full version of the paper is submitted
to the program committee chair for a further round of reviewing. Papers that are
accepted are then published in the proceedings.

To ensure easy access and fast publication we have chosen an electronic format.
The proceedings are published by the University Library of Goethe-Universität,
Frankfurt am Main.
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Abstract
In this paper†, we shall discuss how the treatment of morphological peri-

phrasis (Vincent & Börjars, 1996; Popova & Spencer, 2013; Bonami, 2015)
can be integrated into the framework of Information-based Morphology (IbM;
Crysmann & Bonami, 2015), an inferential-realisational theory of inflection
couched in terms of typed feature structures.

French verb morphology provides a rich set of synthetic and analytic forms.
Among the latter we find the so-called composed tenses (e.g. passé composé)
and the near tenses, such as the passé récent (=‘recent past’) and the futur
proche (=‘near future’). Recently, we have argued that clitic climbing can
equally be understood as morphological periphrasis (Aguila-Multner & Crys-
mann, 2020a,b; Aguila-Multner, 2023). Thus, the morphosyntax of French
verbs provides an ideal testing ground to study the interaction of different
periphrastic dependencies, which we shall use to illustrate our treatment of
periphrasis in IbM.

1 Background: clitic climbing as periphrasis
The division of labour between morphology and syntax in Romance clitic climbing
has been the subject of some debate. Based on Zwicky & Pullum (1983)’s lexicalist
view of the clitic–affix distinction, the ‘clitics’ involved have been shown to be lex-
ical affixes (Miller, 1992) of the host verb. Their ability to ‘climb’ to an auxiliary,
as in (1), therefore requires an explanation.

(1) La
the

professeure
professor

le
DO.3SG.M

lui
IO.3SG

a
has

écrit.
written

‘The professor wrote it to her.’

Miller & Sag (1997) and Abeillé & Godard (1996, 2002) have proposed that such
cases involve syntactic raising of the arguments the affixes correspond to: under
this view, clitic climbing verbs are argument composition auxiliaries which inherit
their complement’s argument structure, providing a syntactic explanation for clitic
climbing. In Aguila-Multner & Crysmann (2020a), on the other hand, we have
proposed that clitic climbing is a consequence of inflectional periphrasis: under
this view, clitic climbing verbs are periphrastic auxiliaries able to host part of the
lexical verb’s morphology, including morphological exponence of its pronominal
arguments. Figure 1 illustrates the core mechanisms of the periphrasis approach:
essentially, inflectional morphology introduces morphosyntactic requirements (in-
cluding the auxiliary’s l(exemic)id(entity), and, possibly, pronominal affixes – praf )
on a feature REV(ERSE)-SEL(ELECTION), which is percolated in syntax and terminated

†We would like to thank the audience at HPSG 2024 for their comments and discussion, in par-
ticular Antonio Machicao y Priemer and Emily Bender, as well as the anonymous reviewers for the
conference and the proceedings. The research reported here has partially benefited from a public
grant overseen by the French National Research Agency (ANR) as part of the program “Investisse-
ments d’Avenir” (reference: ANR-10-LABX-0083). It contributes to the IdEx Université Paris Cité
(reference: ANR-18-IDEX-0001).
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by an ancillary element, such as the tense auxiliary avoir. The auxiliary matches
the constraints under REV-SEL against its own inflectional properties (its MS set),
inheriting any morphological arguments of the participle. Clitic climbing is thus
treated as a morphological dependency between the lexical verb and the auxiliary
in a periphrastic relation.

VP

V

le lui a

⎡⎢⎢⎢
⎣

COMPS 1

REV-SEL {}
INFL.MS 2

⎤⎥⎥⎥
⎦

VP

écrit

1

⎡⎢⎢⎢⎢⎢⎢
⎣

REV-SEL

⎧{{
⎨{{⎩

2

⎧{{
⎨{{⎩

avoir-lid, agr, tam,

⎡⎢
⎣
praf
IND 𝑖

⎤⎥
⎦
,⎡⎢
⎣
praf
IND 𝑗

⎤⎥
⎦

⎫}}
⎬}}⎭

⎫}}
⎬}}⎭

ARG-ST ⟨NP, NP 𝑖 , NP 𝑗 ⟩

⎤⎥⎥⎥⎥⎥⎥
⎦

Figure 1: Periphrasis by reverse selection (adapted from Aguila-Multner & Crys-
mann, 2020a)

Causative constructions provide an interesting testing ground for these compet-
ing approaches. Not only are these constructions clitic climbing contexts – clitics
may climb to causative faire ‘make’ (2) – but they are also clause union construc-
tions (Aissen & Perlmutter, 1976), displaying various idiosyncratic syntactic prop-
erties.

(2) La
the

professeure
professor

le
DO.3SG.M

lui
IO.3SG

fait
makes

écrire.
write.

‘The professor makes her write it.’

We have shown, however, that the morphological approach based on periphrasis
simplifies over the argument composition approach to clause union in a number
of ways (Aguila-Multner & Crysmann, 2020b) . In particular, the periphrastic ap-
proach places the locus of clause union at the bottom of the construction at the level
of the lexical infinitive: this means that decisions regarding argument realisation are
made at the most relevant level, where the previous approach required percolation
of lexical information in phrase structure to access it from the argument composi-
tion auxiliary. This results in a simpler treatment of subject marking, by-phrases,
and clitic trapping, which depend on argument structure, on lexical semantics, and
on the intrinsic status of morphological arguments respectively. The approach fur-
ther simplifies the associated phrase structure, maintaining a traditional hierarchical
structure rather than the flat structure projected by the argument composition aux-
iliary.

6



In the next section we discuss the interaction of pronominal affixation, causativ-
isation, reflexivisation and medio-passivisation understood as different processes of
grammatical function change interacting with one another.

2 French causatives: processes of grammatical function
change interacting

French causative constructions display an interesting interplay of processes of gram-
matical function change. Firstly, the construction can be conceived of as a periphras-
tic causative, namely as a two-word form expressing addition of a causer argument
(Aguila-Multner, 2023). Thus the lexical infinitive in (3) below is a causativised
form, its subject (Louise) being demoted to an indirect object (à-NP) to make room
for the new subject (la professeure).

(3) La
the

professeure
professor

fait
makes

écrire
write

un
a

poème
poem

à
to

Louise.
Louise

‘The professor makes Louise write a poem.’

Secondly, as noted in the previous section, causativisation of an infinitive can com-
bine with morphological realisation of arguments. In the standard case, this results
in clitic climbing: the morphological arguments of the lexical verb are realised on
faire, as in (4).

(4) La
the

professeure
professor

le
DO.3SG.M

lui
IO.3SG

fait
makes

écrire.
write

‘The professor makes her write it.’

As we discussed in Aguila-Multner & Crysmann (2020b), this can be understood as
periphrastic realisation of a morphological property. However, a different pattern
can also surface in some cases,1 namely downstairs affixation:

(5) Cela
this

fait
makes

lui
IO.3SG

en
GEN

vouloir
be_mad

à
to

Louise.
Louise

‘This makes Louise be mad at her.’

Furthermore, a certain class of French pronominal affixes (which we can call re-
flexives in a broad sense) can mark more complex grammatical function change.
This includes not only true reflexives or reciprocals, as in (6), but most interestingly
medio-passives, in which se marks the promotion of a direct object to subject, the
erstwhile subject being generically interpreted, as in (7).

(6) Louise
Louise

et
and

Matthieu
Matthieu

se
REFL.3

rencontrent.
meet

‘Louise and Matthieu meet each other.’
1See Aguila-Multner (2023) for discussion of so-called trapping and of the factors that license

such downstairs realisation in French causative constructions.
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(7) Ce
this

problème
problem

se
REFL.3

remarque
notices

facilement.
easily

‘This problem is noticed easily.’

Again, the combination of these processes with causativisation can result in two dif-
ferent patterns: upstairs realisation as in (8), or downstairs realisation, as in (9). This
time, a meaning alternation obtains from the difference: as shown by the translation,
upstairs realisation corresponds to a medio-passivised causative, while downstairs
realisation expresses a causativised medio-passive.

(8) Ce
this

problème
problem

peut
can

se
REFL.3

faire
make

remarquer
notice

à
to

des
INDEF.PL

néophytes.
neophytes

‘This problem can be shown to neophytes.’

(9) Son
its

ampleur
scale

fait
makes

se
REFL.3

remarquer
notice

facilement
easily

le
the

problème.
problem

‘Its scale makes the problem be noticed easily.’

As proposed by Aguila-Multner (2023),2 the dataset in (3)–(9) can be treated as a
permutation in the order of three processes of grammatical function change: map-
ping of arguments, causativisation, and medio-passivisation. The iconic ordering of
the latter two is evidenced by the contrast between medio-passivised causatives and
causativised medio-passives, while the contrast between upstairs and downstairs
realisation of pronominal arguments can be explained by ordering between the first
two. Aguila-Multner proposes to treat this permutation in terms of freely ordered
lexical rules:3 Figure 2 illustrates the implementation of the causativisation process
as a lexical rule, augmenting the argument structure of a verb with a causer argu-
ment; Figure 3 illustrates the reflexivisation process as a lexical rule, coindexing
one NP element of the argument structure to the first element; Figure 4 illustrates a
medio-passivisation lexical rule, promoting a direct object to subject.

However, the details of the morphological interface necessary for this line of
analysis have not been developed until now. Crucially, to account for the possib-
ility of downstairs realisation, a non-trivial assumption has to be made: that the
causativisation process can apply to a fully inflected word form. In order to license
examples as in (10), the description to which the causativisation lexical rule applies
needs to be that of the affixed word vous en vouloir – failing that, the morphology
will receive as its input a combination of causativity and pronominal affixes, for

2See also Villalba (1994) for an earlier treatment within generative theory.
3We use description-level lexical rules, as proposed e.g. in Koenig (1999), namely feature struc-

tures of type word or lexeme whose daughter (DTR) is again lexical sign, i.e. a feature structure of type
word or lexeme.

4The attached relational constraint bars expl(etive) or ana(phoric) affixal synsems (aff-ss) from
being present on the daughter’s COMPS list, in order to capture trapping of reflexives and inherent
clitics, cf. (5). This constraint is satisfied in one of two ways: first, if there is no such argument on
ARG-ST, there will trivially not be one on COMPS either. Second, if there is such an argument on ARG-
ST, application of argument mapping will ensure it is suppressed on COMPS. Since argument mapping
applies to signs of type word, this entails downstairs morphological expression.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

VFORM nonfinite

SUBJ ⟨NP 𝑖 ⟩

COMPS ⟨NP 𝑗 [à/bare/par/de]⟩⊕ 𝑐

INFL [MS 𝑚 ∪{cause-lid, 𝑖 agr}]

DTR
⎡⎢⎢⎢⎢
⎣

SUBJ ⟨NP 𝑗 ⟩
COMPS 𝑐

INFL [MS 𝑚 ]

⎤⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

∧¬ member(⎡⎢
⎣
aff-ss
L|CONT expl ∨ ana

⎤⎥
⎦
, 𝑐 )

Figure 2: Lexical rule for causativised verbs4

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

SUBJ ⟨ 1 NP⟩
COMPS ⟨NP[aff-ss] 𝑖 :ana⟩⊕ 𝑎

DTR
⎡⎢⎢
⎣

SUBJ ⟨ 1 NP 𝑖 ⟩

COMPS ⟨NP 𝑖 ⟩○ 𝑎

⎤⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 3: Lexical rule for reflexives

which the only output is upstairs realisation, cf. *vous en fait vouloir. Not only
should causativisation be able to target inflected words, its output also needs to un-
dergo inflection itself. This is not only to create the periphrastic dependency, but
also to realise any pronominal argument corresponding to the downstairs subject:
as exemplified in (10), such pronominals are always realised upstairs, even when
the main affix cluster is realised downstairs.

(10) Cela
this

lui
IO.3SG

fait
makes

vous
OBJ.2PL

en
GEN

vouloir.
be_mad

‘This makes her mad at you.’

In sum, an interface between morphology and syntax needs to be devised that can al-
low lexical rules of grammatical function change to apply to already inflected words,
creating new lexical entries susceptible to further periphrastic inflection. In the fol-
lowing section we propose an IbM analysis of the morphological side of French
causative constructions that attempts to meet these requirements.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

SUBJ ⟨ 1 NP 𝑗 ⟩

COMPS ⟨NP[aff-ss] 𝑗 :ana⟩⊕ 𝑎

DTR
⎡⎢⎢
⎣

SUBJ ⟨NP𝑖⟩

COMPS ⟨ 1 NP 𝑗 ⟩⊕ 𝑎

⎤⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 4: Lexical rule for medio-passives

3 The morphology of French clitics: An IbM analysis
In order to integrate a general treatment of periphrasis into the morphological com-
ponent, the first and most obvious step is to follow Bonami (2015) and recognise
delegation of properties to an ancillary element as a means of expression. To this
end, we shall augment realisation rules with a set-valued feature DEL that will serve
to represent the morphosyntactic features delegated for expression by the ancillary
element in a periphrase (see Figure 9 for sample rule types). As captured in Fig-
ure 5, the properties delegated by individual rules (under RR) are unioned together
on the word’s global DLS feature.

word →

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

PH 𝑝1 ⊕ ... ⊕ 𝑝𝑛

INFL

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MPS 𝑒 ( 𝑒1 [PH 𝑝1 ]○ … ○ 𝑒𝑛 [PH 𝑝𝑛 ])
MS 0 ( 𝑚1 ⊎ ⋯ ⊎ 𝑚𝑛 )

RR

⎧{{{{{{
⎨{{{{{{⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MPH 𝑒1

MPS 𝑒

MUD 𝑚1

MS 0

DEL 𝑑1

DLS 𝑑

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,… ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MPH 𝑒𝑛

MPS 𝑒

MUD 𝑚𝑛

MS 0

DEL 𝑑𝑛

DLS 𝑑

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎫}}}}}}
⎬}}}}}}⎭

DLS 𝑑 ( 𝑑1 ∪ ⋯ ∪ 𝑑𝑛 )

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Figure 5: Well-formedness

Pronominal affixation constitutes morphological realisation of syntactic argu-
ments, which preempts their realisation as syntactic complements. Following Miller
& Sag (1997), we assume an argument mapping constraint as given in Figure 6 that
excludes affixal synsems from valence lists and instead adds appropriate marking
and index features to the morphosyntactic property set, which serves as “input” for
morphological realisation.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

word

SYNSEM
⎡⎢⎢⎢
⎣

L|CAT
⎡⎢⎢⎢
⎣

REV-SEL 𝑟 ∪ 𝑑

VAL ⎡⎢
⎣
SUBJ 𝑠

COMPS 𝑐 list(canon)
⎤⎥
⎦

⎤⎥⎥⎥
⎦

⎤⎥⎥⎥
⎦

ARG-ST 𝑠 ○ 𝑎 ⟨
⎡⎢⎢⎢
⎣

aff-ss
HD|MRK 𝑚1

CONT|IND 𝑖1

⎤⎥⎥⎥
⎦
...

⎡⎢⎢⎢
⎣

aff-ss
HD|MRK 𝑚𝑛

CONT|IND 𝑖𝑛

⎤⎥⎥⎥
⎦
⟩○ 𝑐 ○ 𝑔

INFL

⎡⎢⎢⎢⎢⎢
⎣

DLS 𝑑

MS 𝑖 ∪
⎧{{
⎨{{⎩

⎡⎢⎢⎢
⎣

praf
MRK 𝑚1

IND 𝑖1

⎤⎥⎥⎥
⎦
...

⎡⎢⎢⎢
⎣

praf
MRK 𝑚𝑛

IND 𝑖𝑛

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

⎤⎥⎥⎥⎥⎥
⎦

DTR

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

lexeme

SYNSEM
⎡⎢⎢⎢
⎣

L|CAT
⎡⎢⎢⎢
⎣

REV-SEL 𝑟

VAL ⎡⎢
⎣
SUBJ 𝑠

COMPS 𝑐 ○ 𝑎 ○ 𝑔 list(gap)
⎤⎥
⎦

⎤⎥⎥⎥
⎦

⎤⎥⎥⎥
⎦

INFL|MS 𝑖

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 6: Argument mapping (Aguila-Multner & Crysmann, 2020a)
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The morphology of French pronominal affixation provides rules for both local
exponence and periphrastic expression. As we have argued above, “clitic climbing”
is always dependent on the existence of periphrasis, either tense periphrasis with
avoir/être or a periphrastic causative.

VP

V

va

⎡⎢⎢⎢
⎣

COMPS 1

REV-SEL {}
INFL.MS 2

⎤⎥⎥⎥
⎦

VP

le lui écrire

1

⎡⎢⎢⎢⎢⎢⎢
⎣

arg-map-lr&word

REV-SEL { 2 {aller-lid, agr, tam}}

INFL.MS 2 ⋃
⎧{
⎨{⎩
⎡⎢
⎣
praf
IND 𝑖

⎤⎥
⎦
,⎡⎢
⎣
praf
IND 𝑗

⎤⎥
⎦
, …

⎫}
⎬}⎭

⎤⎥⎥⎥⎥⎥⎥
⎦

⎡⎢⎢
⎣

lexeme

ARG-ST ⟨NP, NP 𝑖 , NP 𝑗 ⟩
⎤⎥⎥
⎦

Figure 7: Sample derivation: local realisation of pronominal affixes in the future
periphrase

While existence of an independent periphrase can be considered a necessary
criterion, it is in itself not sufficient: e.g. the near future futur proche (11) is clearly
periphrastic, but, nevertheless, it does not give rise to clitic climbing. Instead, we
find local exponence of pronominal affixes on the lexical verb. The recent past
(venir de + Vinf) behaves similarly.

(11) La
the

professeure
professor

va
goes

le
DO.3SG.M

lui
IO.3SG

écrire.
write

‘The professor is going to write it to her.’

A sample derivation for local realisation in the future periphrase is given in Figure 7.
In this case, REV-SEL contains selection of auxiliary aller, but not the pronominal
affixes, which are realised on the lexical verb.

Figure 8 sketches the rules for local realisation. The rule types in the EXPO
dimension provide the necessary pairing of features to be expressed (MUD) with
the introduction of an exponent (MPH), complete with phonology and position class
information. The COND hierarchy, by contrast, specifies the two situations where
local exponence is possible: either if the word does not involve any periphrastic
expression at all (empty DLS set), or else, if the periphrasis involves aller or venir
de.

Rules for periphrastic realisation, by contrast, are given in Figure 9. Starting on
the right of the hierarchy, we find the rule types for near tenses. As these tenses do
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⎡⎢⎢⎢⎢
⎣

MUD neset(praf)
DEL { }

MPH ⟨[ ]⟩

⎤⎥⎥⎥⎥
⎦

EXPO

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MUD

⎧{{
⎨{{⎩

⎡⎢⎢⎢
⎣

praf
PER 1
NUM sg

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

MPH ⟨⎡⎢
⎣
PH me
PC 5

⎤⎥
⎦
⟩

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

...

COND

[DLS { }] [DLS {{agr, tam, lid}}]

⎡⎢
⎣
DLS{{[LID aller-lid], ...}}⎤⎥

⎦
⎡⎢
⎣
DLS{{[LID venir-de-lid], ...}}⎤⎥

⎦

Figure 8: Local realisation

not give rise to clitic climbing, their MUD value is restricted to TAM and agreement
properties only, which are expressed analytically by selection of an infinitival stem
(STM9) and selection of, e.g., a present tense ancillary element, which also takes
on expression of subject agreement properties. The subtypes pair the specific tense
value to be expressed (in MUD) with selection of an appropriate ancillary element.

In the middle of the hierarchy, we find rules for tense periphrasis with avoir/être.
Their MUD value includes a set of praf specifications, alongside TAM and subject
agreement, capturing the potential for clitic climbing. Analytic expression of TAM
involves, again, selection of a specific stem, here: a participial stem (STM12),5 and
selection of an ancillary element. Delegation of praf and agreement properties to
the ancillary element is captured by reentrancies between MUD and DEL. Subtypes
illustrate the two uses of the passé composé as a simple past, and as a more com-
positional perfective.

Clause-union style periphrasis, finally, is represented on the left. In addition to
selection of an appropriate ancillary element, e.g. faire, periphrastic expression of
this type also involves delegation of agreement and praf properties. Subtypes of
this rule type serve to constrain the range of ancillary elements that can feature in
this type of periphrastic construction, which in addition to the causative verbs faire
and laisser, includes the perception verbs.

5We assume an analysis of basic French verbal morphology in terms of stem allomorphy plus
suffixal exponence such as the one developed in Bonami & Boyé (2002, 2003, 2006). Stem indices
follow Bonami & Boyé (2007: 313).
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3.1 Tense periphrasis and clitic climbing
Let us briefly provide some examples as to how some core cases of periphrastic
and local realisation can be captured with the rule system we have just set up. To
start with, we shall discuss cases of simple tense periphrasis to which we shall add
realisation of pronominal arguments.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

REV-SEL 𝑟

ARG-ST ⟨NP 1 , NP 2 , NP 3 ⟩

INFL

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MS

⎧{{
⎨{{⎩

𝑒 , 𝑡
⎡⎢⎢⎢
⎣

tam
TNS pst
PRF −

⎤⎥⎥⎥
⎦
, 𝑎 ⎡⎢

⎣
agr
IND 1

⎤⎥
⎦
, 𝑜

⎡⎢⎢⎢
⎣

praf
IND 2

MRK bare

⎤⎥⎥⎥
⎦
, 𝑖

⎡⎢⎢⎢
⎣

praf
IND 3

MRK à

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

RR

⎧{{{{{{
⎨{{{{{{⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MUD

⎧{{
⎨{{⎩

𝑒
⎡⎢⎢⎢
⎣

écrire-lid
STM 𝑠

STM12 𝑠

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

MPH ⟨ 𝑚 ⟩
DEL {}

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,
⎡⎢⎢⎢
⎣

MUD { 𝑡 , 𝑎 , 𝑜 , 𝑖 }
MPH ⟨⟩
DEL 𝑑

⎤⎥⎥⎥
⎦

⎫}}}}}}
⎬}}}}}}⎭

MPS ⟨ 𝑚 [PH 𝑠 écrit]⟩

DLS 𝑟
⎧{
⎨{⎩

𝑑
⎧{
⎨{⎩
avoir-lid, 𝑎 agr,⎡⎢

⎣
TNS prs
PRF −

⎤⎥
⎦
, 𝑜 , 𝑖

⎫}
⎬}⎭

⎫}
⎬}⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 10: Periphrastic realisation of tense and pronominal affixation (le lui a écrit)

To start with, let us consider the morphology of the periphrastic past, showing
both tense periphrasis and clitic climbing. We shall use our example from Figure
1 above, and complement the syntactic percolation shown there with an explicit
representation as to how the periphrastic dependencies are launched within IbM.

As shown in Figure 10, the morphosyntactic property set (MS) consists of a
lexeme identifier (écrire-lid), a simple past (non-perfective) TAM specification, an
agreement specification (coindexed with the highest argument), and two praf spe-
cifications (conindexed with the direct and indirect object, respectively).

Realisation rules (RR) specify how these properties are expressed, using two
rules: (i) a rule of exponence that realises lexemic identity by inserting a STM into
the list of morphs MPH, and (ii) a rule of periphrasis that delegates the expression
of agreement, TAM and pronominal affixation (via DEL). Having chosen the rule
for periphrastic simple past, note that the TNS specification for the ancillary element
(prs) differs from that on MS (pst), illustrating the non-compositionality. Further-
more, selection for a participial stem (STM12) is also effected by the rule of peri-
phrasis (cf. 9). Periphrastic realisation of pronominal affixes follows from the con-
straints on local and periphrastic realisation given above, since (i) the constraints for
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periphrastic realisation (Figure 9) of the simple past include delegation of pronom-
inal affixation and (ii) the constraints for local realisation do not include (Figure 8)
past or perfective periphrasis.

The second case of tense periphrasis concerns near tenses, which display peri-
phrastic realisation of agreement and TAM, yet local realisation of pronominal af-
fixes. Again, Figure 11 provides the morphological derivation of the periphrase
illustrated by the tree in Figure 7 above.
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agr
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, 𝑜
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praf
IND 2

MRK bare
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praf
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MRK à
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𝑒
⎡⎢⎢⎢
⎣

écrire-lid
STM 𝑠

STM9 𝑠

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

MPH ⟨ 𝑚1 ⟩
DEL {}

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦
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⎡⎢⎢⎢
⎣

MUD { 𝑡 , 𝑎 }
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⎣
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MPH ⟨ 𝑚2 ⟩
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⎤⎥⎥⎥
⎦

,
⎡⎢⎢⎢
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MUD { 𝑖 }
MPH ⟨ 𝑚3 ⟩
DEL {}

⎤⎥⎥⎥
⎦

⎫}}}}}}
⎬}}}}}}⎭

MPS ⟨ 𝑚2 ⎡⎢
⎣
PH le
PC 6

⎤⎥
⎦
, 𝑚3 ⎡⎢

⎣
PH lui
PC 7

⎤⎥
⎦
, 𝑚1 ⎡⎢

⎣
PH 𝑠 écrire
PC 10

⎤⎥
⎦
⟩

DLS 𝑟
⎧{
⎨{⎩

𝑑
⎧{
⎨{⎩
aller-lid, 𝑎 agr,⎡⎢

⎣
TNS prs
PRF −

⎤⎥
⎦

⎫}
⎬}⎭

⎫}
⎬}⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 11: Periphrastic tense and local pronominal affixation (va le lui écrire)

As stated by the near future periphrasis rule in Figure 9 (bottom right), this tense
category is expressed by selecting the infinitival stem (STM9) and selecting a present
tense form of aller ‘go’ as the ancillary element. While expression of (subject)
agreement is delegated to the ancillary element as well, pronominal affixation is
not included. Conversely, the constraints on local realisation for praf values given
in Figure 8 do license direct realisation on the lexical verb.

Having seen how interaction between rules of exponence and periphrasis can
be captured straightforwardly with IbM, we shall turn to the case of causatives in
the next subsection.

3.2 Trapping and climbing with causatives
Having laid out the essentials of local and periphrastic realisation, we shall finally
turn to the treatment of trapping vs. climbing. As we have observed above, causativ-
isation and reflexivisation can apply in either order: when reflexivisation applies
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before causativisation, the reflexive argument is bound by the downstairs subject.
This order of application has the peculiar morphological effect that pronominal af-
fixes pertaining to downstairs arguments cannot climb, with the notable exception
of the downstairs subject. When reflexivisation applies after causativisation, the re-
flexive is bound by the causer. As for morphological realisation, we find climbing
of all pronominal affixes in this case, rather than trapping. Taken together, morpho-
logical realisation must be able to apply both before (trapping) and after (climbing)
causativisation.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

lexeme
SYNSEM 𝑠

INFL
⎡⎢⎢
⎣
MS

⎧{
⎨{⎩
⎡⎢
⎣
stem
STM 𝑝

⎤⎥
⎦

⎫}
⎬}⎭
⎤⎥⎥
⎦

DTR

⎡⎢⎢⎢⎢⎢
⎣

word
SYNSEM 𝑠

PH 𝑝

INFL|MS {[],[], ...}

⎤⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 12: Word-to-Lexeme LR

We therefore conclude that inflected words can be submitted to further rules of
grammatical function change, which we take to be lexeme-to-lexeme rules. Build-
ing on a recent proposal by Salehi & Koenig (2023), we assume a word-to-lexeme
rule as sketched in Figure 12 to resubmit an inflected word to rules such as the caus-
ativation rule. As an important side-effect, the rule registers the inflection applied
up to this point by inserting it as a stem form to which further morphology may
apply.

The possibility of having more than one place where inflection can apply in
the derivation of complex words certainly deviates from a more absolute view of
the place of realisational morphology as applying only once to fully formed words.
Nevertheless, the proposal made here is still far more restrictive than the kind of
direct interleaving of lexical rules with morphophonological effects often adopted
in HPSG.

Moreover, the need for multiple places to interface derivation with inflection has
been forcefully argued for by Koenig & Michelson (2020) on the basis of Oneida.
They observe that a class of derived nominals in Oneida can take as their basis verb
stems that have already undergone some verbal inflection. Once turned into nouns
by a derivational step, they can be further inflected with nominal morphology.

Before we close, we shall briefly discuss how the current setup can account for
the interaction between different lexical rules of grammatical function change and
its impact on morphological realisation.

Let us start with the simplest case of causativisation (cf. Figure 2) as the only
rule of grammatical function change. A sample derivation is given in Figure 13 for

17



les fait voir aux élèves ‘makes the students see them’. Applying argument mapping
(Figure 6) to the output of the causativisation rule will insert morphosyntactic spe-
cification for all pronominal arguments, including downstairs pronominal objects
and the erstwhile downstairs subject that has been demoted to direct or indirect ob-
ject by the causativisation rule. Furthermore, the causative LR itself has added a
requirement for morphological expression of causation. Since delegation to an an-
cillary element is the only way to express a causative, the respective rule in Figure 9
will apply, satisfying specification for pronominal affixes equally by delegation.

VP

V

les fait

⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨ 2 ⟩
INFL.MS 5

⎤⎥⎥⎥
⎦

VP

2
⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨⟩
REV-SEL 𝑟

⎤⎥⎥⎥
⎦

V

voir

⎡⎢⎢⎢⎢⎢
⎣

arg-map-lr&word

REV-SEL 𝑟

⎧{{
⎨{{⎩

5

⎧{{
⎨{{⎩
cause-lid, agr,

⎡⎢⎢
⎣

praf
CASE acc
IND 𝑘

⎤⎥⎥
⎦

⎫}}
⎬}}⎭

⎫}}
⎬}}⎭

⎤⎥⎥⎥⎥⎥
⎦

⎡⎢⎢⎢⎢
⎣

caus-lr&lexeme
INFL.MS {cause-lid, …}

ARG-ST ⟨ 1 NP 𝑖 , 4 NP 𝑗 [MARK à], 3 NP 𝑘 ⟩

⎤⎥⎥⎥⎥
⎦

⎡⎢⎢
⎣

lexeme

ARG-ST ⟨NP 𝑗 , 3 NP 𝑘 [aff-ss]⟩
⎤⎥⎥
⎦

4 NP 𝑗

aux élèves

Figure 13: Sample derivation: causative periphrasis

In case either the reflexive LR (Figure 3) or medio-passive LR (Figure 4) has
applied to the output of the causative LR, the anaphoric element introduced by these
rules will be coindexed with the additional causer subject. This is illustrated in the
derivation in Figure 14 for a long medio-passive se font réparer pour pas cher ‘get
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repaired cheaply’. Morphologically, nothing much will change, with climbing –
i.e. delegation of cause-lid and all pronominal affixes – as the most straightforward
option.

VP

V

se font

⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨ 2 ⟩
INFL.MS 4

⎤⎥⎥⎥
⎦

VP

2
⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨⟩
REV-SEL 𝑟

⎤⎥⎥⎥
⎦

V

réparer
⎡⎢⎢
⎣

arg-map-lr&word

REV-SEL 𝑟 { 4 {cause-lid, agr,[refl-praf]}}
⎤⎥⎥
⎦

⎡⎢⎢
⎣

mid-lr&lexeme

ARG-ST ⟨ 1 NP 𝑘 , NP 𝑘 :ana[aff-ss], 3 ⟩
⎤⎥⎥
⎦

⎡⎢⎢⎢⎢
⎣

caus-lr&lexeme

ARG-ST ⟨NP 𝑖 , 1 NP 𝑘 , 3 (PP 𝑗 )⟩
INFL.MS {cause-lid, …}

⎤⎥⎥⎥⎥
⎦

⎡⎢⎢
⎣

lexeme

ARG-ST ⟨NP 𝑗 , 1 NP 𝑘 ⟩
⎤⎥⎥
⎦

PP

pour pas cher

Figure 14: Sample derivation: long medio-passive

Turning now to the opposite order, i.e. reflexive or medio-passive rules feeding
causativisation (illustrated in the sample derivation in Figure 15 for a causativised
medio-passive fait se vendre les classiques ‘makes the classics sell well’), we find
that direct application of the causative LR (Figure 2) to the output of either Figure 3
or 4 is blocked by the causative LR’s constraint on COMPS not to have an intrinsic
or anaphoric aff-ss complement. If, however, we apply argument mapping (Fig-
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ure 6) to the output of reflexivisation, non-canonical synsems will be suppressed
on COMPS, since argument conservation (Ginzburg & Sag, 2000) is a constraint on
word (not lexeme). Concomitantly, the morphosyntactic property set of this word
will be realised by inflectional morphology. Realisation of pronominal affixes typ-
ically will be local, using the rule types in Figure 8, given the causative LR has not
applied yet at this point, and therefore there is no requirement for any periphrastic
realisation. In order to apply the causative LR to this inflected word, it first needs
to be converted into a lexeme by the rule in Figure 12: the most important effect of
this rule is that it preserves the inflected form as a stem on which further morpho-
logy can operate. Application of the causative LR will essentially proceed as in the
simple case given above: since all remaining downstairs complements are of type
canon-ss, the only clitic that can climb as part of the periphrastic causative is the
erstwhile downstairs subject, demoted to COMPS by the causative LR.

Given that we permit inflected words to be fed to rules of grammatical func-
tion change, an important question is that of overgeneration. E.g., we predict that
downstairs cliticisation should in principle be possible with causatives even if the
downstairs verb does not have any intrinsic or reflexive affixal arguments. Indeed,
this is what we find in a number of situations: first, if a coordination of verbs is em-
bedded under a causative, we find downstairs realisation when the verbs differ in
the type or number of pronominal arguments they take. A most straightforward ex-
ample is a coordination where the first VP contains the antecedent, and the second
one a coreferential pronominal (12). Second, downstairs realisation can be chosen
to avoid violations of morphotactic constraints on the clitic cluster: e.g. with causat-
ives of ditransitives, we find the downstairs subject as a dative clitic on the causative
verb, while the downstairs dative (and all other clitics) appear on the lexical verb
(13). The very strong tendency to use climbing whenever possible can then be un-
derstood as a dispreference for splitting inflection without need.

(12) Elle
she

a
has

fait
made

écrire
write

un
a

poème
poem

aux
to.the

enfants
children

et
and

le
DO.3SG.M

lire
read

aux
to.the

parents.
parents

‘She made the children write a poem and the parents read it.’

(13) Elle
she

lui
IO.3SG

a
has

fait
made

leur
IO.3PL

donner
give

les
the

cadeaux.
presents

‘She made her give them the presents.’

Before we conclude, we shall briefly illustrate how the morphology can capture
split realisation. Recall that downstairs realisation is the result of realising inflec-
tional morphology before causativisation (cf. Figure 15). Therefore, the MS set of
the downstairs verb looks just like an ordinary infinitive, possibly including a spe-
cification for pronominal affixes. These are realised locally, as shown in Figure 16.

In order to causativise an already inflected verb, we first convert the word to
a lexeme, by way of the word-to-lexeme LR: as shown in Figure 12, this rule will
encapsulate the inflected form as a stem (cf. Salehi & Koenig, 2023). Application
of the causativisation rule will add a causer argument to the front of ARG-ST and
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VP

V

fait

⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨ 2 ⟩
INFL.MS 4

⎤⎥⎥⎥
⎦

VP

2
⎡⎢⎢⎢
⎣

SUBJ ⟨ 1 ⟩
COMPS ⟨⟩
REV-SEL 𝑟

⎤⎥⎥⎥
⎦

V

se vendre
⎡⎢⎢
⎣

arg-map-lr&word

REV-SEL 𝑟 { 4 {cause-lid, agr}}
⎤⎥⎥
⎦

⎡⎢
⎣

caus-lr&lexeme
ARG-ST ⟨NP𝑖, 3 NP𝑘, NP𝑘:ana⟩

⎤⎥
⎦

word-to-lexeme-lr&lexeme

⎡⎢⎢⎢
⎣

arg-map-lr&word

INFL.MS
⎧{
⎨{⎩
⎡⎢
⎣
praf
IND 𝑘

⎤⎥
⎦
, …

⎫}
⎬}⎭

⎤⎥⎥⎥
⎦

⎡⎢
⎣

mid-lr&lexeme
ARG-ST ⟨ 3 NP𝑘, NP𝑘:ana⟩

⎤⎥
⎦

⎡⎢
⎣

lexeme

ARG-ST ⟨NP𝑗 , NP𝑘⟩
⎤⎥
⎦

3 NP

les classiques

Figure 15: Sample derivation: downstairs medio-passive
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

PH leur donner
REV-SEL 𝑟

ARG-ST ⟨NP 1 , NP 2 , NP 3 ⟩

INFL

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MS

⎧{{
⎨{{⎩

𝑒 , 𝑡 ⎡⎢
⎣
tam
TNS untensed

⎤⎥
⎦
, 𝑎 ⎡⎢

⎣
agr
IND 1

⎤⎥
⎦
, 𝑖

⎡⎢⎢⎢
⎣

praf
IND 3

MRK à

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

RR

⎧{{{{{{
⎨{{{{{{⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢
⎣

MUD

⎧{{
⎨{{⎩

𝑒
⎡⎢⎢⎢
⎣

donner-lid
STM 𝑠

STM9 𝑠

⎤⎥⎥⎥
⎦

⎫}}
⎬}}⎭

MPH ⟨ 𝑚1 ⟩
DEL {}

⎤⎥⎥⎥⎥⎥⎥⎥⎥
⎦

,
⎡⎢⎢⎢
⎣

MUD { 𝑡 , 𝑎 }
MPH ⟨⟩
DEL {}

⎤⎥⎥⎥
⎦
,
⎡⎢⎢⎢
⎣

MUD { 𝑖 }
MPH ⟨ 𝑚2 ⟩
DEL {}

⎤⎥⎥⎥
⎦

⎫}}}}}}
⎬}}}}}}⎭

MPS ⟨ 𝑚2 ⎡⎢
⎣
PH leur
PC 7

⎤⎥
⎦
, 𝑚1 ⎡⎢

⎣
PH 𝑠 donner
PC 10

⎤⎥
⎦
⟩

DLS 𝑟 {}

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 16: Local pronominal affixation on infinitives (leur donner les cadeaux)

thereby demote the erstwhile downstairs subject to (in)direct object. As a result,
the subject-demotion effect of causativisation makes available the erstwhile subject
of the infinitive for realisation as a pronominal affix. As stated by the causative
realisation rule type in Figure 9 (left-most leaf type), realisation of cause-lid is
delegated to the ancillary element, together with agreement information and any
pronominal affixes. This is shown for our concrete case in Figure 17.

4 Conclusion
In this paper we have discussed how the morphosyntax of clitic climbing and trap-
ping in French causatives can be integrated with an inferential-realisational model
such as Information-based Morphology (IbM; Crysmann & Bonami, 2015). Build-
ing on our earlier work (Aguila-Multner & Crysmann, 2020a; Aguila-Multner, 2023),
where we proposed an approach of clitic climbing as periphrastic realisation of pro-
nominal affixes, we have now provided a formalisation of periphrasis rules in IbM.
Most specifically, we use a pair of features to capture rule-local delegation (DEL)
to an ancillary element, as well as constrain the interaction of multiple periphrastic
dependencies (DLS) at the global word-level. This distinction mimics that between
MUD and MS for the expression and conditioning of morphosyntactic properties, as
well as the more recent distinction between rule-local morphotactic contribution
(MPH) and word-wide morphotactic constraints (DLS), cf. Crysmann (2023).
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⎦
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⎣
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MPH ⟨ 𝑚 ⟩
DEL {}

⎤⎥⎥⎥⎥⎥⎥
⎦

,
⎡⎢⎢⎢
⎣

MUD { 𝑐 , 𝑎 , 𝑖 }
MPH ⟨⟩
DEL 𝑑

⎤⎥⎥⎥
⎦

⎫}}}}
⎬}}}}⎭

MPS ⟨ 𝑚 [PH 𝑠 leur donner]⟩

DLS 𝑟 { 𝑑 {faire-lid, 𝑎 agr, 𝑖 }}

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

Figure 17: Split realisation: climbing of downstairs “subject” (lui faire leur donner
les cadeaux)

Finally, we addressed the interaction between causatives, reflexives and medio-
passives, arguing that inflectional morphology can apply in two steps, thereby cap-
turing the concomitant effects of clitic trapping vs. clitic climbing. By allowing
inflected words to be submitted to further rules of grammatical function change, we
provide for a clean separation between lexical rules and inflectional morphology,
keeping the benefits of an inferential-realisational model while providing sufficient
flexibility to address complex interactions of grammatical function change.
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Abstract 

 

Simple conditional clauses identify a single condition under which a 

modified clause is true. In contrast, exhaustive conditionals (ECs) 

identify a set of conditions under all of which the clause is true. Two 

binary distinctions give four possible types of EC. Three of these are 

found in Modern Standard Arabic (MSA). Unlike English ECs, MSA 

ECs have essentially the same distribution as simple conditionals. 

Three rather different analyses seem appropriate for the three types, 

but they share a number of properties allowing the similarities 

between the three types to be captured. 

 

 

1. Introduction 

 

Simple conditional clauses, exemplified by English if-clauses, have been a 

focus of research by logicians and linguists for a very long time. (See e.g. 

Huddleston & Pullum 2002: 738-760 and Bhatt & Pancheva 2006 for useful 

discussion of many of the issues.) Over the last two decades, what are known 

as exhaustive conditionals (ECs) (or unconditionals), exemplified in English 

by examples like the following have also received some attention. (See e.g. 

Huddleston & Pullum 2002: 761-5, 985-91, Rawlins 2008, 2013, Arnold & 

Borsley 2014.) 

 

(1) a.  whatever you say 

b.  whether you speak or not  

 

Whereas simple conditional clauses identify a condition under which the main 

clause they modify is true, ECs identify a set of two or more conditions under 

all of which the clause is true. Simple conditionals can also refer to more than 

one condition, e.g. with any, as in if you say anything, or with or, as in if you 

go to Paris or Rome, but there is no requirement that they do so. 

There is an important semantic distinction between universal ECs and 

alternative ECs. The former, exemplified by (1a) and the examples in (2), refer 

to all conditions of a certain form. 

 

(2) a.  whatever you read  (all conditions of the form you read x) 

b.  wherever you go  (all conditions of the form you go to x)  

 

 

⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯ 
* We are grateful to a number of colleagues for useful discussion of the issues 

addressed here, including Doug Arnold, Dan Flickinger, and Jacob Maché, and also to 

two referees for helpful comments. We alone are responsible for what appears here.
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The latter, exemplified by (1b) and the following examples, essentially list the 

conditions. 

 

(3) a.  whether you go or not 

b.  whether you go to Paris or to Berlin 

c.  whether you go to Paris or to Berlin or Rome 

 

While alternative ECs often involve or not, (3b) shows that they don’t have to, 

and (3c) shows that they may identify more than two conditions. 

  Separate from this semantic distinction is a formal distinction, highlighted 

in Huddleston and Pullum (2002: 761-765), between ungoverned ECs and 

governed ECs. The former, exemplified by all the examples presented so far, 

involve just a clause of some kind. The latter involve a clause which is a 

dependent of an element such as no matter. The following illustrate: 

 

(4) a.  no matter what you read 

b.  no matter where you go 

 

These two distinctions give four types of ECs, as follows: 

 

(5)  Ungoverned universal ECs  

Ungoverned alternative ECs 

   Governed universal ECs  

Governed alternative ECs 

 

Of course, a language may not have all these types. 

  It is clear from Haspelmath & König (1998) that these two distinctions are 

relevant to many languages. This includes Modern Standard Arabic (MSA), 

but we will show below that MSA only has three of the four types identified 

above. Moreover, in MSA, it is not just the internal structure of ECs that is of 

interest but also their distribution. This is more like that of simple conditionals 

than it is with their English counterparts. Like simple conditionals, they can 

appear in both an ordinary head-adjunct clause and in an MSA counterpart of 

an English if-then clause. 

  The aim of this paper is to explore both the internal structure and the 

distribution of MSA ECs, and develop analyses within HPSG. Our main focus 

will be on syntax, but we will also consider semantics. 

 

 

2. The basic data 

 

MSA has ungoverned universal ECs, involving just a clause and referring to 

all conditions of a certain form, which are broadly similar to their English 

counterparts: 
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(6) [mahmɑ  faʕala-t     l-llajnat-u]       sa-taðˁallu          

 whatever  do.PAST.3SGF DEF-committee-NOM] will-continue 

l-ʔintiqɑːdat-u    tuwajjah   ʔilay-hɑ 

DEF-criticisms-NOM direct.PASS  to-it.3SGF 

‘Whatever the committee does, criticisms will still be directed at it.’ 

 

The initial constituent may be nominal, as in (6), or adverbial, as in (7): 

 

(7) [matamɑ    takun      l-ħaflat-u]   ʔaðhab    ʔilay-haa 

     whenever  be.JUSS.3SGM the-party-NOM go.JUSS.1SG to-3SGF 

‘Whenever the party is, I’m going to it.’ 

 

Like their English counterparts, they appear to be head-filler phrases with one 

of a small set of lexical items in the filler. In addition to the items already 

illustrated, they may contain the following: 

 

(8)  ʔayy    ‘whoever’ 

ʔaynamɑ  ‘wherever’ 

ħayθumɑ   ‘wherever’ 

kullamɑ  ‘whenever’ 

kayfamɑː  ‘however’ 

 

They may also have more complex NP or PP fillers, as the following show: 

 

(9) a.  [[ʔayy-a      kitɑːb-in]  taqraʔ]   lan  tastafiːda   min-hu 

whichever-ACC  book-GEN read.2SGM NEG benefit.2SGM from-it 

‘Whichever book you read; you won't benefit from it.’ 

b.  [[min  ʔayy-i       dawlat-in]   qadim-ta]   ʔanta  

  from whichever-GEN  country-GEN came-2SGM 2SGM  

muraħab-un     bi-ka 

welcome-NOM   with-2SGM 

‘Whichever country you come from; you are welcome.’ 

 

  In English, ungoverned universal ECs look like free relatives and it has 

sometimes been proposed that that is what they are. (See Rawlins 2008: 2.1.3 

for critical discussion). In MSA, some free relatives look like ECs: 

 

(10) saʔaʃtarii      la-ka    [mahmɑ  turiidu] 

will-buy.1SG.M/F  for-2SGM   whatever  want.2SGM 

‘I will buy for you whatever you want.’ 

 

But free relatives are often quite different: 
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(11) saʔaχtɑːru     [ʔallað turiːdu    /  turiːdu-hu].  

will-choose.1SGM  COMP want.2SGM /  want.2SGM-it  

‘I will choose whatever you want.’ 

 

The free relative here is identical to an ordinary relative clause.  

 

(12) saʔaχtɑːru     l-kitɑːb-a    [ʔallað turiːdu    / turiːdu-hu] 

will-choose.1SGM  DEF-book-ACC  COMP want.2SGM / want.2SGM-it 

‘I will choose the book you want.’ 

 

It is essentially a relative clause without a visible antecedent, and there is 

evidence that the element that introduces it is a complementizer (Alqurashi 

2012). There are no ECs like this. Hence, there is no reason to consider a free 

relative analysis for ungoverned universal ECs in MSA. 

  In English, it has been argued by Huddleston and Pullum (2002: 761-765) 

and Rawlins (2008: 2.1.3, 2013: 3.1) that ungoverned universal ECs are wh-

interrogatives. In MSA, ungoverned universal ECs cannot be wh-interrogatives 

because they have a different set of lexical items in the filler. Thus, the 

following are not possible interrogatives: 

 

(13) a.  *mahmɑ  faʕala-t     l-llajnat-u     

 whatever do.PAST.3SGF DEF-committee-NOM 

‘Whatever does the committee do?’ 

   b.  *matamɑ  takunu   l-ħaflat-u 

         whenever be.3SGM  DEF-party-NOM 

‘Whenever is the party?’ 

 

Instead MSA has the following: 

 

(14) a.  maɑː faʕala-t     l-llajnat-u     

what do.PAST.3SGF DEF-committee-NOM 

‘What does the committee do?’ 

   b.  matɑː  takunu   l-ħaflat-u 

       when  be.3SGM  DEF-party-NOM 

‘When is the party?’ 

 

But although MSA ungoverned universal ECs are not wh-interrogatives, they 

are like wh-interrogatives in identifying a set of possible situations, and they 

indicate that all the situations are ones in which the modified clause is true. 

  MSA also has ungoverned alternative ECs, which look quite like their 

English translations:  
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(15) a.  [ʔa-ðahab-ta    ʔilaɑː baris ʔam  lam  taðhab]  

      (Q)-go.PAST-2SGM  to   Paris or   not  go.PRES.2SGM 

sa-taqdˁiiː    waqt-an  mumtiʕ-an 

     will-have.2SGM time-ACC  good-ACC 

‘Whether you go to Paris or not, you’ll have a good time.’ 

b. [ʔa-ðahab-ta   ʔilaɑː baris  ʔam  ʔilaɑː ruːmɑː]    (Q)-

go.PAST-2SGM  to  Paris  or   to   Rome     

sa-taqdˁiiː    waqt-an  mumtiʕ-an 

     will-have.2SGM time.ACC  good-ACC 

‘Whether you go to Paris or Rome, you’ll have a good time.’ 

c. [ʔa-ðahab-ta     ʔilaɑː baris   ʔam  ʔilaɑː ruːmɑː ʔam ʔilaɑː  

  (Q)-go.PAST-2SGM  to   Paris  or     to     Rome  or     to 

 berliːn]  sa-taqdˁiiː    waqt-an  mumtiʕ-an 

     Berlin  will-have.2SGM time.ACC  good-ACC 

‘Whether you go to Paris or Rome or Berlin, you’ll have a good 

time.’ 

 

These ECs are in fact identical to alternative interrogatives, which have the 

same form in both main clauses and complement clauses:  

 

(16) a.  (ʔa)-ðahab-ta     ʔilaɑː baris  ʔam lam  taðhab 

     (Q)-go.PAST.2SGM  to   Paris or  not   go.PRES.2SGM 

     ‘Did you go to Paris or not?’ 

b.  saʔaluuːn-iː        [(ʔa)-ðahab-ta   ʔilaɑː baris  ʔam lam 

ask.PAST.3PLM-1SGM/F   Q-go.PAST-2SGM   to   Paris or not  

taðhab] 

go.PRES.2SGM 

‘They asked me whether you went to Paris or not.’ 

 

Ungoverned alternative ECs identify two or more possible situations in the 

same way as alternative interrogatives and indicate that all the situations are 

ones in which the modified clause true. 

  MSA also has governed alternative ECs, involving sawɑːʔ-un ‘same’ 

followed by an alternative interrogative:  

 

(17) a.  [sawɑːʔ-un  [(ʔa)-ðahab-ta   ʔilaɑː baris ʔam lam  

       same-NOM     Q-go.PAST-2SGM  to   Paris or  not  

taðhab]]    sa-taqdˁiiː    waqt-an  mumtiʕ-an  

     go.PRES.2SGM  will-have.2SGM  time-ACC  good-ACC 

‘No matter whether you go to Paris or not, you’ll have a good time.’ 
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   b.  [sawɑːʔ-un   [(ʔa)-ðahab-ta    ʔilaɑː baris   ʔam  ʔilaɑː  

       same-NOM    (Q)-go.PAST-2SGM to   Paris  or   to   

ruːmɑː]]  sa-taqdˁiiː    waqt-an  mumtiʕ-an 

Rome   will-have.2SGM time.ACC  good-ACC 

‘No matter whether you go to Paris or Rome, you’ll have  

a good time.’ 

 

These ECs look rather like English ECs with no matter. They look even more 

like certain Finnish ECs which also involve a word meaning ‘same’, e.g. the 

following from Haspelmath & König (1998: 618): 

 

(18) [Ihan  sama [mitä  hän  sanoo]], mies  psyy  vaiti. 

  quite  same  what  she  says   man  stays  silent 

‘No matter what she says, he keeps quiet.’ 

 

The appearance of a word meaning ‘same’ clearly reflects the fact that the main 

clause is true in all of the situations identified by the EC. Hence, they are all 

equally good, or the same. Haspelmath & König also give similar examples 

from Polish (19) and Romani (20).  

 

(19) [Wszystko  jedno  [czy   pójdziemy do teatru czy  czy 

 all     one    whether go.1PL   to  theatre   whether 

zostaniemy  w  domu]], chciałbym    spędzicć  ten  wieczór

 stay.1PL   at  home   want.SUBJ.1SG  spend.INF  this  evening  

z   tobą 

with you 

‘Whether we go to the theatre or spend the evening at home, I would  

like to spend the evening with you.’  (1998: 601)  

(20) [Sa jekh  [kaj     voj  ža-l-a]]     vov  šoha  či   mekh-el-a 

  all one     where she  go-3SG-FUT he  never not  leave-3SG-FUT 

 la 

 he 

‘No matter where she goes, he will never leave her.’  (1998: 618)  

 

In both, ‘all one’ indicates that all the conditions are equally good. 

  The examples in (4), (18) and (20) contain a wh-interrogative. The example 

in (19) contains an alternative interrogative, but a wh-interrogative is also 

possible after wszystko jedno, as (21) illustrates.1  

 

(21) [wszystko  jedno  [gdzie pójdziemy]] 

    all     one    where go.1PL 

   ‘wherever you go’ 

 
1 We are grateful to Ewa Jaworska for advice on Polish. 
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In contrast, the MSA construction can only contain an alternative interrogative. 

Thus, the following with a wh-interrogative are ungrammatical: 

 

(22) a.  *[sawɑːʔ-un [maɑː faʕala-ta]],   sa-taqdˁiiː    waqt-an   

            same-NOM  what  do.PAST-2SGM will-have.2SGM time.ACC   

mumtiʕ-an] 

good-ACC 

     ‘No matter what you do, you will have a good time.’ 

   b.  *[sawɑːʔ-un [matɑː ðahab-ta]],    sa-taqdˁiiː    waqt-an   

        same-NOM   when go.PAST-2SGM will-have.2SGM time.ACC   

mumtiʕ-an] 

good-ACC 

     ‘No matter when you go, you will have a good time.’ 

 

These examples would also be ungrammatical with mahmɑ and matamɑ 

instead of maɑː and matɑː. Thus, sawɑːʔ-un cannot combine with an 

ungoverned universal EC any more than a wh-interrogative. It seems, then, that 

MSA has no governed universal ECs.  

  Turning to the distribution of MSA ECs, they are like simple conditional 

clauses and other adjunct clauses in modifying an ordinary clause that can 

stand alone. The following show that the second clauses in (6) and (15a) are 

ones that can stand alone: 

 

(23) sa-taðˁallu   l-ʔintiqɑːdat-u    tuwajjah   ʔilay-hɑ  

will-continue  DEF-criticisms-NOM direct.PASS  to-it.3SGF 

‘Criticisms will still be directed at it.’ 

(24) sa-taqdˁiiː    waqt-an  mumtiʕ-an 

   will-have.2SGM time-ACC  good-ACC 

‘You’ll have a good time.’ 

 

The following show that simple conditional clauses and other adjunct clauses 

can modify an ordinary clause that can stand alone.  

 

(25) a.  [ʔiðɑː   ʔaχtˁaʔa -t          l-llajnat-u]     

     if   makes a mistake.PAST.3SGF DEF-committee-NOM  

sa- tuwajjah          l-ʔintiqɑːdat-u    ʔilay-hɑ 

will-direct.PASS  DEF-criticisms-NOM to-it.3SGF 

‘If the committee makes mistake, criticisms will be directed at it.’ 

b.  sa- tuwajjah          l-ʔintiqɑːdat-u    ʔilay-hɑ 

will-direct.PASS  DEF-criticisms-NOM to-it.3SGF 

‘Criticisms will be directed at it.’  
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(26) a.  [ħiːna  /   ħiːnamɑː tuχtˁiʔu     

     when   when    makes a mistake.PRES.3SGF   

l-llajnat-u]       tuwajjahu  l-ʔintiqɑːdat-u 

DEF-committee-NOM  direct.PASS  DEF-criticisms-NOM  

ʔilay-hɑ 

to-it.3SGF 

‘When the committee makes a mistake, criticisms are directed at it. 

b.  tuwajjahu  l-ʔintiqɑːdat-u    ʔilay-hɑ 

direct.PASS  DEF-criticisms-NOM to-it.3SGF 

‘Criticisms are directed at it.’ 

 

As one might expect, the adjunct clause can precede or follow the clause 

it modifies. These are alternative versions of (6) (with an ungoverned 

universal EC), (25a) (with a simple conditional clause), and (26a) (with 

a ‘when’ clause): 
 

(27) sa-taðˁallu   l-ʔintiqɑːdat-u    tuwajjah   ʔila 

will-continue  DEF-criticisms-NOM direct.PASS  to 

l-llajnat-i       [mahmɑ  faʕala-t] 

DEF-commit()tee-GEN  whatever  do.PAST.3SGF 

‘Criticisms will still be directed at the committee, whatever it does.’ 

(28) sa-taðˁallu   l-ʔintiqɑːdat-u    tuwajjah   ʔila 

will-continue  DEF-criticisms-NOM direct.PASS  to 

l-llajnat-i       [ʔiðɑː ʔaχtˁaʔa -t]  

DEF-committee-GEN   if    makes a mistake.PAST.3SGF  

‘Criticisms will still be directed at the committee, if it makes a mistake.’ 

(29) tuwajjahu  l-ʔintiqɑːdat-u    ʔila  l-llajnat-i  

direct.PASS  DEF-criticisms-NOM to   DEF-committee-GEN 

[ħiːna  /  ħiːnamɑː tuχtˁiʔu] 

when        makes a mistake.PRES.3SGF  

‘Criticisma are directed at the committee, when it makes a mistake.’ 

 

  In MSA, as in English, simple conditionals can also modify a clause with 

a special marking which cannot stand alone. We have examples like (30a), 

where, as (30b) shows, the modified clause cannot stand alone:  

 

(30) a.  ʔiðɑː ʔaχtˁaʔa -t          l-llajnat-u]        

if    makes a mistake.PAST.3SGF DEF-committee-NOM  

fa-sa-tuwajjah      l-ʔintiqɑːdat-u    ʔilay-hɑ 

then-will-direct.PASS  DEF-criticisms-NOM to-it.3SGF 

‘If the committee makes mistake, criticisms will be directed at it.’ 
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b.  *fa-sa-tuwajjah      l-ʔintiqɑːdat-u    ʔilay-hɑ 

 then-will-direct.PASS  DEF-criticisms-NOM to-it.3SGF 

 

In English, ECs cannot modify a marked clause:2 

 

(31) Whatever the committee does, (*then) criticisms will be directed at it. 

 

But this is possible in MSA. The following illustrates for ungoverned universal 

ECs:  

 

(32) [mahmɑɑː faʕala-t      l-llajnat-u]        

 whatever  do.PAST-3SGF  DEF-committee-NOM   

fa-sa-tuwajjah      l-ʔintiqɑːdat-u    ʔilay-hɑ 

then-will-direct.PASS  DEF-criticisms-NOM to-it.3SGF 

‘Whatever the committee does, criticisms will be directed at it.’ 

 

Ungoverned alternative ECs and governed alternative ECs are the same.  

 

(33) [ʔa-ðahab-ta    ʔilaɑː  baris  ʔam  lam  taðhab]  

    (Q)-go.PAST-2SGM  to    Paris  or   not  go.PRES.2SGM 

fa-sa-taqdˁiiː      waqt-an  mumtiʕ-an 

   then-will-have.2SGM  time-ACC  good-ACC 

‘Whether you go to Paris or not, you’ll have a good time.’ 

(34) [sawɑːʔ-un  [(ʔa)-ðahab-ta   ʔilaɑː baris ʔam lam  taðhab]]  

     same-NOM     Q-go.PAST-2SGM  to   Paris or  not  go.PRES.2SGM 

fa-sa-taqdˁiiː      waqt-an  mumtiʕ-an  

   then-will-have.2SGM  time-ACC  good-ACC 

‘No matter whether you go to Paris or not, you’ll have a good time.’ 

 

Whereas both simple conditionals and ECs can follow as well as precede an 

unmarked clause, they can only precede a marked clause, as the following 

(ungrammatical versions of (30a), (32), (33) and (34)) show:  

 

  

 
2 Bhatt & Pancheva (2006: 4.1.1) highlight a number of situations in which then is 

unacceptable in an English conditionals, among them situations where ‘the antecedent 

explicitly exhausts all possibilities’, which they illustrate with the following (where ‘#’ 

indicates unacceptability): 

(i). If John is dead or alive, (# then) Bill will find him. 

On the face it, this would exclude then after an exhaustive conditional. It seems that 

MSA fa- is not restricted in this way. 
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(35) *fa-sa-taðˁallu    l-ʔintiqɑːdat-u    tuwajjah    ʔila 

  then-will-continue  DEF-criticisms-NOM direct.PASS  to 

l-llajnat-i       [ʔiðɑː ʔaχtˁaʔa-t]  

DEF-committee-GEN   if    makes a mistake.PAST.3SGF  

‘Criticisms will still be directed at the committee, if it makes a mistake.’ 

(36) *fa-sa-tuwajjah      l-ʔintiqɑːdat-u    ʔila 

  then-will-direct.PASS  DEF-criticisms-NOM to 

l-llajnat-i       [mahmɑɑː faʕala-t] 

DEF-committee-GEN  Whatever  do.PAST-3SGF   

‘Criticisms will be directed at the committee, whatever it does.’ 

(37) *fa-sa-taqdˁiiː      waqt-an  mumtiʕ-an 

     then-will-have.2SGM  time-ACC  good-ACC 

[ʔa-ðahab-ta    ʔilaɑː  baris  ʔam  lam  taðhab]  

    (Q)-go.PAST-2SGM  to    Paris  or   not  go.PRES.2SGM 

‘You’ll have a good time, whether you go to Paris or not.’ 

(38) *fa-sa-taqdˁiiː      waqt-an  mumtiʕ-an  

     then-will-have.2SGM  time-ACC  good-ACC 

[sawɑːʔ-un  [(ʔa)-ðahab-ta   ʔilaɑː baris ʔam lam  taðhab]]  

     same-NOM     Q-go.PAST-2SGM  to   Paris or  not  go.PRES.2SGM 

‘You’ll have a good time, no matter whether you go to Paris or not.’ 

 

 

3. Analyses 

 

We will look first at the distribution of ECs and then consider their internal 

structure. The central fact here is that they can modify either an ordinary clause 

that can stand alone or a clause marked by fa-. The first situation is a simple 

matter. The second is more challenging. 

  Combinations of simple conditional or EC and an ordinary clause can be 

analysed as head-adjunct structures just like other combinations of adverbial 

clause and main clause. We assume the following coinstraint: 

 

(39)  hd-adj-ph    [
DTRS < [1][SS [2]], [HEAD [MOD [2]]] >
HD-DTR [1]

] 

 

Assuming that some general constraint, e.g. the Generalized Head Feature 

Principle of Ginzburg & Sag (2000), requires a phrase and its head to normally 

have the same syntactic and semantic properties, this will give structures of the 

following form (where the daughters may appear in either order): 
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(40)              [1] 

 

       HD-DTR 

 

           [1]         [MOD [1] 

 

(41)                 [1] 

 

                       HD-DTR 

 

         [MOD [1]        [1] 

 

The examples in (6), (7), (9), and (15) will have structures of the following 

form: 

 

(42)               S 

              [MOD none] 

 

 

          S             [1]S 

         [MOD [1]]        [MOD none]     

 

 

  

The example in (27), in which the adjunct clause comes second will have a 

structure of this form with the order of the daughters reversed. We will propose 

below that governed alternative ECs introduced by sawɑːʔ-un are NPs. This 

means that the examples in (17), where EC contains sawɑːʔ-un will have a 

structure like (42) in which the modifier is an NP. 

  Combinations of simple conditional or EC and a clause marked by fa- are 

different. They cannot be analysed as ordinary head-adjunct structures. If they 

were, they would have the same SYNSEM value as the fa-clause, which would 

leave us without an explanation for the fact that such combinations are ordinary 

main clauses, which, unlike fa-clauses, can stand on their own. Like simple 

conditionals, they are one of a number of types of correlative clause, discussed 

Alqurashi & Borsley (2014), in which an adverbial clause and a main clause 

both have some distinctive marking and the main clause cannot appear on its 

own. The following illustrate: 

 

(43) a.  [bimaa  ʔannka     taqraʔu      ʔakθar] [ʔiðann    

       as/since  COMP.2SGM  read-IMPF.2SGM more    so     

sa-tafhamu          ʔakθar]   

will-understand.IMPF.2SGM  more    

‘As/since you read more, so you will understand more.’ 
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b.  *ʔiðann  sa-tafhamu          ʔakθar  

        so     will-understand.IMPF.2SGM  more    

(44)  a.  [biqadri-maa  taqraʔ]       [biqadri-maa  

 as-much-as read-IMPF.2SGM as-much-as 

tafham] 

understand. IMPF.2SGM 

‘As much as you read, so much you understand.’ 

   b.  *biqadri-maa  tafham 

 as-much-as   understand. IMPF.2SGM 

(45) a.  [kullamã  qaraʔta      ʔakθar] [kullamã   

       whenever read.PERF.2SGM more    whenever 

fahimta          ʔakθar] 

     understand.PERF.2SGM  more 

‘Whenever you read more, you understood more.’  

‘The more you read, the more you understood.’  

b.  *kullamã  fahimta          ʔakθar] 

       whenever understand.PERF.2SGM  more 

 

The type of analysis proposed by Alqurashi & Borsley (2014) for these 

examples can also be applied to ECs combining with a clause marked by fa-. 

  These clause types are unproblematic if general constraints can be 

overridden by more specific constraints since this means a constraint can 

require a phrase and its head to differ in some respects. Following Alqurashi 

& Borsley (2014), we assume that a number of types of clause with a distinctive 

form have a value other than none for a feature CORREL, while ordinary 

clauses which can stand alone are [CORREL none].3 We propose that there is 

a subtype of head-adjunct-phrase called correlative-clause, and that it has a 

number of subtypes, including ʔiðaa-fa-clause, giving the following type 

hierarchy: 

 

(46)     head-adjunct-phrase 

 

 

…        …     correlative-clause 

 

 

ʔiðaa-fa-clause     …     … 

 

We propose that correlative-clause and ʔiðaa-fa-clause are subject to the 

following constraints: 

 
3 Essentially the same CORREL feature was assumed in Abeillé, Borsley, Espinal 

2006) and Borsley (2011). It is also assumed more recently in Abeillé & Chaves 2021: 

3.3). 
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(47)  correlative-cl    [
CORREL 𝑛𝑜𝑛𝑒                                                               
DTRS < [CORREL 𝑛𝑜𝑛𝑒], [CORREL 𝑛𝑜𝑛𝑒] >

] 

 

(48)  ʔiðaa-fa-cl      [DTRS <[CORREL fa], [CORREL ʔiðaa]>] 

 

Together they give clauses with structures with following form for of (30a), 

(32), (33) and (34): 

 

(49)       [CORREL none] 

 

                       HD-DTR  

 

   [CORREL ʔiðaa]     [CORREL fa] 

 

If both simple conditionals and ECs are [CORREL ʔiðaa], they will appear in 

these clauses. 

  The analysis needs one further component: a constraint to ensure that the 

main clause, marked with fa-, comes second in correlative clauses, including 

ʔiðaa-fa clauses. The following seems appropriate: 

 

(50)  correlative-cl  [
PHON [1]  [2]                                   

DTRS < [PHON [2]], [PHON [1] >
]  

 

With this, we have a fairly simple account of the distribution of ECs, which 

captures their similarity to simple conditionals and some other types of clause 

which can appear in correlative clauses. 

  An important feature of this analysis is that [CORREL ʔiðaa] clauses do 

not always contain the lexeme ʔiðaa. But the following suggests that English 

[CORREL if] clauses do not always contain the lexeme if: 

 

(51) Had I been there, then I would have seen you. 

 

Thus, there is no obvious reason why clauses which do not contain ʔiðaa 

should not be [CORREL ʔiðaa]. 

  Within this analysis, (32) and (33) will have structures of the following 

form: 
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(52)               S  

 [
MOD 𝑛𝑜𝑛𝑒      
CORREL 𝑛𝑜𝑛𝑒

]  

 

 

          S             [1]S 

        [
MOD [1]           
CORREL ʔ𝑖ð𝑎𝑎

]       [
MOD 𝑛𝑜𝑛𝑒  
CORREL 𝑓𝑎

]   

 

 

 

(34) will have a similar structure in which the modifier is an NP. 

  We can turn now to the internal structure of ECs. We will begin with 

governed alternative ECs such as those in (17). Essentially, all that is needed 

here is an appropriate analysis for sawɑːʔ-un.  

  Like no matter, as discussed in Arnold and Borsley (2014), sawɑːʔ-un can 

be analysed as a head which takes an interrogative and derives a conditional 

meaning from it, but unlike no matter, it only takes an alternative interrogative. 

Given the approach just proposed to the distribution of ECs, ECs and hence 

sawɑːʔ-un, must be [CORREL ʔiðaa]. This suggests an analysis of the 

following form for sawɑːʔ-un: 

 

(53)  

[
 
 
 
 
 
SS|LOC [

CAT [
HEAD [

𝑛𝑜𝑢𝑛           
MOD S: [1]]

CORREL ʔ𝑖ð𝑎𝑎         
]

CONT 𝑒𝑥−𝑐𝑜𝑛𝑑 ([2], [1])   

]

ARG−ST 〈[LOC [
CAT S        
CONT [2]]

]]〉            
]
 
 
 
 
 

 

 

Following Arnold and Borsley (2014: 33), ex-cond ([2], [1]) is a condition 

which holds just in case [1] holds in every situation identified by [2]. Nothing 

here ensures that the complement is an alternative interrogative. This should 

probably be done with an appropriate CONT value, perhaps drawing on the 

analysis of Yoo (2000). With this analysis for sawɑːʔ-un, we will have a 

structure of the form in (54) for the EC in (17a) (‘No matter whether you go to 

Paris or not’).  
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(54)            [
HEAD [1] [

𝑛𝑜𝑢𝑛  
MOD S

]

CORREL [2]ʔ𝑖ð𝑎𝑎 
COMPS <>          

] 

 

 

     [

HEAD [1]              
CORREL [2]         

COMPS < [3] >
]         [3]S 

 

 

 

 

         sawɑːʔ-un    (ʔa)-ðahab-ta ʔilaɑː baris ʔam lam taðhab 

 

There is no need for (52) to specify what the modified S can be. The grammar 

will allow either an S[CORREL none] in an ordinary head-adjunct clause or a 

fa-clause in an ʔidaa-fa clause. 

  We can turn next to ungoverned alternative ECs. One possibility for 

ungoverned alternative ECs would be an analysis involving a phonologically 

null counterpart of sawɑːʔ-un. But if one shares the standard HPSG preference 

to avoid empty elements, the obvious alternative is a unary branching analysis 

in which the daughter has an interrogative meaning just like the complement 

of sawɑːʔ-un and the mother derives a conditional meaning from it in 

essentially the same way as sawɑːʔ-un does. We propose a phrase type 

ungoverned-alternative-ec subject to the following constraint: 

 

(55)  ungoverned-alternative-ec  

 

    

[
 
 
 
 SS|LOC [

CAT [
HEAD [MOD S: [1]]
CORREL ʔ𝑖ð𝑎𝑎         

]

CONT 𝑒𝑥−𝑐𝑜𝑛𝑑 ([2], [1])    
]

DTRS 〈[LOC [
CAT S       
CONT [2]

]]〉                   
]
 
 
 
 

 

 

As with the complement in (45), it needs to be specified that the daughter is 

an alternative interrogative, probably with an appropriate CONT value. This 

will give a structure of the following form for the EC in (15a) (‘whether you 

go to Paris or not’): 
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(56)           [
HEAD [MOD S]
CORREL ʔ𝑖ð𝑎𝑎 

] 

  

              S 

 

 

 

 

(ʔa)-ðahab-ta ʔilaɑː baris ʔam lam taðhab 

 

  Finally, we can consider ungoverned universal ECs (which, as we have 

noted, are the only type of universal EC). We have seen that they involve head-

filler phrases in which the filler contains one of a small number of EC words. 

If they were identical to wh-interrogatives like their English counterparts, it 

would be reasonable to propose a unary branching analysis like that we have 

proposed for ungoverned alternative ECs.4 It is clear that they are not wh-

interrogatives, but the analysis of wh-interrogatives is still of some relevance. 

As we noted above, they are like wh-interrogatives in identifying a set of 

possible situations, but unlike wh-interrogatives in indicating that all the 

situations are ones in which the modified clause is true. 

  We propose that ungoverned universal ECs involve a special subtype of 

head-filler-phrase, which we will call the subtype universal-ec. In other words, 

we assume a type hierarchy of the following form: 

 

(57)          head-filler-phrase 

 

 

    wh-interrogative  wh-relative  universal-ec  … 

 

This subtype needs to have the following properties: 

 

• It has a filler with one of a small number of EC words. 

• It modifies a clause. 

• It is [CORREL ʔidaa]. 

• It has conditional semantics.  

 

We attribute these properties to the following constraint: 

 

  

 
4 However, not all English wh-interrogatives can be ECs. Whatever he did and whether 

he did it or not can be ECs, but what he did and whether he did it can’t. Arnold & 

Borsley (2014: 34) note this, but do not discuss how overgeneration could be avoided. 
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(58)  universal-ec  

 

    

[
 
 
 
 SS|LOC [

CAT [
HEAD [MOD S: [1]
CORREL ʔ𝑖𝑑𝑎𝑎      

]                               

CONT 𝑒𝑥−𝑐𝑜𝑛𝑑 ({, … }[𝐗[𝐘](𝐙)], [1])
 ]

DTRS 〈[
EC {}    
CONT 𝐙 

] , [
SLASH {[CONT 𝐗]}
CONT 𝐘                    

]〉                    ]
 
 
 
 

 

 

We have an EC feature here where wh-interrogatives have WH, and we assume 

that its value, like that of WH, is a set containing a single parameter, a 

combination of an index and a restriction. Building on Sag’s (2010: 5.3) 

analysis of wh-interrogatives, we assume that the semantics involves a 

propositional abstract constructed from the semantics of the daughters, but 

unlike with wh-interrogatives, this is the first argument of ex-cond, and the 

modified clause is the second argument as before. This is also somewhat like 

Sag’s (2010: 5.4) analysis of wh-relatives, in which a modifying semantics is 

based on a clausal semantics. 

  With this analysis, we will have a structure of the following form for the 

EC in (6): 

 

(59)            [

HEAD [1][MOD S]

CORREL [2]ʔ𝑖ð𝑎𝑎 

SLASH {}              
]   

  

 

      [
LOCAL [3]
EC {}       

]        [

HEAD [1]       
CORREL [2]   

SLASH {[3]} 
] 

 

 

 

       mahmɑ      faʕala-t l-llajnat-u 

 

With this we have an analysis of all three types of EC. 

 

 

4. Concluding remarks 

 

In this paper, we have outlined analyses of both the distribution of MSA ECs 

and the internal structure and interpretation of the three different types. We 

have argued for the following positions: 

 

42



  

• Like simple conditionals, ECs can be the adjunct in both an ordinary head-

adjunct clause and a ʔiðaa-fa subtype of correlative clause. 

 

• Governed alternative ECs are head-complement phrases, in which a head 

takes an alternative interrogative as its complement and derives a 

conditional meaning from it. 

 

• Ungoverned alternative ECs have a unary branching analysis in which the 

daughter is an alternative interrogative and the mother derives a 

conditional meaning from it. 

 

• Ungoverned universal ECs involve a subtype of head-filler phrase, which 

derives a conditional meaning from its daughters. 

 

We have developed three rather different analyses here for the three types of 

ECs that occur in MSA. We think this is justified by their rather different 

properties. However, the analyses share certain features reflecting the shared 

properties. All have a MOD value allowing them to modify a clause, all have 

the [CORREL ʔidaa] specification allowing them to be the adjunct daughter in 

an either an ordinary head-adjunct clause or an ʔidaa-fa clause, and all have 

conditional semantics, based on EX-COND. We think, then, that the analyses 

capture both the differences and the similarities among MSA ECs.  

  Naturally, there are further issues that merit discussion here. We have 

emphasized similarities between ECs and simple conditionals, which are 

greater in MSA than English. There are, however, important differences in 

MSA, as in Engish. One involves faqatˁ ‘only’. This can be added to a simple 

conditional, as the following illustrate: 

 

(60) a.  saʔarɑː-ka        ʔiðɑː  kunta    fi  bariːs  ʔaw 

     will-see.1SG.F/M-2SGM  if    was.2SGM in  Paris  or 

     ruːma 

Rome 

‘I will see you if you are in Paris or Rome.’ 

b.  saʔarɑː-ka        faqatˁ  ʔiðɑː  kunta    fi  bariːs  

will-see.1SG.F/M-2SGM  only  if    was.2SGM in  Paris   

  ʔaw ruːma 

or  Rome 

‘I will see you only if you are in Paris or Rome.’ 

 

But faqatˁ cannot be added to an EC. Hence, only (a) is acceptable in the 

following: 
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(61) a.  saʔarɑː-ka        kunta    fi  bariːs  ʔaw ruːma 

will-see.1SG.F/M-2SGM  was.2SGM   in   Paris  or  Rome 

‘I will see you whether you are in Paris or Rome.’ 

   b.  *saʔarɑː-ka        faqatˁ  kunta    fi  bariːs  ʔaw 

      will-see.1SG.F/M-2SGM  only  was.2SGM   in   Paris  or  

ruːma 

     Rome 

‘*I will see you only whether you are in Paris or Rome.’ 

 

There is nothing in our analysis that suggests there should not be differences 

as well as similarities between ECs and simple conditionals. As the translations 

indicate, the same contrast is found in English, and we assume that it will be 

explained in the same way in the two languages. 

  There is at least one important limitation of our discussion. We have 

focused throughout on ECs modifying declarative clauses. But in MSA, as in 

English, both simple conditionals and ECs can also modify interrogatives and 

imperatives, as the following show: 

 

(62) a.  [ʔiðaɑː ðahab-ta    hunɑːk] maðɑː sa-tafʕal? 

             if    go.PAST.2SGM  there, what will-do.2SG.M?     

‘If you go there, what will you do?’ 

   b.  [ʔiðaɑː    ðahab-ta    hunɑːk]  sallim      ʕalay-him 

         if        go.PAST.2SGM there   greet.2SGM  to-him.     

‘If you go there, greet him.’ 

(63) a.  [ʔaynmɑː   ðahab-ta]     hal sa-taʕuːdu sariːʕ-an? 

 wherever     go.PAST.2SGM  Q  will-back  quickly-ACC 

‘Wherever you go, will you come back quickly?’ 

   b.  [ʔaynmɑː ðahab-ta]      badir         bi-tˁrħ-I   

wherever go.PAST.2SGM  initiate.2SGM  with-ask-GEN  

l-ʔsʔilat-i 

DEF-questions-GEN 

‘Wherever you go, ask questions.’ 

 

The approach to conditionals assumed here seems to deal well with 

declaratives, but on the face of it, it needs to be revised or extended in some 

way to accommodate interrogatives and imperatives. But this is an issue that is 

not specific to MSA. The facts are essentially the same in English, and no doubt 

other languages. We assume, therefore, that whatever approach seems 

appropriate elsewhere could be extended to MSA.5 

 

 

 
5 For some discussion, see e,g. Isaacs & Rawlins (2008) and Kaufmann & Schwager 

(2009). 
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Abstract

This paper examines the syntactic and semantic properties of the
confirmative use of sempre in European Portuguese. Unlike its temporal
counterpart which carries the meaning of ‘always’, confirmative sempre
is restricted to the pre-verbal position, disqualifying it as a prototypical
adverb. In terms of its semantic contribution, the confirmative discourse
particle sempre marks the proposition as given by suspending the stress
on phonological constituents in the clause. Consequently, the nuclear
stress falls on sempre. Contrary to the analysis proposed by Amaral
& Del Prete’s (2014), givenness is not equated with being part of
the shared knowledge/common ground. Instead, there could have
been disagreement about the validity of the embedded proposition
between the speaker and the addressee at some earlier stage. Givenness,
therefore, will be understood as being part of at least one party’s
discourse commitments, following the framework of Farkas & Bruce
(2010).

1 Introduction

This paper addresses the question of whether there are genuine ‘modal’
particles in Portuguese. Although there have been proposals slightly fewer
than twenty candidates over the past thirty years (cf. Franco 1990: 175, 1998:
147–149, Macário-Lopes 1998: 8–10, Meisnitzer 2012: 344–353, Pinto de
Lima 1997, Mendes & Lejeune 2022), these candidates lack essential syntactic
properties. The present study focuses on the items afinal, cá, lá, sempre and
nem, (i) all of which are restricted to the position preceding the finite verb
and (ii) all of which make reference to either previously shared expectations
attributed to the speaker, the addressee, or some third party.

To date, it remains contested whether these items qualify as belonging
to the syntactic category particle and to what extent they exhibit ‘modal’
semantics. This debate largely stems from terminological confusion inherited
from the early pioneering work on German modal particles by Weydt (1969).
Already Thurmair (1989: 3) observed that, in previous studies on these
particles in German, the term ‘modal’ only is used to express that these
markers convey extra-propositional meaning and therefore does not contribute
much in the characterisation of these elements. As a consequence, the most
recent literature on German replaced the misleading term modal by the
descriptively more adequate term discourse, as in the handbook articles by

†First, we would like to express my gratitude to the three anonymous reviewers during
the initial reviewing process and the fourth one in the final reviewing process for their
comments and suggestions. They helped to significally improve the quality of the present
paper. Furthermore, we are indebted to Marco Coniglio, Jonathan Ginzburg, Elena
Karagjosova, Andy Lücking, António Machicao y Priemer, Ana Maria Martins, Rui
Marques, Amalia Mendes, Benjamin Meisnitzer, Eva Remberger, Oliver Schallert and
Giuseppe Varaschin for ther comments and support before and after the presentation.
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Zimmermann (2011) and Grosz (2020). Thus the more appropriate term
discourse particle is used in this paper whenever these items do not clearly
reflect the basic characteristics of modal semantics.

The paper aims to bring clarity to the discussion by drawing on corpus
data and on recent findings on discourse semantics. It concludes that at least
the confirmative use of sempre, which is the main focus of this study, exhibits
all the relevant characteristics comparable to its German counterparts. Fur-
thermore, regarding its semantics, mirativity and the dimension of discourse
are much more relevant for its description than is the dimension modality in
the narrow sense. The dimension discourse is understood here as referencing
assertions or other types of commitments, beliefs or expectations that were
previously shared between the speaker and the addressee. Specifically, the
particle sempre makes reference to previous Discourse Commitments and/or
Common Ground, in the sense of Farkas & Bruce (2010: 84–90). Finally, a
definition of the syntactic category of discourse particles will be suggested,
which applies at least to Germanic and Romance languages.

2 Syntactic properties of sempre, nem, lá, cá and
afinal

Adopting the more developed insights from decades of research on German
modal particles as discussed by Thurmair (1989: 25–29, 36) and Coniglio
(2008: 14–16, 121–126, 148, 159), this paper shows that the term particle is
essentially a syntactically motivated category. Specificially, it refers to a type
of defective sentence adverbial, which has almost completely lost its capacity
for displacement within a clause and no longer is part of a question domain of
any question pronoun, in the sense of Ginzburg (2012: 122), and often not of
a focus domain either. The question domain of a question pronoun like who,
what or why is the set of constituents which are possible answers. For instance,
the question domain of who contains all NPs that denote referents with the
feature [+human]. Similarly, the question domain of why encompasses all
the PPs and adverbials, or adverbial clauses that can denote a cause of an
event or proposition. Likewise, the focus domain contains all the possible
alternatives by which a focused item could be replaced. It should be noted,
however, that confirmative sempre in declarative clauses obligatorily attracts
nuclear stress, just as its german congate stressed DOCH which acts as
an exponent of verum (focus), as shown by Gutzmann (2010) and Egg &
Zimmermann (2012: 230–233).

Before examining the corpus data, it is important to note that in Indo-
European languages most of the discourse particles represent just one single
use among several uses of polyfunctional or heteronymous lexemes, as illus-
trated by Thurmair (1989: 21), Helbig 1994, and Coniglio (2008: 8–9). In
European Portuguese, sempre is primarly used as a temporal adverb that

49



universally quantifies over time intervals, similar to its English counterpart
always. In that usage, it preferably occurs in the post-verbal position as
demonstrated in example (1).

(1) O
det.m

banho
bath

de
of

imersão
immersion

éV
is

sempre
always

demorado.1

take.time-ppp
‘The full bath is always time consuming.’

(2) Vocês
you.pl

ontem
yesterday

sempre
after.all

foramV

were
ao
at.the.m

cinema?2

cinema
‘Did you go to the cinema after all?’

In contrast, the more gramaticalised discourse particle use of sempre, also
referred to as confirmative sempre, is restricted to the preverbal position
as illustrated in example (2). Its semantics is more intricate. Confirmative
sempre in example (2) requires there to be a previously shared commitment
of the addressee to go the cinema, which was later doubted by the speaker.

In its limitation to the preverbal position, confirmative sempre fulfils the
main criterion for particles introduced above. Apart from sempre there are
many other core candidates for discourse particles competing for the same
slot (cf. Franco 1990: 175, 1998: 147, 150; Macário-Lopes 1998: 7, Brito 2001:
66, Ambar et al. 2004: 2–5, Fiéis 2010 and Amaral & Del Prete 2014: 137).
Amaral & Del Prete (2014: 137) and Ambar et al. (2004: 3) even attempt to
correlate the semantic interpretation of the modifier sempre with its syntactic
position, claiming that the confirmative use of sempre is only available in
the preverbal position whereas the temporal use is rejected in the preverbal
positions by many native speakers. However, in the corpora investigated
here, there are numerous instances of temporal sempre in preverbal position,
falsifying the second part of the authors’ claim.

Additionally, Macário-Lopes (1998: 9) and Amaral & Del Prete (2014:
146–147) argue that confirmative sempre cannot co-occur with negation,
instead another particle afinal has to be chosen. In contrast, Franco (1998:
148) discusses an example where the negation não appears within the scope
of confirmative sempre, though he notes that negation can never take scope
over confirmative sempre.

We conducted two independent corpus studies, based on data from the
DiLeB corpus (Discurso Informal de Lisboa e Braga) and the CRPC corpus
(Reference Corpus of Contemporary Portuguese).3

1CRPC-ORAL pf1202pu.txt.
2CRPC-ORAL pfamcv06.txt.
3The DiLeB-corpus (Discurso Informal de Lisboa e Braga) is an online corpus of

informal conversations with speakers from Lisbon and Braga in sociolinguistic interviews
from the last decade of the 20th century.

http://teitok.clul.ul.pt/dileb/index.php?action=home

The CRPC corpus (CRPC-ORAL (Reference Corpus of Contemporary Portuguese)
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The frequencies are represented in Tables 1 and 2. It should be noted
that one defining feature of discourse particles is that they often represent
just one usage of polyfunctional or heteronym lexemes, which are notoriously
difficult to distinguish (Thurmair 1989: 21, Helbig 1994, Coniglio 2008: 8–9).
In most cases, there are also less grammaticalised, more lexical adverbial uses.
For instance, Portuguese sempre primarly functions as a temporal adverb
meaning ‘always’, which universally quantifies over time intervals.

The figures presented are simple counts of the lexemes without differenti-
ating the particle uses. However, the discourse-oriented uses of these adverbs
are rare, and almost exclusively in the preverbal position. The situation
with afinal is less clear, as it always conveys discourse meaning but it can
occur post-verbally or clause-initially ,and unlike sempre, it can appear with
varying placements of the nuclear stress (cf. Amaral & Del Prete 2014: 141
for a similar observation for its Italian counterpart alla fine). In the DiLeB
corpus, afinal has a strong preference for the preverbal position, in the CRPC
corpus, however, it is attested mostly in clause initial position. Similarly,
the discourse-oriented uses of nem have a strong preference for the preverbal
position.

position nem sempre afinal lá cá

preverbal 181 177 13 505 132
postverbal 99 503 2 1018 259
other pos. 283 109 0 345 115

total 563 789 15 1868 506

Table 1: The placement of discourse modifiers and their polyfunctional
variants – CRPC corpus

position nem sempre afinal lá cá

preverbal 395 288 7 1232 133
postverbal 152 1009 5 2358 378
other pos. 523 297 25 867 334

total 1070 1594 37 4457 845

Table 2: The placement of discourse modifiers and their polyfunctional uses
–DiLeB corpus

Being limited to the preverbal position, confirmative sempre behaves

is another online corpus composed mostly of spoken European Portuguese from various
contexts and periods of recent time.

http://teitok.clul.ul.pt/crpcoral/index.php?action=home
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similarly to other recognised modal particles in other Romance, such as
Italian mai and particles in Germanic languages including German and
Scandinavian (cf. Coniglio 2008: 14–16, 95–101, Coniglio 2023: 11–15). In
other words, these particles defined by their placement restrictions to some
position at the left edge of the extended VP or TP—corresponding to the the
preverbal position in Romance languages, and some position in the middle
field in German.4

It is quite plausible to assume that the extremely limited freedom of move-
ment for these particles arises from more general requirements. As observed
by Hentschel (1983: 48, 1986: 210–213, 232–238) Thurmair (1989: 25–37)
and Coniglio (2008: 102–108), the dimensions of givenness and definiteness
play essential roles in the placement of discourse particles in German. These
authors argue that discourse particles mark the boundary between the theme
(given information) and rheme (discourse new information). Their observa-
tions suggest that the nuclear stress must follow the particles, and that it
may be the focus—rather than the rheme—that comes after the particle.

Despite Franco’s (1998: 144, 150) observation that discourse particles in
Portuguese do not mark the left boundary of the constituent of the rheme, the
Portuguese confirmative particle sempre is also sensitive to focus. Amaral &
Del Prete (2014: 139–140, 148–149) argue that the confirmative use of sempre
requires the entire prejacent proposition to be destressed, while sempre itself
attracts nuclear stress. Thus, it behaves semantically very similarly to the
stressed version of the German particle doch (cf. Egg & Zimmermann 2012),
as already noticed by Franco (1998: 153).

3 Modal or discourse oriented – the semantics of
sempre

Thurmair (1989: 3) noted that previous studies on particles used the term
‘modal’ loosely to indicate that these markers convey extra-propositional
meaning, following Palmer’s (1986: 1) very vague definition of modality,
which posits that modal modifiers encompass any type of modifier that take
scope over the proposition. As a result, this term contributed little to the
precise characterisation of these elements. In subsequent research, Portner

4However, there are no discrete boundaries between discourse particles and sentential
adverbs as regards to their semantics. Confirmative sempre in Italian is fairly common in
postverbal position, which is only possible for adverbs under the definition defended here.
But at the same time, Italian sempre lacks past related interpretations in as demonstrated
by Amaral & Del Prete (2014: 135, 137, 140–149), which is a clear indicator that it is
grammaticalised to a lesser degree. Apart from that, the Italian marker is less frequently
used than its Portuguese cognate. In a similar vein, Portuguese afinal and its Italian
counterpart alla fine occur in positions typical for adverbs but nevertheless these itmes
display a meaning related to sempre, indicating an epistemic change or conflict in the
discourse.
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(2009: 1) offered a clearer definition of modality describing it as making
statements about situations in non-actual possibilities/possible worlds. His
work is heavily inspired by earlier work by Kratzer (1978, 1981), who focused
only on selected modal verbs in German and English but did not explicitly
defne of modality as a phenomenon itself. However, among the 20–35 markers
considered as modal particles by Thurmair (1989: 49) and Durell (2011) only
a few, such as the epistemic particles wohl refer to non-actual possibilities.
Most of these elements instead refer to shared or individual beliefs, convictions
or statements by discourse participant or third participants, some of them
but not all also refer to events in non-actual worlds.

The dimension of discourse seems more relevant for many of these items, as
they reference propositions to which at least one speech participant is publicly
committed too. Macário-Lopes (1998: 8–9) observed that the confirmative
particle sempre expresses the speaker’s expectations and doubts regarding
the truth of the prejacent propostion p. Amaral & Del Prete (2014: 135–140,
2016: 1135–1137, 2020: 5–7) propose a more specific and detailed description
of the semantic contribution of confirmative sempre. They argue that it is
“only felicitous in a context where the truth of the prejacent is presupposed
to have been under discussion by the interlocutors” (p. 140).

In their analysis, Amaral & Del Prete (2014: 149–150) take the particle
sempre to be an epistemic modal operator that takes a proposition p and
returns the confirmation of the truth of that proposition, and referencing
three different temporal points: an initial point t1 prior to utterance time
when the prejacent p4 was considered true in all the best epistemic worlds,
a subsequent point t2 when it became possible that p could be false, and
utterance time t0 when p is confirmed to be true. Crucially, they align with
Kratzer’s (1978, 1981), view that epistemic modal operators are evaluated
with respect to collective knowledge, rather than individual knowledge.

While Amaral & Del Prete’s (2014: 149–150) analysis captures many
relevant aspects of sempre, it has at least two essential short comings. Firstly,
it fails to distinguish between propositions to which both speech participants
commit (hence part of the common ground) and propositions to which are only
known to the speech participants, in the sense of that the speech participants
know that one of them has publically committed to them without that the
other speech participants shares that commitment. In the example (3), it
is possible that the speaker never believed the proposition p that CHEGA
would win more than 15% but addressee always insisted that p would be true.
In such a scenario p was never part of the common ground, of the shared
knowledge between speaker and addressee. However, what was mutually
shared knowledge is that the addressee wanted to add p to the common
ground. So there are two different senses for p of being ‘known’.

The most common case are propositions to which only one speech par-
ticipant committed publicly by asserting it, but whose truth is contested by
the other party. This conflict can be resolved assuming that there is another
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resource in the discourse representation besides the common ground, which
represents shared beliefs, namely discourse commitments, in the sense of Gun-
logson (2001: 146–150) and Farkas & Bruce (2010). Discourse commitments
are propositions to which only one of the party is unilaterally committed. The
importance of commitments is increasingly being acknowledged in current
research, Geurts (2019) proposes an entire theory of speech acts and discourse
representation grounded on commitments.

The second shortcoming concerns the conception of epistemic modality.
Lasersohn (2005: 277), Stephenson (2007: 489) and Maché (2019: 517–540)
observed that epistemic modal operators are not evaluated with respect to
what is “generally known in the world”, as suggested in Kratzer’s early work
but their interpretation is always dependent on a specific epistemic judge.

Amaral & Del Prete (2014: 149–150) encounter difficulties in explaining
the most common occurrences of sempre, especially when there is a disagree-
ment at t2 between the speaker and addressee or third party about the validity
of the proposition p. For the sake of clarity, the different roles will be defined
as follows: the endorser refers to the participant who initially endorses the
proposition p, and as the questioner, the participant who later challenges
the validity of p. A scenario where sempre signals disagreement between a
endorser and a questioner is illustrated in example (3). The endorser of the
expectation p can be explicitly encoded by phrases like ‘you were right’ and
as shown below, speaker and addressee can have different convictions:

(3) Tinha/Tinhas/A
have.imp.1s/have.impf.2s/det.f

minha
my.f

vizinha
neighbour

tinha
have.pst.3s

razão,
right

o
det.m

CHEGA
Chega

sempre
sempre

ganhou
win.pst.3s

mais
more

de
than

15%.
15%

‘I was/You were/My neighbour was right, the CHEGA party won more
than 15% after all.’

The proposition ‘CHEGA wins more than 15%’ in the example above
was never part of the Common Ground, because it was never a belief shared
between all the parties involved. A similar test can be applied to identify
the questioner, who holds the belief at t2 that p could be false. The follow
up T’as a ver? ‘Do you see now?’ presupposes that the addressee has not
committed to p, and thus cannot be the endorser, but must have been the
questioner in previous discourse. In other words, the roles of the endorser
and the questioner can be assigned to either speaker and addressee or vice
versa, depending on the context. But both roles may be performed by the
speaker simultaneously, indicating a double change of their epistemic state at
t2 and at utterance time.
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4 Analysis

The analysis presented here is implemented in HPSGTTR/KoS (based on Type
Theory with Records) as suggested by Ginzburg (2012) and more recently
in the HPSG handbook in Lücking et al. (2021). This particular version of
HPSG includes semantics that is specialised for representing dialogues with
their intricate semantic relations. The discourse particles under discussion
make reference to discourse commitments or their suspension that have
been previously shared between the speaker and the addressee. Given the
large body research within HPSGTTR, which specialises in the treatment of
the semantic relations within dialogue moves, it is more appropriate than
alternative implementations of semantics within the framework of HPSG. As
will be shown below, a dialogue game board including the feature move is
incredibly helpful for tracking discourse commitments previously made by
the speaker or the addressee.

Confirmative sempre is treated as a defective sentential adverb with the
denotation of a propositional modifier of the type ⟨t, t⟩. It takes a proposition,
returns the same proposition and adds the requirement that two specific
previous moves must have had occured for its truth conditions to be met: (i)
A move m1, a public commitment to the truth of p by some speech participant
(endorser) x and (ii) another subsequent move m2, a commitment by the
same or another speech participant (questioner) y that p is/or may no longer
be valid. The semantic contribution is summarised as follows. Confirmative
sempre makes references three times: t1, which precedes t2, which in turn
precedes tutt. There is an epistemic attitude holder, the endorser x, who
publicly committed to the validity of p at t1 or that it would become true
in future. At some subsequent moment t2, the questioner y commits to the
possibility that p could be false. This is expressed by means of a modal
operator anchored to some attitude holder or modal judge, the questioner y,
in the sense of Stephenson (2007: 501).

In cases where the endorser x and the questioner y are identical, the
sudden commitment m2 to the possibility that p is no longer valid, entails
a retraction of their previous commitment m1, and m2 will be interpreted
as a concession. This strict separation between the two roles is necessary
to model scenarious in which there is an epistemic disagreement between
speaker and addressee, one insisting in the truth of p, the other in the truth
of ¬p. Importantly, both the expectation and the concession that p might be
false are prior dialogue moves. Eventually the speaker asserts p. Remember
that the speaker can be identical to x or y or both of them. This is ensured
by the two auxiliary clauses c1 and c2.

This analysis parallels the question bias with low negative polar questions
with low negation reading, as analysed by Sudo (2013: 276–284). Speakers of
such questions express an initial belief that p was true (epistemic bias) but
have encountered compelling evidence suggesting that p is false (evidential
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bias) shortly before utterance time. Turning to confirmative sempre, the shift
in epistemic state is modeled by introducing an epistemic possibility at t2,
without detailing the specific evidence behind this change.

Implemented in HPSGTTR, the lexicon entry for confirmative sempre
is illustrated in Figure 1. The assumption is that in a previous move m1,
a speech participants x–who could be either the speaker or the addressee—
publicly committed to the validity of p by asserting it. In a subsequent move
m2, the same or a different speech participant raises doubts about the validity
of p into question committing to the possibility that ¬p. If the endorser
and the questioner are the same speech participant (y = x), the previous
commitment m1 will be retracted by conceding the possibility that p may
not be valid. However if y is instantiated by another speech participant, the
retraction of the initial commitment m1 is unnecessary. As the expectation
that p will remain valid is modeled as discourse commitment by means of
some move made earlier in the dialogue, the analysis here is compatible with
p being part of the Common Ground in some scenarios.

The move m2 contains a possibility operator following Cooper’s (2023:
247) adaptation of Kratzer’s (1981) concept of modal operators into TTR. In
the present study, the operator is a predicate of the arity ⟨Ind, Type, Type,
Type⟩, taking as arguments: an epistemic judge (here modeled as Individual),
a proposition (here modeled as Type), an epistemic modal base B (here
modeled as Type) and a stereotypical ordering source of ideals I (likewise
modeled as Type).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

phon =⟨ /"sempRe/ ⟩:list(phonform)

cat:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ head=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣mod = ⟨⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cat: [head=v:PoS

comps=⟨⟩:list(SynSem)
]

cont:[p: Prop]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦⟩:list(SynSem)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ : PoS
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

dgb-params:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

spkr : Ind
addr : Ind
x : Ind
y : Ind
c1 : x=spkr ∨ addr
c2 : y=addr ∨ spkr
utt-time : Time
p=cat.head.mod.cont.p : Prop
m1= assert(x,p) : IllocProp
base : RecType
ideal : RecType
m2= assert(y,(poss(y, ¬p, base, ideal))) : IllocProp
cutt : addressing(spkr,addr,utt-time)
moves : list(IllocProp) ⊕ m2 ⊕ m1 ⊕ list(IllocProp)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
cont:[p=cat.head.mod.cont.p]Prop

quest-dom=⟨⟩:list(RecType)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure 1: Lexicon entry for the confirmative discourse particle sempre

In summary, confirmative sempre resembles stressed doch in German,
which references to a previously negated proposition that was earlier present
in the common ground, as illustrated by Karagjosova (2009), Egg & Zim-
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mermann (2012: 227–228) and Döring (2016). Returning to the question,
whether European Portuguese has items that deserve to be considered as
discourse particles of the Germanic type, the answer is clearly yes.
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Abstract

This paper focuses on the structure and interpretation of Cantonese NPs.
We first map different cognitive statuses (Gundel et al. 1993) to different forms
of Cantonese noun phrases, following the hierarchy proposed in Borthen &
Haugereid (2005). We then provide an HPSG analysis for Cantonese noun
phrases. We account for the differences between classifiers appearing with and
without a numeral, where classifiers with no numeral are interpreted as having
a cardinality of ‘one’. We propose a Classifier Head Rule where the noun first
takes a specifier containing the classifier, and the output further takes a deter-
miner as its specifier. The analysis is implemented in an open-source Cantonese
HPSG.

1 Introduction
Cantonese, a variety of Yue, belongs to the Sinitic branch of the Sino-Tibetan lan-
guage family. Originating from southernChina, it is named after Canton (Guangzhou),
the capital city of the Guangdong province. Cantonese is spoken in Guangdong
China, and the two Special Administrative Regions, Hong Kong and Macao, as well
as in diaspora communities (e.g., Singapore, Malaysia, Australia, the United King-
dom and North America). There are over 82.4 million Cantonese native language
speakers (Wikipedia contributors 2024).

This paper provides an HPSG analysis for Cantonese noun phrases with the fol-
lowing three implementations. First, we assign cognitive status to different types of
Cantonese NPs, following the hierarchy proposed in Borthen & Haugereid (2005).
Second, we account for the differences between classifiers appearing with and with-
out a numeral. Classifiers with no numerals are interpreted as having a cardinality of
‘one’. Third, we propose a Classifier Head Rule where the noun first takes a specifier
containing the classifier, and the output further takes a determiner as its specifier. This
is similar to a double specifier analysis except that the locus of the ‘special treatment’
(having to take both the classifier and then the determiner as specifiers) is built around
the classifier. The analysis is implemented in an open-source Cantonese HPSG.1

2 Cantonese NPs
Cantonese NPs (unmodified) have the 4 schematic forms shown in Table 1 and they
have different definiteness interpretations (Cheng & Sybesma 1999). In (1), we give
example sentences illustrating the different types of NPs in the object position.

†We would like to thank the reviewers, Dan Flickinger, Emily Bender and Luis Morgado da Costa
for their helpful comments and discussion.

1The implementation, using the DELPH-IN tools, is available at ⟨https://github.com/
neosome/yue⟩.
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Table 1: Definiteness (after Cheng & Sybesma 1999)

Type Example
d-(x)-c-n definite
x-c-n indefinite
c-n (in)definite
n indefinite

D: demonstrative, X: numeral,∗ C: classifier, N: noun
∗X can in fact be a numeral phrase or one of a small set of quantifiers, in this paper, we only discuss X
being a numeral.

(1) Cantonese (yue)
a. D-(X)-C-N 明恩

Ming4jan1
Ming-Jan

食咗
sik6-zo2
eat-PERF

呢
nei1
this

(一)
jat1
one

個
go3
CL

蘋果。
ping4gwo2
apple

‘Ming-Jan ate this apple.’
b. X-C-N 明恩

Ming4jan1
Ming-Jan

食咗
sik6-zo2
eat-PERF

一
jat1
one

個
go3
CL

蘋果。
ping4gwo2
apple

‘Ming-Jan ate one apple.’
c. C-N 明恩

Ming4jan1
Ming-Jan

食咗
sik6-zo2
eat-PERF

個
go3
CL

蘋果。
ping4gwo2
apple

‘Ming-Jan ate an/the apple.’
d. N 明恩

Ming4jan1
Ming-Jan

食咗
sik6-zo2
ate-PERF

蘋果。
ping4gwo2
apple

‘Ming-Jan ate an apple/apples.’

In Chinese (Cantonese included), only definite NPs can appear in the subject or
topic position in a sentence (Li & Thompson 1989), though not without exceptions
(Li 1998).2 Thus, it is important to include the definiteness information of the NPs
when modeling Cantonese grammar. Definiteness is understood as the grammatical
encoding of the pragmatic concept of identifiability (Chen 2004). Identifiability is
related to the assumptions made by the speaker on the cognitive status of a referent
in the mind of the addressee in the context of an utterance (Gundel et al. 1993).

2Li (1998) argues that when the interpretation of a Chinese [X-C-N] phrase (indefinite) has only a
quantity reading rather than an individual reading, it can appear in the subject position.
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Gundel et al. (1993)’s analysis has been implemented as a type-hierarchy in (Borthen
& Haugereid 2005) and adequately describes the distinctions needed for Cantonese.
We adopt Gundel et al. (1993)’s model in this paper.

Gundel et al. (1993) proposes six cognitive statuses: ‘type-identifiable’, ‘referen-
tial’, ‘uniquely identifiable’, ‘familiar’, ‘activated’, and ‘in focus’. Each cognitive status
can be expressed with different forms of noun phrases in different languages. The
different forms serve as processing signals to the addressee.3 Each of the cognitive
statuses will be discussed below with Cantonese example sentences.

‘Type-identifiable’ refers to cases where the addressee is able to access a repre-
sentation of the type of objects described by the expression (Gundel et al. 1993).
The English indefinite article is used in such cases. In Cantonese, the same cognitive
status can be expressed by a bare noun, or a [(X)-C-N] phrase, with the numeral being
optional.

(2) 我
ngo5
1SG

去
heoi3
go

買
maai5
buy

(一)
(jat1)
(one)

(個)
(go3)
(CL)

西瓜
sai1gwaa1
watermelon

。

’I go buy a watermelon/watermelons.’

The only requirement on the addressee is that they understand the noun sai1gwaa1
‘watermelon’ to understand what it is to be bought. Note that when only a bare noun
is used, it can be interpreted either as singular or plural.

‘Referential’ refers to cases where the speaker intends to refer to a particular ob-
ject (or objects). The addressee needs to access a appropriate type-representation,
plus either retrieving an existing representation of the speaker’s intended referent or
construct a new representation the time the sentence is uttered (Gundel et al. 1993).
Borthen & Haugereid (2005) argue that cognitive status is speaker-oriented, and so

3One reviewer suggested other models of givenness, in particular, the four distinctions: (i) discourse-
old and hearer-old; (ii) discourse-old and hearer-new; (iii) discourse-new and hearer-old, and (iv)
discourse-new and hearer-new, as discussed in Birner (2021). We believe these four categories can be
captured by Gundel et al. (1993)’s hierarchy, e.g., ‘discourse-old and hearer-old’ can be subsumed under
‘familiar’; ‘discourse-new and hearer-new’ can be subsumed under ‘type-identifiable’; ‘discourse-new and
hearer-old’ are cases like e.g., ‘the sun’, ‘the President’, which can be subsumed under ‘uniquely identifi-
able’ (as these referents are unique in any particular context without prior introduction). ‘Discourse-old
and hearer-new’ are cases where the referent is ‘inferrable’ (Prince 1981, Schwarz 2009), as in e.g.,
‘John put away all his grooming tools. The combs he put into the top drawer’ (Birner 2021: 263).
This can also be subsumed under ‘uniquely identifiable’, due to the prior introduction of an ‘anchor’
(‘grooming tools’ in the example), which makes the referent (‘the combs’) unique. In both ‘discourse-
new and hearer-old’ and ‘discourse-old and hearer-new’ cases, [C-N] phrases are used in Cantonese, in
other words, a distinction in forms is not made in Cantonese in these two cases. Given that the same
forms of Cantonese noun phrases are often used for multiple categories of givenness, with the trend
that the more ‘given’ (the more accessible in the addressee’s mental representation) is associated with
the use of the demonstrative (rather than clearly demarcated categorical ‘forms to givenness’ matching),
we believe that Gundel et al. (1993)’s hierarchy provides a sufficient and fitting model for our purpose.
Furthermore, as noted in the main text, Gundel et al. (1993) is adopted mainly because it has been
implemented as a type-hierarchy.
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‘referential’ is taken out of the hierarchy. They treat ‘referential’ as specificity which
is speaker-oriented and introduce a separate feature (SPECI bool) that can be cross-
classified with the different cognitive statuses (both definite and indefinite). We fol-
low them to exclude ‘referential’ from our hierarchy of cognitive status.

‘Uniquely identifiable’ refers to cases where the addressee can identify referent on
the basis of the nominal alone (Gundel et al. 1993). Identifiability does not have to
be familiarity if enough descriptive content is provided (Gundel et al. 1993). In these
situations, a [C-N] phrase is used in Cantonese, as shown in the example below (PERF
= perfective marker; SFP = sentence-final-particle). The sentence can be used when
there is only one open window in the non-linguistic context.

(3) 閂咗
saan1-zo2
close-PERF

個
go3
CL

窗
coeng1
window

佢
keoi5
3SG

丫
aa1
SPF

。

‘Close the window.’

‘Familiar’ is when the addressee is able to uniquely identify the intended referent
because they already has a representation of it in memory (in long-term memory if
it has not been recently mentioned or perceived, or in short-term memory if it has)
(Gundel et al. 1993). In these cases, both a [C-N] phrase and a [D-(X)-C-N] phrase can
be used in Cantonese. For example, in a context where a particular student has been
mentioned earlier on in the discourse, using (go)2 go3 hok6saang1 ‘the/that student’
to refer to her/him would be appropriate.

(4) (嗰)
(go2)
(that)

個
go3
CL

學生
hok6saang1
student

去咗
heoi3-zo2
go-PERF

邊
bin1
where

呀？
aa3
SPF

‘Where does the student go?’

‘Activated’ is defined as a referent being represented in current working memory;
it can be retrieved from long term memory, or they may arise from the immediate
linguistic or extra-linguistic contexts (Gundel et al. 1993). In these cases, a demon-
strative has to be used, as in go2 di1 seng1 ‘that noise’ below:

(5) 嗰
go2
that

啲
di1
CL

聲
seng1
noise

攪
gaau2
make

到
dou3
to.the.extent

我
ngo5
1SG

成
seng4
whole

晚
maan5
night

都
dou1
also

瞓唔着。
fan3-m4-zoek6
sleep-NEG-fall

‘That noise made me unable to sleep the whole night’
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In-foc is represented not only in short-term memory, but is also at the current
center of attention’ (Gundel et al. 1993). In these cases, again, a demonstrative needs
to be used, as in go2 tiu4 jyu2 ’that fish’ below:

(6) 嗰
go2
that

條
tiu4
CL

魚
jyu2
fish

實在
sat6zoi6
indeed

太
taai3
too

好味
hou2mei6
yummy

啦
laa3
SPF

。

‘That fish is indeed too yummy.’

cog-st

activ-or-less uniq-or-more

uniq+fam+act

fam-or-less fam-or-more

uniq+fam activ+fam

uniq-or-less activ-or-more

type-id uniq-id familiar activated in-foc

Figure 1: Cognitive Status Hierarchy

Borthen &Haugereid (2005) provide an HPSG-based type hierarchy of cognitive
status, which was then refined by Bender & Goss-Grubbs (2008), as shown in Fig-
ure 1. Different languages have different inventories of referring expressions that can
be used for different cognitive statuses. In Cantonese, we propose the interpretations
in Table 2.

Table 2: Cognitive status

Type Example cog-st Definiteness
d-(x)-c-n 呢 (一)個蘋果 fam-or-more Definite
x-c-n 一個蘋果 type-id Indefinite
c-n 個蘋果 fam-or-less In/Definite
n 蘋果 type-id Indefinite (or Generic)

In Sio & Song (2015), D-(X)-C-N covers all cognitive statuses except type-id in
Figure 1, i.e., uniq-or-more. In this paper, we restrict D-(X)-C-N to fam-or-more. D-
(X)-C-N is not used in cases of uniq-id. Uniq-id (uniquely identifiable) is defined as
the addressee being able to identify the referent on the basis of the nominal alone.
We believe this covers cases which Schwarz (2009) calls larger situation definites
(e.g., the moon), immediate situation definites (in a room with one door clearly open,
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e.g., close the door, please.) and part-whole bridging definites (e.g., I bought a shirt
yesterday. The buttons are too big.). In these situations, C-N rather than D-(X)-C-N is
used in Cantonese. In Sio & Song (2015), C-N is totally under-specified, compatible
with all cog-st. In this paper, we restrict it to fam-or-less, excluding it from activated
and in-foc.

The general tendency of the mapping between the cognitive statuses to the Can-
tonese NPs is such that the demonstrative, D-(X)-C-N, is required when the cognitive
status reaches a certain level of prominence (i.e., ‘familiar’, ‘activated’, ‘in-focus’)
while C-N spans over some less prominent cognitive status (i.e., ‘type-identifiable’,
‘uniquely-identifiable’ and ‘familiar’). D-(X)-C-N and C-N overlap in covering ‘familiar’
cases. A note of caution is required here. The mapping between a certain cognitive
status to a particular NP form is not always easy to determine, we follow the coding
guidelines from the protocol for each cognitive status in Gundel et al. (1993) to the
best of our understanding. It is possible that in some situations, the choice could just
be a preference.4

3 Analysis
Following the majority of HPSG analyses on Chinese NPs (Wang & Liu 2007: and
references therein), we adopt an NP analysis, where the numeral forms a constituent
together with the classifier (Her 2016). We treat both the demonstrative and clas-
sifier as specifiers, following the analysis of Mandarin by Ng (1997) and Wang &
Liu (2007). However, instead of the nouns selecting two specifiers and modifying
the HEAD-SPECIFIER rule, we add a new classifier construction (cl-head: §??) which
requires another specifier after consuming the classifier. Empirical data from a wide
range of languages does not require two specifiers for an adequate description of
noun phrases and it is the classifier that is special in the Cantonese noun phrase, thus,
we make the classifier-construction the locus of the unusual syntax. Currently, we
have found no data that differentiates clearly between our one-specifier analysis and
the two-specifier analysis. In future work, we will attempt to discover if there are
different predictions from the two approaches.

In Cantonese, when the numeral is omitted, both X-C-N and C-N have a cardinality
of ‘one’. However, in answering the question ‘how many’, only X-C-N can be used.
This is, in part, similar to the contrast between ‘one N’ and ‘a/an N’ in English. The
semantics represents this with the card relation, with a value of ‘1’. In addition, the
well-formed semantics must have a quantifier for every referential index, if there is
no explicit demonstrative, the grammar must supply this from a construction.

Our analysis requires one new lexical type (for sortal classifiers); one new feature
used on classifier phrases to mark if they have been explicitly enumerated or not and

4It is not easy to determine whether [C-N] phrases can cover ‘activated’; similarly, it is not easy to
decide whether [D-(X)-C-N] phrases can cover ‘uniq-id’. At any rate, the mapping can be easily adjusted
for future work (e.g., for D-(X)-C-N, from fam-or-more to uniq-or-more.). We have chosen a more
restrictive approach in this paper.
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spec-head

D
呢

cl-head
[SPR det]

spec-head
[CTD +]
X
一

Cl
個

N
[SPR cls]
蘋果

spec-head

D
呢

cl-head

bare-ClP
[CTD −]

Cl
個

N
[SPR cls]
蘋果

DXCN: fam-or-more DCN: fam-or-more

Figure 2: NPs with demonstratives

bare-NP

cl-head
[CTD +]

spec-head
[CTD +]
X
一

Cl
個

N
[SPR cls]
蘋果

bare-cl-NP

cl-head
[CTD −]

bare-ClP
[CTD −]

Cl
個

N
[SPR cls]
蘋果

bare-NP

N
[SPR cls ⟨CTD ±⟩]

蘋果

XCN: type-id CN: fam-or-less N: type-id

Figure 3: NPs without demonstratives

three new constructions (classifier-head, bare-classifier and bare-classifier-np) as well
as changes to the existing lexical types for numerals, and the head-specifier and bare-
np rules. Derivation trees are shown for the two NP types with demonstratives in
Figure 2 and the three types without in Figure 3. The descriptions given below are all
only partial, we omit information we consider not relevant to the discussion at hand.
Paths may also be shortened for clarity.

3.1 Lexical types
3.1.1 Classifier lexical type

The sortal classifier lexical type is shown in (7). The category is cls for classifier.
The cl-pred shows where the predicate would be for an actual entry of a word. They
optionally take a number as their specifier. The head-specifier rule will link the XARG
to the INDEX of the specified constituent.

The sortal classifier lexical type doesn’t say anything about cognitive status, nom-
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inals containing the classifier are compatible with all cognitive status. The ultimate
cognitive status of a nominal containing a classifier is determined by (i) whether it is
preceded by a numeral; (ii) whether the nominal contains a demonstrative.

(7)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

classifier-lex

SYN ⎡⎢
⎣

HEAD cls

VAL.SPR ⟨[SYN.HEAD num,
OPT + ]⟩

⎤⎥
⎦

SEM
⎡
⎢⎢⎢⎢
⎣

HOOK [INDEX 1
XARG 2]

RELS ⟨⎡⎢
⎣

RELN cl-pred
ARG0 1 e
ARG1 2

⎤⎥
⎦

⟩

⎤
⎥⎥⎥⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Because sortal classifiers do not introduce a referent, their type is e (non-indexical).
This contrasts with referential noun-phrases, which will be ref-ind (referential index).
The types we use are shown in Figure 4.

semarg

i: individual

x: index

ref-ind: referential index expl-ind: expletive index

e: non-indexical

h: handle

Figure 4: Types of semantic objects

3.1.2 Numeral lexical type

Their semantics is somewhat special, using CARG (Constant Argument) to introduce
the value of the number. The index of the thing it will specify over (the classifier) is
the same as ARG1 on the relation it introduces. That is, it counts the classifier. Further,
it sets it’s head to CTD +: it has been explicitly counted.

In the implemented grammar, rather than defining a new feature, we reuse the
PRON feature. This makes the size of the feature structure smaller. Because PRON was
originally only used on NPs and we only use it here on ClPs, its interpretation is never
ambiguous.
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(8)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

numeral-lex

SYN ⎡⎢
⎣

HEAD numeral

VAL.SPEC ⟨[SYN.HEAD.CTD +
SEM.INDEX 1 ]⟩

⎤⎥
⎦

SEM
⎡
⎢⎢⎢⎢
⎣

HOOK [INDEX 2 ]

RELS ⟨
⎡
⎢⎢
⎣

RELN card-relation
CARG ?
ARG0 2 non-ref
ARG1 1

⎤
⎥⎥
⎦

⟩

⎤
⎥⎥⎥⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

3.1.3 Noun lexical type

The Cantonese noun-lex (9) sets its specifier to be a classifier, not a determiner. This
means it must either pick up a specifier, or have the specifier discharged by the bare
NP rule.

(9)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

noun-lex

SYN ⎡⎢
⎣

HEAD noun

VAL.SPR ⟨[SYN.HEAD cls,
OPT + ]⟩

⎤⎥
⎦

SEM [HOOK [INDEX 1 ]
RELS ⟨[ARG0 1 ref-ind]⟩]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

3.1.4 Demonstrative

A demonstrative (10) constrains the index of the noun it specifies to be fam-or-more,
it does not care about the CTD value of its specifier.

(10)
⎡
⎢
⎢
⎢
⎢
⎣

dem-lex

SYN [HEAD det
VAL.SPEC ⟨[LOCAL.SEM.HOOK.INDEX 1 ]⟩]

SEM [HOOK [INDEX 1 [COG-ST activ+fam]]
RELS ⟨[ARG0 1 ref-ind]⟩ ]

⎤
⎥
⎥
⎥
⎥
⎦

3.2 Rules
3.2.1 Classifier Head Rule (cl-head)

This rule is the main new construction. It takes two daughters. The left-hand, non-
head daughter (NHD) takes a classifier phrase as its daughter. The right-hand, head
daughter (HD), takes a noun or nominal that requires a classifier as its specifier. Cru-
cially, the parent also requires a specifier, this time a determiner: in this way a noun
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phrase can effectively have two specifiers, so long as the first is a classifier, and the
second a determiner, even though the noun has only one specifier. The value of CTD
is passed from the non-head daughter (the specifier) to the new specifier slot, making
it visible to the bare NP rules. In most other ways it is identical to the spec-head rule
(and thus can inherit from a common super-type).

(11)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

cl-head-phrase

SYN [VAL.SPR ⟨[HEAD det [CTD 0 ]]⟩
SEM.INDEX 1

]

NHD 2 [VAL.SPR ⟨[HEAD cls [CTD 0 ]]⟩
SEM.XARG 1

]

HD [VAL.SPR ⟨ 2 ⟩
SEM.INDEX 1

]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

3.2.2 Head Specifier Rule (spec-head)

The head specifier rule has one change: we do not allow a classifier as specifier — in
this case, the classifier head rule should be used instead.

3.2.3 Bare NP rules (bare-NP, bare-cl-NP)

We introduce two bare NP rules, for the two different cognitive statuses we want.
The first (12) is a headed unary rule, which makes an NP with the specifier satisfied,
if the head daughter’s specifier is cls-or-det and ctd +. This will be true for nouns
with a numeral and classifier as input, or just for a noun, as its CTD is unspecified. The
cog-st of the resulting NP is set to type-id.

(12)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

bare-np-phrase

SYN [VAL.SPR ⟨⟩
SEM.INDEX 1 [COG-ST id-type]]

HD ⎡
⎢
⎣

HEAD noun
VAL.SPR ⟨[HEAD cls-or-det [CTD +]]⟩
SEM.INDEX 1

⎤
⎥
⎦

C-CONT [RELS ⟨[RELN exist_q
ARG0 1 ]⟩]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

The second (13) restricts the value of the head daughter’s spec to a determiner
(DET) with CTD −, and the NP’s cog-st is set to fam-or-less. This excludes bare nouns,
whose specifier is cls and nouns specified with a classifier and no numeral, which will
be CTD +.
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(13)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

bare-cl-np-phrase

SYN [VAL.SPR ⟨⟩
SEM.INDEX 1 [COG-ST fam-or-less]]

HD ⎡
⎢
⎣

HEAD noun
VAL.SPR ⟨[HEAD det [CTD −]]⟩
SEM.INDEX 1

⎤
⎥
⎦

C-CONT [RELS ⟨[RELN exist_q
ARG0 1 ]⟩]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

In the implemented grammar, both of these rules inherit from a single supertype
bare-np-super which contains the shared structure.

3.2.4 Bare Classifier Rule

This non-branching rule (14) takes a classifier, and creates a classifier phrase. As
the interpretation is always that there is one thing being classified, the rule adds a
card-relation with CARG of 1. It also sets CTD to − so that the classifier phrase will
pass through the Bare NP Rule for bare classifiers (3.2.3). The rule is similar to the
NO-SPR-CL-RULE proposed by Sio & Song (2015: 189), but differs in two important
ways. The first is that it explicitly models the cardinality. The second is that it marks
the head so that the cognitive status can be restricted.

(14)
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

bare-cl-phrase

SYN
⎡
⎢⎢⎢
⎣

VAL [SPR ⟨⟩,
SPEC 3 ⟨[INDEX 0 ]⟩]

SEM [INDEX 0 ,
XARG 1 ]

⎤
⎥⎥⎥
⎦

HD

⎡
⎢
⎢
⎢
⎢
⎢
⎣

HEAD cls [CTD −]

VAL [SPR ⟨UNEXPRESSED⟩
SPEC 3

]

SEM [INDEX 2
XARG 1]

⎤
⎥
⎥
⎥
⎥
⎥
⎦

C-CONT ⎡⎢
⎣
RELS ⟨⎡⎢

⎣

RELN card-relation
ARG1 2
CARG 1

⎤⎥
⎦

⟩⎤⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

3.3 Semantics
The semantics for the 5 types are given in Table 3 (using indexed MRS: Copestake
et al. 2005). We use the jyutping transliteration for the predicate names, in the actual
grammar they are written with Chinese characters. In all cases save the bare noun,
there are four predicates: a quantifier (either from the determiner or the Bare Noun
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Type Indexed MRS cog-st of 𝑥1
d-x-c-n nei1_q(𝑥1, ℎ2, ℎ3); card(𝑒4, 𝑥1, ‘x’),

go3_x(𝑒5, 𝑥1); ping4gwo2_n(𝑥1)
fam-or-more

d-c-n nei1_q(𝑥1, ℎ2, ℎ3); card(𝑒4, 𝑥1, ‘1’),
go3_x(𝑒5, 𝑥1); ping4gwo2_n(𝑥1)

fam-or-more

x-c-n exist_q(𝑥1, ℎ2, ℎ3); card(𝑒4, 𝑥1, ‘x’),
go3_x(𝑒5, 𝑥1); ping4gwo2_n(𝑥1)

type-id

c-n exist_q(𝑥1, ℎ2, ℎ3); card(𝑒4, 𝑥1 ‘1’),
go3_x(𝑒5, 𝑥1), ping4gwo2_n(𝑥1)

fam-or-less

n exist_q(𝑥1, ℎ2, ℎ3), ping4gwo2_n(𝑥1) type-id

Table 3: MRS for the various combinations

Phrase rule), the head noun, the classifier (which takes the head noun as its external
argument (ARG1) and the cardinality relation (which has two arguments, the classifier
as its external argument and the amount as a value). The semantics expresses the
situation where the noun is being measured out in units of the classifier, to the amount
of the number. If the cardinality is not explicitly given, then the default value of one
comes from the Bare Classifier Rule. For the bare noun, there is no measurement, so
the noun appears with just the default determiner.

This is compatible with the analysis of Takao (2005) for Japanese, where he
combines the cardinality and classifer into a single measure relation, as in (15). We
choose to encode it as two different relations to retain compatibility with the analy-
ses of other languages in the DELPH-IN framework (Uszkoreit 2002). However, it
would be trivial to transform one to the other.

(15)
⎡
⎢⎢
⎣

RELN measure
ARG1 x1
NUM 1
DIMENSION 個 _x (IN OUR CASE GO3_X)

⎤
⎥⎥
⎦

It differs from the analysis of Bender & Siegel (2004) who co-index the classifier
and noun, and have no representation for the classifier. This models the intuition that
they are not separate referents, but loses the opportunity to represent the classifier
semantics. As the choice of classifier has some effect on the interpretation of the
meaning, this is undesirable. We model this intuition by making the index (ARG0)
of the classifier (and cardinality) relation non-referential.

Kim & Yang (2007) co-index the classifier and noun, and have a representation
for the classifier. Thismeans that two referential predicates share anARG0. We avoid
this to retain compatibility with the characteristic variable property of Dependency
MRS (Copestake 2009). Again this could be converted easily as our analysis captures
the same intuition (that we need two predicates and that they have only one quantifier).

Our grammar is bi-directional, it can parse from a string to the semantics or from
the semantics to a string (or strings). In the fully specified semantics, the classifier
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is given. In many applications (such as machine translation), it would need to be
generated, which could be done with a generative language model or an ontology
such as wordnet (Mok et al. 2012, Morgado da Costa et al. 2016).

4 Conclusion and future work
In this paper, we presented our preliminary attempt in generating different nominal
types in Cantonese (with construction-specific rules) as well as mapping them to dif-
ferent cognitive statuses in HPSG. In the future, we want to expand our investigation
in the following directions. Our analysis does not investigate the effects of modi-
fication on the semantics or cognitive status, nor the anaphoric use of the classifier
(in the absence of the head noun). We also have only looked at sortal classifiers, not
mensural or kind. With the inclusion of cognitive statuses, we would like to model
the restriction on banning indefinite NPs (i.e., type-id) appearing in subject and topic
position in Chinese (Li & Thompson 1989). We would like to extend the analysis
to cover these, and test against naturally occurring texts. Finally, although we have
focused on Cantonese here, we would like to compare our analysis in more depth to
those of other classifier languages, especially those with computational analyses like
Indonesian (Moeljadi et al. 2015), Japanese (Siegel et al. 2016), Korean (Kim et al.
2011) and Mandarin (Müller & Lipenkova 2013, Fan et al. 2015).
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Abstract

In this paper, we describe the modeling of the causative morpheme
in an implemented HPSG grammar for the Panãra language. The
Panãra causative morpheme appears on the verb between the agreement
markers for the ergative and absolutive arguments, increasing the
verb’s valency to two core arguments. Due to the linear ordering of
inflectional morphemes (position classes) in Grammar Matrix grammars,
the position of the causative morpheme would require the verb to have
information about its valence before the morpheme is attached. We
model the descriptive data with a new lexical rule that introduces
the causative morpheme and changes the verbal inflection path from
intransitive to transitive using the existing Valence Change library.
This analysis is validated in an implemented grammar fragment for
Panãra.

1 Introduction

In this paper, we ask whether and how the approach to morphosyntax encoded
in the Grammar Matrix can accommodate constructions where the choice
and interpretation of a morpheme closer to the root depends on morphology
further away from the root. Specifically, we look into the interaction of
agreement markers and causative morphology in Panãra (Jê, Brazil).

Panãra exhibits complex verbal morphology with a strictly ordered set
of polypersonal agreement affixes. The verb stem is inflected first with
either the object (O) prefix1 for transitive constructions, or the subject
(S) prefix for intransitive constructions. The transitive agent (A) prefix
attaches after. A causative morpheme can appear with an intransitive
verb, increasing its valence to two core arguments. This morpheme is only
compatible with intransitive verbs, as is the S argument inflectional position
class. Contrastively, the A and O inflectional position classes are only
compatible with transitive verb stems. The causative morpheme appears
further from the stem than the O position class, which poses a problem as the
order of inflection would not allow the verb to select an object before ‘knowing’
that the valence is to be increased with the causative morpheme. However,
Panãra exhibits ergative-absolutive alignment in its verb agreement (as well
as its case system), meaning that the S and O agreement prefixes happen
to be homophonous. Furthermore, the interaction with the Valence Change

∗Authors Carly Crowther and Emily Luedke contributed equally to this paper.
†We are grateful to Myriam Lapierre for guidance on understanding the grammar of

Panãra, to the HPSG audience and reviewers for their insightful feedback, and to the
Panãra people for their collaboration with linguistic researchers.

1Throughout this paper we use the term prefix to refer to the morphemes Bardagil
(2018) refers to as clitics. This reflects the analysis we pursued of the morphemes as both
syntactically and phonologically dependent, even if less phonologically integrated than
other affixes.
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library provided by the Grammar Matrix preserves agreement information
about an intransitive subject in the resulting transitive complement. We
model the causative morpheme to take the S agreement affix as input, and
allow the A agreement prefix to further inflect the verb to produce the desired
fully inflected causative verb construction.

2 Background

2.1 Panãra

Panãra [ISO 639-3: kre] is a Jê language spoken by about 630 native speakers,
between the states of Pará and Mato Grosso in Brazil (Lapierre 2023).
Data for this project comes from Bardagil’s (2018) dissertation, which is
based on primary field work and description of the Panãra language. This
paper stems from a class project in which we used the Grammar Matrix
customization system (Bender et al. 2010) and hand-edited TDL (Type
Description Language) files to build an implemented grammar of Panãra.

2.2 The LinGO Grammar Matrix

The LinGO Grammar Matrix (Bender et al. 2002, 2010, Zamaraeva et al. 2022)
is a grammar engineering framework for creating implemented grammars
using Head-Driven Phrase Structure Grammar (HPSG) (Pollard & Sag 1994,
Müller et al. 2024) and Minimal Recursion Semantics (MRS) (Copestake et al.
2005). The grammar fragments are written in TDL formalism (Copestake
2002a) and can be interpreted by other DELPH-IN software, including the
Linguistic Knowledge Builder (LKB) grammar development environment
(Copestake 2002b).

The Grammar Matrix includes various libraries developed over the years
to address individual phenomena such as morphotactics (Goodman 2013)
and valence-change operations (Curtis 2018). The morphotactics library
creates a model of morphological relations via strictly ordered position classes.
This library adopts an approach to morphology that fits into Stump’s (2001)
inferential-incremental category. Roots are inflected by adding morphemes
via lexical rules, with each morpheme contributing its own morphosyntactic
properties, and inflection is constrained by a strict linear ordering, with each
position class taking one or more others as possible inputs. The valence-
change library generates lexical rules to increase or decrease a verb’s valency
tailored to a language’s grammar.
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3 Data

3.1 Argument roles, agreement, and case

Panãra has an ergative-absolutive syntactic alignment system. The A argu-
ment of a transitive verb is marked with the ergative morpheme hẽ.2 The
transitive verb’s O argument and intransitive verb’s sole S argument do not
receive case marking. (1), (2), and (3) illustrate the first person singular
pronoun serving as each of the three types of core arguments.3

(1) Jyrawâ
Jy-ra-wâ
intr-1sg.s-born

inkjẽ.
inkjẽ
1sg

‘I was born.’ (Bardagil 2018: 103)

(2) Karân
Ka-rân
2sg-du.erg

kamẽrânpun
ka-mẽ-r-ânpun
2sg.a-du-1sg.o-see

inkjẽ.
inkjẽ
1sg

‘You two saw me.’ (Bardagil 2018: 121)

(3) Inkjẽ
Inkjẽ
1sg

hẽ
hẽ
erg

rêsunpa
rê-s-unpa
1sg.a-3sg.o-fear

nãkãã.
nãkãã
snake

‘I’m scared of snakes.’ (Bardagil 2018: 59)

As shown above, the first person pronoun only receives ergative case marking
when it is the A argument of a transitive construction; the S and O arguments
pattern together in the unmarked absolutive case.4 This ergative/absolutive
alignment extends to the verbal agreement prefix paradigm as well, described
in Tables 1 and 2.

For Panãra intransitive verbs, the prefix that agrees with the sole S
argument appears directly adjacent to the left edge of the verb root. For
transitives, the O argument agreement prefix occurs in this same location;
the A argument agreement prefix precedes it. Panãra also has a dual marker
mẽ-, which marks agreement with a dual number value on the A, O, both A
and O, or S. Intransitive verbs receive an additional verbal prefix attached to
the left edge of the verb, which indicates the intransitivity of the verb. This
pattern is summarized in Tables 3 and 4.

2Dual and plural personal pronouns are case marked with an ergative suffix rather
than hẽ, as seen in (2) (Bardagil 2018).

3The gloss line in all following IGT examples has been changed slightly from the
reference material to reflect the morpheme’s agreement with the syntactic role (S/O/A) of
the argument rather than the argument’s case, as syntactic roles are more relevant to our
paper.

4This pattern is identical for both pronouns and full NPs.
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Person SG DU PL
1 rê rê...mẽ nẽ
2 ka ka...mẽ ka rê
3 ti ti...mẽ nẽ

Table 1: Ergative agreement prefixes

Person SG DU PL
1 ra (r) mẽ...ra (r) ra (p)
2 a (k) mẽ...a (k) rê...a (rê...k)
3 ø (s/j) mẽ...ø (s/j) ra (r)

Table 2: Absolutive agreement prefixes
(Allophones for vowel-initial verbs in parentheses)

A agr- Dual- O agr- Verb root

Table 3: Transitive Verbs

Intrans- Dual- S agr- Verb root

Table 4: Intransitive Verbs

3.2 The causative morpheme

Panãra causatives are formed with the verbal prefix ho-, which attaches to
intransitives only,5 demoting the S to O and providing a new A argument.
Causatives, being derived transitives, don’t take the intransitive jy- prefix.
This pattern is illustrated in (4)–(6).

(4) Ka
Ka
2sg

jõpãã
jõpãã
child

jysõti.
jy-ø-sõti
intr-3sg.s-sleep

‘Your child sleeps.’ (Bardagil 2018: 108)

(5) Ka
Ka
2sg

hẽ
hẽ
erg

kahosõti
ka-ho-ø-sõti
3sg.a-caus-3sg.o-sleep

ka
ka
2sg

jõpãã.
jõpãã
child

‘You made your child sleep.’ (Bardagil 2018: 108)

(6) ∗Inkjẽ
Inkjẽ
1sg

hẽ
hẽ
erg

rêhokuri
rê-ho-ø-kuri
1sg.a-caus-3sg.o-eat

inkjẽ
inkjẽ
1sg

jõpãã
jõpãã
child

suas̃ıra
suas̃ıra
peccary

j̃ı.
j̃ı
meat

‘I made my child eat peccary meat.’ (Bardagil 2018: 174)
5Transitive verbs require a periphrastic construction for creating a causative semantic

relation (Bardagil 2018).
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4 Analysis

4.1 The Panãra verb

To model the patterns in Tables 3 and 4 with the Grammar Matrix customiza-
tion system’s morphotactics library (Goodman 2013), we created a position
class for each of these ‘slots’ in a verb’s inflection pattern. The position
classes serve to determine the order that the morphemes appear in relation
to the verb root. Figure 1 illustrates these chained position classes for both
transitive and intransitive verbs. Within each of these position classes are
multiple lexical rule types (LRTs), one for each person/number combination
distinguished in Panãra, with each instantiated by a lexical rule instance.

Figure 1: Chained verbal position classes

Although in descriptive work, the S and O verbal prefixes are grouped
together in the absolutive, it is necessary for us to model them with separate
position classes here. The LRTs in the S-pn position class constrain agreement
information on the subject while those in the O-pn position class do so for the
object. Therefore, in an HPSG analysis, they are not the same morpheme.

The Transitivity position class at the end of the chain accepts both the
output of the A-pn6 and dual-intransitive position classes as its input. An
LRT for transitive verbs requires a transitive argument structure with ergative
case on the first argument and absolutive on the second, and contributes no
affix.7 For intransitive verbs, the LRT applies the intransitive prefix jy- and
contributes an argument-structure constraint of a single, absolutive argument.

6A-pn is the name of the position class for the verbal morpheme that agrees with the
agent in person and number. The same naming pattern extends to the O-pn and S-pn
position classes, which agree with the person and number information of the object and
subject, respectively.

7In this paper we describe a grammar as built; however, there is another possible
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4.2 Towards a concise implementation of the causative

In analyzing the verbal inflection position classes implemented for the intransi-
tive and transitive, we saw potential for a concise and accurate representation
of the causative operation as a change from an intransitive verb to a transitive.

In the implementation described thus far, the S-pn and A-pn position
classes will never apply to the same verb, since they have mutually exclusive
requirements for their inputs. The S-pn position class takes only uninflected
intransitive verb stems as input, while the A-pn position class takes inflected
transitive verbs from the dual-transitive position class as input. Although
they fill different semantic roles in this language, S and O arguments share a
number of properties. They have the same orthographic forms for both full
noun phrases and pronouns, as well the same absolutive verbal agreement
prefix paradigm across person and number, as seen in Tables 1 and 2. The
S-pn and O-pn position classes are also the first that the verb stem goes
through — for intransitive and transitive verbs, respectively.

We analyzed the Panãra causative as a ‘switch’ midway through the
verbal inflection from the intransitive verb’s chain of position classes to the
transitive verb’s chain. This switch is triggered by the ho- morpheme, which
occurs between the S-pn and dual position classes. Figure 2 offers a visual
representation of this analysis.

Figure 2: Panãra’s causative as a ‘switch’ midway through the verbal inflection

analysis of the Transitivity position class. In this analysis, constraints on the case of
arguments are provided by the verb lexical types, and only intransitive verb roots would
need to be inflected with the (In)Transitivity position class, since transitive verbs remain
unmarked. The motivation for both types of verbs to go through the Transitivity position
class is an additional mood inflection in development that both verb types are subject to.
In the alternative analysis, the mood position class could have instead taken as an input
the (In)Transitivity and Dual-Transitive position classes.
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To model this phenomenon, we added a new optional8 verbal inflection
position class called Causative. This position class takes as its input the
output of the S-pn position class, and appears as the prefix ho- on the current
left edge of the verb complex in the inflection process. There is one LRT
in this position class, which specifies that the subject must have ergative
case. To employ the work of the valence-changing operation library (Curtis
2018), we added a subject-adding valence-changing operation to the lexical
rule. The feature structure in Figure 3 illustrates the constraints describing
the subject-adding operation, as provided by Curtis’s library.




causative-to-arg2-itr-op-lex-rule

C-CONT | RELS | LIST
〈[

PRED cause_rel
]〉

SYNSEM..VAL




SUBJ

〈


CASE erg
SPR ⟨ ⟩
COMPS ⟨ ⟩



〉

COMPS

〈[
INDEX 1

VAL 2

]〉




DTR | SYNSEM..VAL




SUBJ

〈[
INDEX 1

VAL 2

]〉

COMPS ⟨ ⟩







Figure 3: Subject-adding valence-changing inflectional rule

Information for both the valency and index is copied from the daughter’s
SUBJ list to the output’s COMPS list. The resulting subject must have
ergative case, as is consistent with transitive subjects. The non-empty SUBJ
and COMPS lists in the output ensure the desired valency. Finally, this
rule contributes a PRED value of caus_rel in the MRS (Copestake et al.
2005). When defining a rule that will contribute semantic information to
the sentence, a Grammar Matrix user can choose the PRED value; we chose
caus_rel because the new semantic information is contributed by the causative
morpheme.

8The morphotactics library allows position classes to either be optional or obligatory.
Obligatory position classes must be instantiated in all forms that pass through their
inflection path (though possibly by a non-affixing rule). Optional position classes may be
skipped and should not include non-affixing rules. Since not all intransitive verbs will be
causativized, this position class is optional.
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4.3 Implementation

Using the LinGO Grammar Matrix (Bender et al. 2002) as a starting point,
we modeled the grammar as described by Bardagil (2018) with the Grammar
Matrix customization system (Bender et al. 2010). The analysis and corre-
sponding implementation detailed above produces the desired behavior for
causative constructions, while ruling out ungrammatical structures.

After going through the Causative position class, and switching to the
transitive path of position classes, the argument marked by the prefix closest
to the root can no longer be interpreted as an S, but rather must be O.
Consequently, the inflected verb is prevented from incorrectly taking the
intransitive prefix jy-, which can only appear when the subject is absolutive,
per the constraints of the LRTs in the Transitivity position class. The parse
tree in Figure 4 illustrates a successful implementation of our analysis, using
sentence (7)9 as an example.

Figure 4: LKB output: Parse tree of sentence (7)

(7) Ka
Ka
2sg

hẽ
hẽ
erg

kahosõti
ka-ho-ø-sõti
2sg.a-caus-3sg.o-sleep

jõpãã.
jõpãã
child

‘You made the child sleep.’ (Based on Bardagil 2018: 108)

The default MRS of a causative structure output by the valence-changing
operation library (Curtis 2018) produces a valid semantic representation for
the sentence in Figure 5.10 The Causative position class contributes a cause

9The original data from (Bardagil 2018) was slightly altered to remove the possessive
relation of ‘your child’ and instead use ‘the child’ because inalienable possession was not
implemented in the grammar.

10This analysis treats cause_rel as a three-place relation. A two-place relation could
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Figure 5: LKB output: MRS representation of sentence (9)

relation to the RELS list. The ARG0 of the O argument, _jõpãã_n_child_rel,
is identified with the ARG1 of the verb and the ARG2 of the cause relation.
The ARG0 of the pronominal A argument is identified with the ARG1 of the
cause relation.

5 Validation

Over a period of 10 weeks, in the context of our coursework, we curated a test
suite containing grammatical and ungrammatical sentences in the language.
The final test suite includes 230 items, aimed at a broad sampling of over
various grammatical features, including agreement, clausal complements,
wh-questions, and valence-changing operations.

We used the [incr tsdb()] grammar profiling software (Oepen & Flickinger
1998) for measuring the grammar’s coverage and overgeneration. Over 127
grammatical test suite items, our grammar had 84.3% coverage (107/127).
Over 103 ungrammatical test suite items, it has 13.6% overgeneration (14/103).
The average number of parses per parsed item was 1.44.11

It is important to note that 142 of these test suite items were examples
that we constructed in order to isolate specific phenomena of interest and
to include only phenomena that could be handled by the grammar during
its incremental development. Each author-constructed example is based on
the data and analysis from Bardagil (2018), but has not yet been vetted by
speakers of the language.

There were 8 test suite items (3 grammatical and 5 ungrammatical)
constructed specifically to test the valence-changing operation analysis and
implementation, including examples (5) and (7) from this paper. Specifically,

also be implemented, if further empirical work with Panãra speakers shows it is more
accurate.

11Grammatical sentences which didn’t parse stemmed from a number of phenomena
not yet or not fully implemented such as constraints on evidentials, predicate nouns and
adjectives, sentence coordination, and clausal complements. Ungrammatical sentences
which did parse did so due to under-constraints on wh-pronouns and adjectives.
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the ungrammatical constructions were created to ensure that Causative
morpheme does not co-occur with the jy- intransitive prefix, that subjects
receive ergative case marking, and that the corresponding pronominal prefix
has the ergative form while the resulting object pronominal has the absolutive
form. Finally, the test suite confirms that underlyingly transitive verbs cannot
be inflected with the causative morpheme. On these items, the grammar had
100% coverage and 0% overgeneration; our implementation was successful,
with no added ambiguity.

6 Conclusion

The support for modeling morphology, including valence changing morphology,
based on the notion of position classes in the Grammar Matrix customiza-
tion system, correctly predicts the interaction of morphemes for causative
constructions in Panãra. The implementation of chained verbal inflection
position classes realized our analysis of causatives as a jump between the
inflection patterns of intransitive to transitive verbs. Since the O-pn position
class is incompatible with intransitive verbs and attaches before the causative
morpheme, we take advantage of the orthographic and syntactic parallels
between S and O agreement affixes to create a construction with two core
arguments and a Causative position class that moves the verbal inflection
from intransitive rules to transitive rules. Thus, intransitive verb stems which
encounter the causative are able to fully inflect with two argument agreement
affixes and the correct transitivity and case-marking morphology. We believe
this analysis and implementation succinctly represents the causative operation
in Panãra.

This implemented grammar of Panãra can serve as a tool for further
testing of phenomena in the language. The analysis of verbal agreement,
transitivity marking, and causatives that we implemented is not only internally
consistent but also interacts correctly with the other analyses implemented in
the grammar so far. Further analyses of additional phenomena of Panãra can
thus be tested for consistency with these analyses through implementation.

Looking cross-linguistically, the implementation of the causative mor-
pheme described in this paper supports the typological applicability of the
morphotactics and valence-change libraries in the Grammar Matrix customiza-
tion system.
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Abstract
This paper analyzes German numeral classifier phrases within HPSG, fo-

cusing on their morphosyntax and semantics. I differentiate between sortal
and measure classifiers, which, despite being structurally identical, contribute
differently semantically. In a German classifier phrase ([Num CL NP]), the
classifier serves as the head, with the counted NP as its complement and re-
quires a specifier to form a complete classifier phrase. This specifier can be
realized by a determiner in the traditional sense but also by a numeral. Ad-
ditionally, numerals are treated as underspecified for a specifier or a modifier,
allowing for a flexible combination of determiner, numeral, and other modifier
elements in the structure.

1 Introduction
In contrast to languages with rich classifier systems, such as Chinese, Japanese, or
Thai, German would not be considered as a typical classifier language. But indeed
there are elements in German that are suspected to be a numeral classifier (see Allan
1977, Lehrer 1986, Krifka 1989, Aikhenvald 2000, Lehmann 2000) such as Stück
‘SCL’1, compared to the Mandarin Chinese classifier tou ‘SCL’ below.

(1) a. zwei
two

Stück
SCL

Vieh
cattle

‘two heads of cattle’
b. liang

two
tou
SCL

niu
cattle

‘two heads of cattle’

However, research on German classifiers has been relatively marginal, especially
regarding their structural analysis. Unlike Mandarin Chinese, where the absence of
inflection complicates the debate on branching structure ([Num [CL N]] or [[Num
CL] N], see Her & Tsai 2020 and Jiang et al. 2022), the rich variation in German
w.r.t. declension offers an interesting perspective on the formal study of classifiers.
This paper aims to focus on the morphosyntax and semantics of German classifiers
and provides an analysis in the framework of Head-driven Phrase Structure Grammar
(HPSG, Pollard & Sag 1994, Müller et al. 2021). Minimal Recursion Semantics
(MRS, Copestake et al. 2005) is used for the semantic analysis.

The paper is structured as follows: in Section 2, I provide a brief overview of
classifiers in German. Next, Stück ‘SCL’ and Scheibe ‘slice’ are selected as examples of
sortal and measure classifiers, respectively, and will be discussed in Sections 3 and 4.
These sections will progressively address the combinations of classifiers with counted

1The following abbreviations are used in the paper: N=noun, NP= noun phrase, Mod=modifier,
Num=numeral, CL=classifier, SCL=sortal classifier, MCL=measure classifier, PL=plural, c–
n=count noun, DAT=dative, SG=singular, GEN=genitive, WK=weak, PST=past, AKK=akkusative,
NOM=nominative, ST=strong, NEU=neutral, FEM=feminine, MAS=masculine, Det=determiner,
Spr=specifier, PASS=passive.
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NPs, as well as their interactions with numerals or determiners. In the last section, I
draw the conclusions of this paper.

2 Classifiers in German
In a study of German numeral classifiers, the first question that needs to be confronted
is: what precisely constitutes a numeral classifier? Drawing on the key properties
outlined by Lehrer (1986: 110–115), Craig (1992: 280–282), and Lehmann (2000:
249), a typical numeral classifier: a) combines a cardinal numeral (or a quantifier) and
a counted nominal; b) is chosen predominantly based on semantics. By these stan-
dards, Stück ‘SCL’ in (1a) can be considered as a classifier. It enables the connection
of a numeral and a mass noun.2 The choice of Stück ‘SCL’ is semantically constrained:
Kuh ‘cow’ cannot combine with Stück ‘SCL’ to express a counting sense as in (2).3 This
also demonstrates that classifiers and number-gender systems are not mutually exclu-
sive. Therefore, classifiers in German should also be considered within the broader
context of cross-linguistic classifier research.

(2) zwei
two

Stück
SCL

Kuh
cow

‘two pieces of cow’ (not ‘two cows’)

The discussion of German classifiers typically traces back to the numerative con-
struction: A noun phrase consisting of three members (a numeral, a noun (N1) used
as a unit of measurement or counting, and another noun (N2) being measured or
counted) is known as a numerative construction (Krifka 1991: 401). Based on the
semantic contribution of N1 they can be further divided into six subcategories (Löbel
1986, Krifka 1989, Gunkel et al. 2017).

(3) a. measuring constructions
zwei
two

LiterN1
liter

BierN2
beer

‘two liters of beer’
b. container constructions

zwei
two

Flasche-nN1
bottle-PL

MilchN2
milk

‘two bottles of milk’
2As noted by an anonymous reviewer referencing Little et al. (2022), some studies suggest that

classifiers function to bridge numerals and atomic nouns, i.e., count nouns. Based on this, the reviewer
questions whether classifiers truly exist in German, as Vieh is not a count noun. However, there is both
theoretical and empirical research (Krifka 1995, Chierchia 1998, Craig 1992, Zhou et al. 2024) that
generally agrees that classifiers are primarily used with mass nouns, enabling them to be counted.
Given the ongoing debate regarding the distinction between count and mass nouns in prototypical

classifier languages such as Chinese, this paper does not adopt this distinction as a cross-linguistic crite-
rion for identifying classifiers. Instead, it focuses on summarizing the nouns following Stück in German,
emphasizing that Stück in a counting (rather than partitive) sense is generally followed by mass nouns.

3It is acceptable with a partitive reading.
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c. counting constructions
zwei
two

Scheibe-nN1
slice-PL

BrotN2
bread

‘two slices of bread’
d. classifier constructions

zwei
two

StückN1
SCL

ViehN2
cattle

‘two heads of cattle ’
e. collective constructions

zwei
two

HundertschaftenN1
group.of.hundred

PolizeiN2
police

‘two hundred police’
f. kind constructions

zwei
two

Sorte-nN1
kind-PL

BierN2
beer

‘two kinds of beer’

Among the six categories mentioned, Liter ‘liter’, Flasche ‘bottle’, Scheibe ‘slice’,
Hundertschaften ‘group.of.hundred’, and Sorte ‘kind’ all perform additional semantic
operations on N2 during the counting process, meaning that N1 specifies the form in
which N2 is quantified.

In this paper, I treat N1 that do not contribute extra semantic content as sortal
classifiers (see Stück ‘SCL’ in (3d)), and all other types of N1 are considered as mea-
sure classifiers (MCL, represented by Scheibe ‘slice’ in (3c)). This paper focuses on the
structure of German numeral classifier phrases and will therefore center the discus-
sion on Stück ‘SCL’ and Scheibe ‘slice.MCL’ as prototypical examples of different types
of numeral classifiers in German. Other numeral classifiers share the same syntactic
structure but differ in aspects such as the morphological variations of N1 and N2.

In addition to the semantic differences, the immediatemorphosyntactic difference
between (3d) and (3c) is that there is no morphological change4 in a sortal classifier.
Scheibe ‘slice.MCL’ retains its marking as a count noun because of the plural cardinal
relation zwei ‘two’, whereas Stück ‘SCL’ has no such markings.5 Although Stück has a
plural form Stücke, this form does not apply to classifier phrases [Num CL N].

4As one reviewer pointed out, while zwei Stücke Vieh ‘two pieces of cattle’ is possible, Stück ‘SCL’
here is not functioning as a classifier but rather as part of a partitive construction. This paper focuses
exclusively on classifiers.

5Please note that I do not claim the lack of plural marking to be a sufficient condition for identifying
sortal classifiers, nor do I assert that all measure classifiers have plural marking. The absence of plural
marking in their use as classifiers is one of the important characteristics of sortal classifiers and can be
seen as an example of decategorialization (Lehmann 2000: 253). The representative measure classifier
analyzed in this paper, Scheibe ‘slice.MCL’, retains plural marking; however, some measure classifiers,
such asMeter ‘meter.MCL’ and Pfund ‘pound.MCL’, do not exhibit plural marking. Since this study focuses
on Stück ‘SCL’ and Scheibe ‘slice.MCL’ as representatives of different types of classifiers to analyze the
structure of classifier phrases, it does not delve further into the subclassification of measure classifiers.
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Arguably, the nouns Stück ‘SCL’ and Scheibe ‘slice.MCL’, both of which have gram-
matical gender (4) and can be employed as classifiers, are located at different stages
of grammaticalization, as in (5) from Lehmann (2010: 442-443). Given that their
properties as nouns in German remain intact (grammatical gender), the treatment of
classifiers as subtypes of noun is reasonable.

(4) a. das
the.NEU

Stück
SCL

Vieh
cattle

‘the head of cattle’
b. die

the.FEM
Scheibe
slice.MCL

Brot
bread

‘the slice of bread’

(5) generic noun → measure classifier → sortal classifier

In German, nouns are classified as count or mass nouns. This should also be taken
into account when integrating classifiers into this system. Both sortal classifiers and
measure classifiers can be directly associatedwith numerals, thus categorizing them as
count nouns. Since the lexical meaning of a measure classifier is more pronounced,
any measure classifier i.e. a meas(ure)-cl(assifier)-n(oun) is also a n(ouny)-n(oun).
Combining the count/mass distinction and classifiers, I assume a hierarchy of nominal
HEAD values in Figure 1: Vieh ‘cattle’, Stück ‘SCL’, Scheibe ‘slice.MCL’ and Tisch ‘table’
have the HEAD values of mass-n, sort-cl-n (sortal-classifier-noun), meas-cl-n, and lex-
n respectively. n-n is further divided into meas-cl-n and lex-n and a lexical rule is
assumed to change for instance the Scheibe ‘slice’ (lex-n) to Scheibe ‘slice.MCL’ (meas-
cl-n).

noun

mass-n c-n

cl-n

sort-cl-n meas-cl-n

n-n

lex-n

Figure 1: Hierarchy of nominal HEAD values

In general, only mass nouns need to be made ‘countable’ with the help of other
elements, i.e. classifiers in this study, when expressing a quantitative meaning, since
count nouns can be used directly in conjunction with numerals. Therefore it is not
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surprising that in (3) N2 are nouns without plural inflection.6 Only cl-n can enable
mass nouns to appear in a numerative construction, the combination of classifiers (N1,
cl-n) and mass nouns (N2, mass-n) will be discussed in the next section in detail.

3 Combining classifiers and the counted NP
After clarifying the HEAD value of a classifier, this section will discuss the structure
of a classifier phrase, beginning with the combination of classifiers and the counted
NP.

So far only the case where N1 and N2 are juxtaposed (Kobele & Zimmermann
2012: 265) is mentioned in the paper, meaning that N1 and N2 have the same case
inflection, for instance, dative, as in (6a). But there are actually some measure clas-
sifiers that allow N2 to be combined with it in genitive case (6b) or with the aid of a
preposition von ‘of’ (6c), in other words, N2 is N1’s attribute.

(6) a. mit
with

zwei
two

Scheibe-n
slice.MCL-PL.DAT

köstlich-em
delicious-SG.DAT

Brot
bread

‘with two slices of delicious bread’
b. zwei

two
Scheibe-n
slice.MCL-PL

köstlich-en
delicious-SG.GEN

Brot-es
bread-SG.GEN

‘two slices of delicious bread’
c. zwei

two
Scheibe-n
slice.MCL-PL

von
of

diesem
this.DAT

köstlich-en
delicious-DAT.WK

Brot
bread

‘ two slices of this delicious bread’

Regarding sortal classifiers, if the classifier phrase functions as the complement
of a preposition that requires the dative case, such as mit ‘with’ in (7a), N2 is un-
equivocally in the dative case. As for N1, the sortal classifier without morphological
changes, can be underspecified for the CASE value, which means, it is also dative. Sor-
tal and measure classifiers exhibit the same structural features. In contrast, N2 with
prepositions like (7b) involves a partitive Stück ‘piece’ which will not be addressed in
this paper.7

(7) a. ein
one

Garten
garden

mit
with

300
300

Stück
SCL

krank-em
sick-SG.DAT

Vieh
cattle

‘a garden with 300 head of sick cattle’
6Indeed, the number of N2 varies according to the detailed subtypes of the classifier’s have. In the

case of measuring structures, counting constructions, and classifier constructions (Krifka 1989: 12), N2
must be a mass noun, but the HEAD value of N2 is underspecified in the case of container constructions
and collective constructions. In this paper, I treat Scheibe ‘slice.MCL’ as a representative of most kinds of
measure classifiers, taking into account the semantic differences between sortal and measure classifiers.

7All referenced and marked newspaper examples cited in this article are drawn from the German
Reference Corpus (DeReKo).
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b. ein-em
one-DAT

gut-en
good-DAT.WK

Stück
piece

vom
of.DET

Vieh
cattle

des
DET.GEN

Rittergut-es
manor-GEN

‘ a good piece of the manor’s cattle’
(Braunschweiger Zeitung, 23.03.2009)

Considering the other semantic components (Löbel 1986: 77–87) brought by
(6b), (6c), and (7b), I follow Krifka (1989: 15), limiting myself to the juxtaposed
structure (6a) and (7a) that is more focused on the function of quantitative informa-
tion.8

3.1 Headedness of a classifier phrase
Since N1 and N2 are combined juxtaposed, this inevitably brings up the discussion
of the headedness of a classifier phrase, that is an NP. The case of measure classifiers
like Scheibe ‘slice.MCL’ is more straightforward, since the verb and Scheibe ‘slice.MCL’
(the subject) agree in number, that is plural in (8).
(8) a. Auf

one
dem
the.DAT

Teller
plate

der
the.GEN

Frau
woman

lieg-en
lie-PL

zwei
two

kleingeschnitten-e
chopped-NOM.WEAK

Scheibe-n
slice.MCL-PL

Brot
bread

‘On the woman’s plate are two slices of bread that have been cut into
small pieces.’

(Braunschweiger Zeitung, 21.05.2010)
b. 1955

1995
kam-en
come.PST-PL

0,82
0.82

Stück
SCL

Vieh
cattle

auf
on

einen
one.AKK

Einwohner
inhabitant

‘In 1955, there were 0.82 head of cattle per inhabitant.’
(St. Galler Tagblatt, 24.01.1998)

As for sortal classifiers, although Stück ‘SCL’ does not exhibit morphological in-
flection to provide direct evidence of its status as the head in (8b), its role as the head
is evident, as Vieh ‘cattle’ cannot be plural. Furthermore, since phrases like ein- nach
d- ander- ‘one after the other’ in (9) can only refer in gender to Stück (neutral) and
not to Rhabarber (masculine). Thus, it can be concluded that Stück ‘SCL’ is the head
of the classifier phrase. (For more on this test, see Höhle 2019: 52 and Müller 2002:
49.)
(9) a. Drei

three
Stück
SCL.NEU

Rhabarber
rhubarb.MAS

wurden
PASS.PST

eines
one.NOM.NEU

nach
after

dem
the.DAT.NEU

anderen
other.DAT.NEU

klein
small

geschnitten.
chopped

‘Three pieces of rhubarb were cut into small pieces one by one.’
8As noted by one reviewer, (6b) represents a regular instance of a partitive measure construction.

As previously mentioned, this paper does not address the partitive reading of Stück ‘SCL’ and maintains
a reserved stance on the relationship between partitive and counting readings. For readers interested in
further exploration, Zimmer (2015) and Schäfer (2018) provide a detailed discussion.
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b. * Drei
three

Stück
SCL.NEU

Rhabarber
rhubarb.MAS

wurden
PASS.PST

einer
one.NOM.MAS

nach
after

dem
the.DAT.MAS

anderen
other.DAT.NEU

klein
small

geschnitten.
chopped

Int: ‘Three pieces of rhubarb were cut into small pieces one by one.’

The alternative, where Vieh ‘cattle’ is the head of the NP, is not possible. If that
were the case, one would have to make a mass noun open to the numerals, which
is subversive to the basic logic of German grammar: only count nouns can be used
directly with numerals. In our case, cl-n is a subtype of count nouns, so Stück ‘SCL’
can be the head of the NP and all is safe.

Thus, morphosyntactically, the classifier is always the head of the German clas-
sifier phrase (NP). But semantically there is a problem that requires attention. There
are examples in the DeReKo (Das Deutsche Referenzkorpus ‘The German reference
corpus’) where Stück ‘SCL’ can be preceded by adjectives modifying N2, see (10). As
a sortal classifier, Stück does not provide an extra lexical contribution, and it’s only
the Vieh ‘cattle’ that gets sick or dies.9

(10) a. ein
one

tot-es
dead-ST.NOM/AKK.NEU

Stück
SCL

Vieh
cattle

‘a dead head of cattle’
(Neue Zürcher Zeitung, 29.05.2004)

b. ein-em
one-DAT.NEU

krank-en
sick-WK.DAT

Stück
SCL

Vieh
cattle

‘a sick head of cattle.’
(die tageszeitung, 02.10.2009)

If Stück ‘SCL’ is the head, then this semantic connection of modifiers preceding
the classifier and N2 needs to be possible. This can be regarded as a special feature of
sortal classifiers as “functional” nouns: In CONT (11a), a sortal classifier takes the IND
of N2 as its argument and shares the IND of N2. If there is an adjective modifying N1,
it still modifies the IND of N2.10 This is an important difference between sortal and
measure clasifiers. A measure clasifier will also take the IND of N2 as the argument of

9The adjectives modifying measure classifiers before the measure classifier have a different meaning,
as in (i). In (i.b) it is still about a counting-Stück, whereas Stück in (i.a) is partitive, hence (i.a) will not
be discussed in this paper.

(i) a. ein
one

groß-es
big-NEU.ST.SG

Stück
SCL

Schokolade
chocolate

‘a large piece of chocolate’
b. ein

one
süß-es
sweet-NEU.ST.SG

Stück
SCL

Schokolade
chocolate

‘a sweet piece of chocolate’

10A similar method of index inheritance can be found in Bender & Siegel (2005: 631) and Levine
(2010: 271) about the analysis of parasitic heads.

95



for instance scheibe-rel (11b), but it still has its own distinct IND that can be modified
by other adjectives, such as kleingeschnitten ‘chopped’ in (8).

(11) a. Sample CONT of a sortal classifier

⎡
⎢⎢⎢
⎣

CONT
⎡
⎢
⎢
⎣

IND 1

RELS ⟨[stück-relARG 1
]⟩

⎤
⎥
⎥
⎦

⎤
⎥⎥⎥
⎦

b. Sample CONT of a measure classifier

⎡
⎢
⎢
⎢
⎢
⎣

CONT
⎡
⎢⎢⎢⎢
⎣

IND 1

RELS ⟨⎡⎢⎢
⎣

scheibe-rel
ARG0 1

ARG1 2

⎤⎥⎥
⎦
⟩

⎤
⎥⎥⎥⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎦

After clarifying the headedness question of a classifier phrase, it is possible to
give a more detailed answer to the juxtaposed combination. N1 and N2 seem to be
combined by juxtaposing, but in fact, this combination should be realized through a
head-complement-phrase, N1 is the head and N2 is the complement. An important
point that distinguishes cl-n from lex-n is that classifiers need a noun to fulfill their
counting function. And this noun (N2) needs to share the same CASE value as the
classifier (N1), see (12).

(12) Lexical entry for Stück ‘SCL’ (preliminary version without Num and Det)

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

CAT

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

HEAD ⎡⎢
⎣

CONC [CASE 3 ]
sort-cl-n

⎤⎥
⎦

COMPS ⟨NP
⎡
⎢
⎢
⎣

HEAD ⎡⎢
⎣

CONC [CASE 3 ]
mass-n

⎤⎥
⎦

IND 1

⎤
⎥
⎥
⎦

⟩

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

CONT
⎡
⎢
⎢
⎣

IND 1

RELS ⟨[stückARG 1
]⟩

⎤
⎥
⎥
⎦

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

As shown in Figure 1, the hierarchy of nominal HEAD values has been applied
here. It is worth noting that, count and mass are typically considered semantic fea-
tures and are generally not modeled under HEAD. However, it is necessary for Stück
‘SCL’ to choose a complement of type mass-n in this case. Without the distinction
between count and mass, a nominal headed phrase such as zwei Stück Vieh could still
be selected by another Stück ‘SCL’, as in (13), which is an undesired outcome.
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(13) * zwei
two

Stück
SCL

zwei
two

Stück
SCL

Vieh
cattle

4 Adding numerals and determiners
So far it seems that when N1’s COMPS is satisfied by N2, it is already a complete
NP. But in fact, a classifier, as a count noun, no matter sortal or measure, cannot
be directly selected by the verb unless it is preceded by a numeral or a determiner,
i.e., (3) and (4). Therefore, numerals or determiners are required. But the syntactic
behavior of ein- ‘one’ and other numerals differs when modifiers are involved, and
next I will discuss them separately.

4.1 Case 1: when Num is other than ein- ‘one’
German numerals such as zwei ‘two’ are traditionally treated as adjectives in theDuden
– Die Grammaik (2022). However in analysis of other classifier languages, numerals
are generally treated as a specifier or complement of the head classifier (Bender &
Siegel 2005, Ng 1997). This implies that the connection of a numeral to a classifier
is specific and restricted. But when a definite article or demonstrative is present, as in
(14), two specifiers are required: one for the definite article and one for the numeral.
Classifier phrases are not particularly common in German, and there is no supporting
evidence or alternative structures in German to justify a double specifier treatment;
therefore, this analysis may not be the most suitable for the German data.

(14) die
the

zwei
two

Scheibe-n
slice.MCL-PL

Brot
bread

‘these two slices of bread’

Furthermore, German numerals other than ein- ‘one’, which means the NUM value
of the numeral is always pl, can have a flexible position before the noun and can
be exchanged in order with a modifier without affecting the truth condition of the
phrase, see (15a) and (15b). If I insist on maintaining the double specifier treatment
and consider the numeral as a specifier, technically (15b) would not pose a problem
because the order of Spr-Mod-Spr is permissible. However, this would also predict
phrases like (16), which are not possible in German.

(15) a. diese
these

zwei
two

trocken-en
dry-WK.PL

Scheibe-n
slice.MCL-PL

Brot
bread

‘these two dry slices of bread’
b. diese

these
trocken-en
dry-WK.PL

zwei
two

Scheibe-n
slice.MCL-PL

Brot
bread

‘these two dry slices of bread’
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(16) a. * schöne
nice.WK

das
DET

Buch
book

Int: ‘the nice book’
b. * schöne

nice.WK
zwei
two

Bücher
book.PL

Int: ‘two nice books’

Therefore, the flexible order of classifiers w.r.t. modifiers actually indicates a
modifier status of classifiers in German. Together with the fact that a numeral may
not appear within a classifier phrase (4), repeated as (17), I treat numerals other than
ein- ‘one’ as a modifier, i.e., an undeclinable adjective.

(17) a. das
the.NEU

Stück
SCL

Vieh
cattle

‘the head of cattle’
b. die

the.FEM
Scheibe
slice.MCL

Brot
bread

‘the slice of bread’

Without a definite article or demonstrative, this kind of Mod-flexibility of nu-
merals disappears: numerals can only be placed on the leftmost side of the classifier
phrase, comparing (18a) and (18b). In other words, in the absence of a definite de-
terminer, the numeral seems to take over the function of a specifier in the classifier
phrase. Just as with every count noun, the classifier phrase is not complete without
this specifier, namely the numeral.11

(18) a. zwei
two

klein-e
small-ST.PL

Scheibe-n
slice.MCL-PL

Brot
bread

‘two small slices of bread’
b. * klein-e

small-ST.PL
zwei
two

Scheibe-n
slice.MCL-PL

Brot
bread

Int: ‘two small slices of bread’

The analysis on numerals other than ein- ‘one’ should fulfill both cases (15) and
(18): a numeral is a modifier if there is a specifier within a classifier phrase, and the
numeral will be the specifier if no other specifier is present. Therefore I assume that
the HEAD value of a number is an underspecified type of num as in Figure 2, which
has two subtypes, num-det (numeral-determiner) and num-adj (numeral-adjective).

num-det is at the same time a subtype of det. In German the specifier of a classifier
can be: dies- ‘this’, d- ‘the’, mein- ‘my’, zwei ‘two’, ein- ‘one’, jede- ‘every’ as in (19).
A Hierarchy of HEAD values for determiners is proposed in Figure 3.

11The difference is that in the case of a sortal classifier, there is no bare plural, a specifier is always
required. But Scheibe ‘slice.MCL’ allows a bare plural and there would be an optional specifier.
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num

num-det num-adj

Figure 2: Hierarchy of HEAD values for numerals

(19) a. dem-def-cl-d
dieses Stück Vieh
‘this head of cattle’

b. art-def-cl-d
das Stück Vieh
‘the head of cattle’

c. poss-def-cl-d
unsere 8 Stück Vieh
‘our 8 heads of cattle’

d. num-det
zwei Stück Vieh
‘two heads of cattle’

e. art-ind-cl-d
ein Stück Vieh
‘a head of cattle’

f. jed-ind-cl-d.
jedes Stück Vieh
‘every head of cattle’

det

... cl-det

def-cl-d num-det ind-cl-d

art-ind-cl-d ...

Figure 3: Hierarchy of HEAD values for determiners

Now it is necessary to include the information of a specifier in the entries of a
classifier, i.e., a word with HEAD value cl-n not only needs to select a mass-n as its
complement, but must also select a determiner of type cl-det to be its specifier. The
CONC value of the specifier needs to be shared with its head.
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All numerals with [HEAD num-adj], whose NUM value is pl, cannot co-occur with
singular Stück ‘SCL’ or Scheibe ‘slice.MCL’. Due to the internal agreement of NP, the
combination of ind-cl-d and num-adj in cases such as (20) is ruled out. [NUM sg] only
appears when the numeral is ein- ‘one’, that is, a num-det. Two numerals, no matter
whether the combination of num-det and num-adj or iteration of num-adj, are not
possible for semantic reasons: there should be only one card-rel per index.

(20) * ein
one

/ jedes
every

zwei
two

Stück
SCL

Vieh
cattle

Int: ‘a / every two head of cattle’

This underspecified treatment of num is further supported by empirical evidence.
Both (21a) and (21b) are German expressions for a theme of this year, with dies- in
(21a) being declined as a determiner, and (21b) being declined as an adjective analog
to (21c). An underspecified HEAD value of dies- to be det or adj is expected or at least
two entries are necessary.

(21) a. ein
a

Thema
theme

dies-es
this.DET-GEN.ST

Jahr-es
year-GEN

‘a theme of this year’
b. ein

a
Thema
theme

dies-en
this.ADJ-GEN.ST

Jahr-es
year-GEN

‘a theme of this year’
c. ein

a
Thema
theme

letzt-en
last-GEN.ST

Jahr-es
year-GEN

‘a topic of last year’

4.2 Case 2: iff Num=1
When the numeral is 1, i.e. ein- ‘one’, it has only the properties of a determiner.
Even if there is already a definite determiner, the numeral ein- ‘one’ cannot change
places with an adjective and must be fixed in the second position after the definite
determiner, see (22). In this case, there exist two determiners tightly tied together
and nothing can be inserted between them. Thus I assume a compound structure
compl-det combining a def-cl-d and art-ind-cl-d.

(22) a. diese
that

ein-e
one.WK.SG

klein-e
small-WK.SG

Scheibe
slice.MCL

Brot
bread

‘this one small slice of bread’
b. * diese

that
kleine
small-WK.SG

eine
one.WK.SG

Scheibe
slice.MCL

Brot
bread

‘this one small slice of bread’
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(23) compl-det ⇒
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

DTRS ⟨H

⎡
⎢
⎢
⎢
⎢
⎣

CAT|HEAD
⎡
⎢⎢
⎣

SPEC c-n[CONC 1 ]
CONC 1

def-cl-d

⎤
⎥⎥
⎦

CONT 2

⎤
⎥
⎥
⎥
⎥
⎦

,
⎡
⎢
⎢
⎣

CAT|HEAD
⎡
⎢⎢
⎣

SPEC c-n[CONC 1 ]
CONC 1

art-ind-cl-d

⎤
⎥⎥
⎦

⎤
⎥
⎥
⎦

⟩

CONT 2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

This complex determiner has def-cl-d as its head and can be selected by a c-n (not
only by a cl-n), which correctly predicts (24) in German.

(24) das
that

eine
one.WK.SG

Buch
buch

‘the one book’

5 Conclusions
This paper provides an HPSG analysis for German numeral classifiers. Based on
the semantic differences and morphological behavior, numeral classifiers in German
can be categorized into sortal and measure classifiers. Both types of classifiers take
N2, the counted NP as their complement, and require a specifier to form a complete
classifier phrase. This specifier can be realized by a determiner in the traditional
sense but also by a numeral. In plural cases, the numeral can function as a modifier
if an additional determiner is present. An underspecified HEAD value of numerals is
proposed allowing for the combination of Det-Mod-Num. When the numeral is ein-
‘one’, a comp-det is introduced to ensure that nothing can be inserted between these
two determiners.
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Abstract

In this paper, I will present an analysis of complement clauses in Norwe-
gian that are licensed by the five adverbs så/såpass ‘so’ and slik/sånn/sådan
‘such’. It will be assumed that the licensed complement clause, although it is
licensed by the adverb, is not a complement within the constituent with the
adverb, but rather a complement of the clause. This opens for a uniform anal-
ysis of complement clauses licensed by adverbs, irrespective of their position
with regard to the licensing adverb. The analysis will be conducted within the
framework of an HPSG-inspired incremental typed feature structure grammar
of Norwegian.

1 Introduction

A little studied, however not completely infrequent, phenomenon is that of delayed
complement clauses in examples like (1) from Huddleston & Pullum (2002: 967).

(1) So many people enrolled for the course that we had to move to a larger
room.

So is here a degree adverb, modifying a degree determinative many, and it re-
quires a complement clause that we had to move to a larger room. This complement
clause is according to Huddleston & Pullum (2002) always at the end of the clause.

The construction is related to the more common construction where the com-
plement clause appears adjacent to the phrase with so, referred to hereafter as the
so-phrase. This is exemplified for Norwegian in (2a) where the so-phrase så sen
‘so late’ is directly followed by the complement clause at jeg smiler ‘that I smile’.
This construction is semantically equal to the corresponding delayed complement
construction demonstrated in (2b). In Norwegian it is always possible to front the
so-phrase, and the complement clause then is left behind.

(2) a. Han
he

er
is

så
so

sen
late

at
that

jeg
I

smiler.
smile

‘He is so late that I smile.’

b. Så
so

sen
late

er
is

han
he

at
that

jeg
I

smiler.
smile

‘He is so late that I smile.’

Probably the most famous sentence with a delayed complement clause is the
first sentence of John 3:16 in the Bible, as shown in (3). In this sentence, the so-
phrase så høyt ‘so highly’ is thematized, making the complement clause a delayed
complement. The degree adverb here modifies an adverb høyt ‘highly’. Note that in
the English translation, the so-phrase consists only of the adverb so.

†I would like to thank three anonymous reviewers and the audience at the HPSG 2024 conference
in Olomouc, Czech Republic, for very useful comments and suggestions.
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(3) For
for

så
so

høyt
highly

har
has

Gud
God

elsket
loved

verden
world-DEF

at
that

han
he

ga
gave

sin
REFL

Sønn,
son,

den
the

enbårne
one and only

[...]
[...]

‘For God so loved the world that he gave his one and only Son [...]’

There are also other (degree) adverbs that require complement clauses; såpass
‘so’, slik ‘such’, sånn ‘such’, and sådan ‘such’. While så and såpass function
as degree adverbs modifying adjectives, adverbs, and prepositions, slik and sånn
modify determiners (example (4a)) or function alone, as adverbs (example (4b)).

(4) a. Med
with

slik
such

en
a

kraft
force

traff
struck

den
it

at
that

jeg
I

falt.
fell

‘It struck with such a force that I fell.’

b. For
for

slik
so

har
have

vi
we

elsket
loved

naturen
nature-DEF

at
that

vi
we

er
are

nødt
obliged

til
to

å
to

drepe
kill

den.
it
‘For we have so loved the nature that we have to kill it.’

There are similar comparative constructions where a subordinate clause or an
infinitival clause at the end of a sentence is dependent on a comparative element
earlier in the sentence, as shown in (5).1

(5) a. More people enrolled for the course than we had expected.

b. Too many people enrolled for the course to fit in the room.

In (5a) the comparative governor more licenses the comparative complement
than we had expected at the end of the clause. In (5b) the comparative governor too
licenses the comparative complement to fit in the room. The difference from the
delayed complement clauses like (1), apart from the licensing element, is that while
the complement clause in delayed complement clauses is a regular that-clause, the
complement in (5a) is a subordinate clause introduced by than, and the complement
in (5b) is an infinitival clause. It shows that the licensing element has a syntactic
requirement for the comparative complement.

However, whereas the complement clause required by so must appear at the end
of the clause, as illustrated by (6a), the comparative complements licensed by more
and too may appear within the sentence, as shown in (6b) and (6c).

(6) a. * So many people that we had to move to a larger room, enrolled for
the course.

b. More people than we had expected enrolled for the course.

c. Too many people to fit in the room enrolled for the course.

1Thanks to Dan Flickinger for pointing this out to me.
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In this paper, the focus will be on the delayed complement construction illus-
trated in (1)–(3). However, it will also be outlined how the analysis can be extended
to comparative constructions, as illustrated in (5).

2 Corpus Searches

A search for the words så/såpass ‘so’ and slik/sånn/sådan ‘such’ followed by the
complementizer at ‘that’ within a window of the following 10 words in the 100
million word Leksikografisk bokmåskorpus (Fjeld et al. 2020) yielded the number
of matches shown in Table 1.2 A manual inspection of the first 50 matches in each
search revealed that a significant number of the complement clauses were licensed
by the adverb.3 The total number of complement clauses licensed by the five adverbs
is estimated to be about 40,000. The total number of complement clauses with the
complementizer at in the corpus is 1,025,355. This implies that about 4% of the at
complement clauses are licensed by an adverb. Among these, about 1,000 (1 of 40)
is a delayed complement construction.

Matches Manual inspection Estimate
så . . . at 59,671 29/50 34,609
såpass . . . at 1,346 46/50 1,238
slik . . . at 9,723 19/50 3,694
sånn . . . at 1,260 22/50 554
sådan . . . at 65 10/65 10
Total 40,105

Table 1: Estimated number of complement clauses licensed by adverbs in Leksiko-
grafisk bokmåskorpus

3 HPSG Analysis

The ERG (Flickinger 2000) provides an analysis for sentences like (2a) where
the complement clause is adjacent to the so-phrase. The complement clause is
then treated as a complement of so, as shown in Figure 1. The MRS (Copestake
et al. 2005) of the sentence is given in Figure 2. It shows how the predicate of so
(_so_x_comp) takes late as its first argument ( 11 ) and the subordinate clause as its
second argument ( 12 ).

However, in cases where the so-phrase is nonadjacent to the licensed CP, as in
(1), the ERG lacks an analysis where the CP is an argument of so. The delayed
complement construction poses a challenge for regular HPSG grammars given that
the element that selects for the complement clause, so, occurs at the top of the tree,

2The corpus is not syntactically annotated, so a syntactic search is not possible.
3All the 65 matches with sådan were manually inspected.
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[
SPR 〈〉
COMPS 〈〉

]



SPR 〈〉
COMPS

〈
2

〉





SPR

〈
1

〉

COMPS
〈

2

〉




so

1Adv

late

2CP

that I smile

Figure 1: Analysis of so late that I smile by the ERG




mrs
TOP 0 h
INDEX 2 e

RELS

〈




pron
LBL 4 h
ARG0 3 x


,




pronoun_q
LBL 5 h
ARG0 3 x
RSTR 6 h
BODY 7 h




,




loc_nonsp
LBL 1 h
ARG0 2 e
ARG1 3 x
ARG2 8 x




,




_so_x_comp
LBL 9 h
ARG0 10 e
ARG1 11 e
ARG2 12 h




,




time_n
LBL 9 h
ARG0 8 x


,




def_implicit_q
LBL 13 h
ARG0 8 x
RSTR 14 h
BODY 15 h




,




_late_p
LBL 9 h
ARG0 11 e
ARG1 8 x


,




pron
LBL 16 h
ARG0 17 x


,




pronoun_q
LBL 18 h
ARG0 17 x
RSTR 19 h
BODY 20 h




,




_laugh_v_at
LBL 12 h
ARG0 21 e
ARG1 17 x




〉

HCONS

〈


qeq
HARG 0 h
LARG 1 h


,




qeq
HARG 6 h
LARG 4 h


,




qeq
HARG 14 h
LARG 9 h


,




qeq
HARG 19 h
LARG 16 h



〉




Figure 2: MRS of the sentence He was so late that I laughed.

as part of a subject or a filler, and even though one would allow for a complement
clause to be realized after the the subject or filler, once the phrase containing so has
been realized, there is no way to access the valence requirements of so.
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If we assume that the canonical position of the complement clause in a delayed
complement construction is adjacent to the so-phrase, as implied in the analysis
in Figure 1, the delayed complement construction could be considered a case of
extraposition. However, since the complement clause consistently appears at the
end of the matrix clause, there is no evidence supporting such an analysis. A version
of the delayed complement construction where the complement clause is not at the
end, would be ungrammatical, as illustrated in (6a).

4 Analysis

In this section, the delayed complement construction and the more regular construc-
tion, with the complement clause adjoined to the so-phrase, will be given a uniform
analysis.

4.1 Incremental analysis

The analysis is conducted within the framework of an HPSG-inspired incremental
typed feature structure grammar for Norwegian (Haugereid 2009), implemented
using the LKB system (Copestake 2002) as part of the Delph-In effort.4 This ap-
proach assumes a distinction between a parse tree and a constituent tree (Haugereid
& Morey 2012), where utterances are parsed incrementally in a bottom-up fashion
from left to right, resulting in a completely left-branching tree structure. The gram-
mar functions similarly to a shift-reduce parser, utilizing a STACK feature to monitor
matrix constituents during the parsing of embedded constituents. Upon completing
the parse, the constituent structure of the clause can be inferred from examining the
STACK feature of each node in the parse tree. As will be shown, this incremental
approach is well-suited for the analysis of delayed complement constructions.

Figure 3 provides the parse tree for example (2b), repeated below as (7). In this
figure, the stacked constituent (V) is put on a list while the subordinate clause is
parsed. At the top of the tree, the V constituent is popped from the list. A more
detailed analysis of the same sentence is provided later, in Section 4.6.

(7) Så
so

sen
late

er
is

han
he

at
that

jeg
I

smiler.
smile

‘He is so late that I smile.’

4.2 Licensed Complement

The central assumption of the analysis presented in this paper, drawn from Hud-
dleston & Pullum (2002: 967), is that the complement clause consistently appears
at the end of the clause and that it is a complement of clause structure, rather than
the licensing adverbs (in Norwegian, så/såpass ‘so’ and slik/sånn/sådan ‘such’).

4https://github.com/delph-in/docs/wiki
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V

C<V>

C<V>

C<V>

V

V

V

V

V

START

DegAdv

så

A

sen

V

er

NP

han

C

at

NP

jeg

V

smiler

Figure 3: Incremental parse tree

This is achieved by allowing the feature licensing the complement clause ascend
the tree from the point where the licensing adverb is realized until it triggers a rule,
initiating the parsing of a complement clause. The analysis encompasses lexical
entries for the licensing degree adverbs, a rule for the licensing adverbs, a feature
LC (Licensed Complement), and a rule for the licensed complement.

4.3 Degree Adverbs

The lexical entry for the degree adverb så ‘so’ is given in (8). It modifies an adjective,
adverb or preposition.

(8)



degadv-word

STEM
〈

“så”
〉

HEAD




degadv

MOD
〈[

HEAD adj-adv-prep
]〉



KEYREL
[
PRED så_deg

]




The predicate of så, så_deg, is an underspecified type with two possible subtypes,
så_deg_rel and så_deg-cp_rel, as illustrated in Figure 4. The regular degree adverb
type så_deg_rel inherits from the type comp–, which means that it is not compatible
with a complement argument, while the type så_deg-cp_rel inherits from the type
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comp+, which means that it requires a CP complement. This underspecification is
unique to the five CP-licensing adverbs.

predsort

degadv+

comp– comp+

så_deg

så_deg_rel så_deg-cp_rel

Figure 4: Type hierarchy of predicate types for the degree adverb så ‘so’

4.4 Degree Adverbs Requiring CP Complements

The rule responsible for attaching degree adverbs that require a CP complement is
presented in Figure 5. Given the left branching structures in this approach, coupled
with the leftward attachment of degree adverbs, these adverbs are parsed before the
modified word. To accommodate this, the element on the MOD list of the degree
adverbs is unified with the feature PREMOD in the mother node. The subsequent
rule that attaches the modified word unifies the PREMOD feature of its first daughter
with the LOCAL value of its second daughter. Consequently, the degree adverb has
the LOCAL features of the word it modifies on its MOD list. This is demonstrated
later, in Figure 7.




degadv-cp-rule
CAT 5

PREMOD 2


CONT|HOOK

[
LTOP 3

INDEX 4

]


LC 1

[
PRED comp+

]

C-CONT

〈
! 1



LBL 3

ARG0 event
ARG1 4


!
〉






CAT 5

LC
[
PRED degadv+

]






degadv-word

HEAD|MOD
〈

2

〉

KEYREL 1

[
PRED degadv+

]




Figure 5: Rule for attaching degree adverb that requires a complement clause
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The degree adverb rule unifies the KEYREL of the degree modifier with the
feature LC (Licensed Complement) in the mother. This relation is specified to
have the PRED value comp+. The corresponding value in the first daughter is
underspecified, allowing for more than one CP-licensing adverb.

4.5 Delayed Complement Rule

The final part of the analysis involves a rule that initiates the parsing of a CP required
by an adverb, given in Figure 6.




licensed-cp-rule
HEAD 1

STACK

〈


CAT 3

LC
[
PRED comp–

]


〉

CONT
[
HOOK|LTOP 2

]







CAT 3



VAL




CMP1 arg1–
CMP2 arg2–
CMP3 arg3–
CMP4 arg4–
PRT prt–







LC

[
PRED comp+
ARG2 2

]




[
complementizer-word
HEAD 1 compl

]

Figure 6: Rule for attaching complementizer initiating CP licensed by degree
modifier

The first daughter of the rule is a clause where all the arguments and particles are
realized,5 and which licenses a complement clause (the LC|PRED value is comp+).
The second daughter is a complementizer. In the mother node, the CAT features
of the initial daughter are placed on a STACK.6 Additionally, the ARG2 of the LC

relation in the first daughter is unified with the LTOP of the complement clause (the
mother).

4.6 Analysis of Sentence with Delayed Complement

The analysis of sentence (2b)/(7) with a delayed complement is illustrated in Figure
7. It demonstrates the incremental parsing of the sentence, detailing how the degree
adverb så ‘so’ licenses the delayed complement clause through the feature LC. The
figure also depicts how the relation of the degree adverb is linked to the modified

5The negative values of CMP1, CMP2, CMP3, CMP4, and PRT indicate that all the dependents of
the main verb are realized.

6The STACK feature allows for parsing of embedded structures, see Haugereid & Morey (2012).
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adjective and the complement clause, and that the relation is added to RELS via
C-CONT|RELS.

8



popping-rule
HEAD 5 verb
STACK 〈〉







verbal-rule
HEAD compl

STACK
〈

8

〉







cmp1-rule
HEAD 6 compl
LTOP 7

STACK
〈

8

〉







licensed-cp-rule
HEAD 6 compl
LTOP 7

STACK

〈
8

[
HEAD 5

DC|PRED comp–

]〉







cmp1-rule
HEAD 5 verb

LC 1

[
ARG2 7

]






verbal-rule
HEAD 5 verb
LC 1






cmp4-adj-rule
HEAD 5 verb
LC 1







degadv-cp-rule
HEAD 5 verb
PREMOD 4

LC 1

[
PRED comp+

]

C-CONT <! 1 !>







HEAD 5 verb

LC
[
PRED comp–

]



START




degadv-word

HEAD


MOD

〈
4

[
LTOP 2

INDEX 3

]〉


KEYREL 1




LBL 2

PRED så_deg
ARG1 3

ARG2 7







så

4



adj-word
HEAD adj
INDEX 3




sen

V

er

NP

han

C

at

NP

jeg



verb-word
HEAD verb
LTOP 7




smiler

Figure 7: Incremental analysis of sentence with delayed complement

The MRS resulting from the analysis in Figure 7 is given in Figure 8. It
illustrates how the relation of the degree adverb _så_deg-cp_rel has two arguments.
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The first ( 5 ) is the index of of the modified adjective _sen_a_rel, and the second
( 6 ) is the index of the the delayed complement clause.




mrs
TOP 0 h
INDEX 1 e

RELS

〈




_så_deg-cp_rel
LBL 3 h
ARG0 4 e
ARG1 5 e
ARG2 6 e




,




_sen_a_rel
LBL 7 h
ARG0 5 e
ARG1 8 x


,




_være-ap_14_rel
LBL 9 h
ARG0 1 e
ARG1 8 x
ARG4 5 e




,




pron_rel
LBL 10 h
ARG0 8 x


,




pronoun_q_rel
LBL 11 h
ARG0 8 x
RSTR 12 h
BODY 13 h




,




subord_rel
LBL 14 h
ARG0 6 e


,




pron_rel
LBL 15 h
ARG0 16 x


,




pronoun_q_rel
LBL 17 h
ARG0 16 x
RSTR 18 h
BODY 19 h




,




_smile_1_rel
LBL 14 h
ARG0 6 e
ARG1 16 x




〉

HCONS

〈


qeq
HARG 12 h
LARG 10 h


,




qeq
HARG 18 h
LARG 15 h


,




qeq
HARG 0 h
LARG 9 h



〉




Figure 8: MRS of the sentence Så sen er han at jeg smiler ‘He is so late that I laugh.’

4.7 Comparative Structures

When it comes to the comparative structures exemplified in (5), repeated below as
(9), they can be analyzed in a similar fashion to the delayed complement construc-
tions.

(9) a. More people enrolled for the course than we had expected.

b. Too many people enrolled for the course to fit in the room.

Just like so, the comparative governors too and more would have a relation
with an underspecified PRED value, as illustrated in the simplified type hierarchy in
Figure 9.

There would be separate rules for attaching too and more as comparative gover-
nors requiring a complement clause. Additionally, there would be separate rules
for initiating an infinitival clause if the LC feature has a vp+ requirement, and a
than-clause if the LC feature has a than-cp+ requirement.
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predsort

vp– too_deg vp+ comp– so_deg comp+ than-cp– more_func than-cp+

too_deg_rel too_deg-vp_rel so_deg_rel so_deg-cp_rel more_rel more_than-cp_rel

Figure 9: Simplified type hierarchy of predicate types for too, so, and more

The analysis of the comparative structures differs from the analysis of delayed
complements in that the licensed clause does not need to be sentence-final. The rules
that trigger the parsing of the licensed clause can also apply within the sentence,
accommodating examples like (6b) and (6c).

5 A Challenge for Regular HPSG Grammars

The analysis presented in Section 4 can be adapted to regular HPSG grammars. One
would then have to assume that the feature LC ascends to the sentence level and
there combines the sentence with the complement clause.

However, the position of the licensing element in a so-phrase is not always the
same. For example, in (10a) the licensing element so comes after the determiner
(a), and in (10b) the licensing element such comes before the determiner.

(10) a. a so good sound

b. such a good sound

This means that the NP would get the licensing feature LC from the right
daughter if the licensing element follows the determiner, as exemplified in Figure
10, while it would get the LC feature from the left daughter if the licensing element
precedes the determiner (see Figure 11). This would require two different NP rules.

[
LC 1

]

[
LC

[
PRED comp-

]]

a

[
LC 1

]

[
LC 1

]

[
LC 1

[
PRED comp+

]]

so

[
LC

[
PRED comp-

]]

good

[
LC

[
PRED comp-

]]

sound

Figure 10: Getting the LC feature from the right daughter of an NP
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[
LC 1

]

[
LC 1

]

[
LC 1

[
PRED comp+

]]

such

[
LC

[
PRED comp-

]]

a

[
LC

[
PRED comp-

]]

[
LC

[
PRED comp-

]]

good

[
LC

[
PRED comp-

]]

sound

Figure 11: Getting the LC feature from the left daughter of an NP

With the incremental approach, however, the LC feature is just passed up from
first daughter to mother once the degree adverb has been realized, and there is no
need for separate NP rules.

6 Conclusion

An analysis of delayed complement constructions is provided, wherein the comple-
ment clause appearing at the end of the sentence is assumed to be a complement of
the clause licensed by an adverb like så ’so’, rather than by the adverb itself.

By adopting this assumption, a consistent analysis can be applied regardless
of the proximity between the phrase with så ’so’ and the complement clause. This
approach allows for flexibility, accommodating scenarios where the phrase with the
licensing adverb is either adjacent to or distant from the complement clause, while
maintaining a uniform analysis throughout.

The left-branching structures assumed in this approach facilitate an analysis
where the licensing adverb’s requirement is registered and passed up from the
daughter node to the mother node, regardless of whether the adverb appears at the
beginning of the sentence or not. This method can be adapted to a standard HPSG
grammar. However, this adaptation poses challenges, as it necessitates considering
that the licensing condition (LC) feature could originate from either the first or the
second daughter of an NP.
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Abstract

This paper examines the hybrid agreement patterns in Bosnian/
Croatian/Serbian (BCS). Building on the previous work of the analysis
demonstrates that by adopting a default unification mechanism and
extending the existing type hierarchy, a feasible analysis of BCS hybrid
agreement can be accomplished. The paper also explores a functor
analysis, which delivers successful results with minor changes to the
type hierarchy and lexical entries. The findings also refute the claim
that the phenomenon of hybrid agreement in BCS gives evidence for
the DP-hypothesis, thereby rendering the argument unable to favour
either the NP or the DP hypothesis.

1 Introduction

The debate whether the noun or the determiner is the head of a nominal
phrase has been ongoing since the 1980s with the emergence of the so-called
DP-hypothesis. Prior to its emergence, the standard analysis held that the
noun constitutes the head of a nominal phrase. The DP-hypothesis was first
proposed by Szabolcsi (1983), Fukui (1986) and Abney (1987) in a reaction
to Chomsky’s reworking of the clause in order to maintain the parallelism
between the structure of the clause and the nominal domain. As Minimalism
in syntax (Chomsky 1993) became increasingly popular, the DP-hypothesis
gained textbook status e.g. Adger (2003).

Nonetheless the debate is far from being settled in favour of the DP-
hypothesis. Salzmann (2018) and Salzmann (2020) revisit the NP vs. DP
debate and discuss the arguments seemingly supporting each hypothesis. To
refresh the debate Salzmann (2020) works out a sharp definition of headedness
and introduces a puzzle regarding hybrid agreement in Bosnian/Croation
/Serbian (henceforward BCS).1

In BCS, the noun class II is of grammatical gender feminine but refers to
male entities. While only agreeing in semantic gender for singular number,
grammatical gender is triggered when the noun is being used in plural number.
To complicate things even more some speakers allow for a mixed agreement
inside the same sentence or noun phrase, hence feminine and masculine gender.

†This paper is the result of a master’s thesis written at Humboldt-University of Berlin
in 2024. I thank my supervisors Stefan Müller and Antonio Machicao y Priemer, and the
attendees of the HPSG 2024 conference (Olomouc, Czechia) for their comments. I also
thank the anonymous reviewers for their valuable feedback.

1The language naming is based on alphabetical order to avoid any value-ranking
(Alexander 2006: 426).
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(1) (Puškar 2018: 278)
a. star-i/*star-a

old-m.sg/old-f.sg
vladik-a
bishop-sg

me
me

je
is

juče
yesterday

posetio-∅/*posetil-a
visit.ptcp-m.sg/f.sg
‘the old bishop visited me yesterday’

b. star-e
old-f.pl

vladik-e
bishop-pl

su
are

me
me

juče
yesterday

posetil-e/posetil-i
visit.ptcp-f.pl/m.pl

‘the old bishops visited me yesterday’
c. star-i

old-m.pl
vladik-e
bishop-pl

su
are

me
me

juče
yesterday

posetil-i/*posetil-e
visit.ptcp-m.pl/f.pl

‘the old bishops visited me yesterday’

In (1a) the agreeing adjective stari ‘old’ and participle verb posetio ‘visit’
show agreement with the semantic gender of the noun vladik ‘bishop’, hence
masculine gender. If the noun is used in plural number as in (1b), the agreeing
elements bear feminine gender. Some speakers of BCS allow for semantic
agreement for plural nouns as shown by the sentence in (1c) shows, some
speakers even allow for a mixed agreement pattern as in (1b). Note, that
once semantic agreement is used, succeeding agreeing elements can not bear
grammatical gender. This behaviour is made explicit by the sentence in (1c),
where the adjective bears masculine gender and the succeeding participle
verb is only not permitted to bear feminine gender. This behaviour in
hybrid agreement is in line with Agreement Hierarchy by Corbett (1979),
which describes a decreasing probability of grammatical agreement along
the agreement hierarchy. It ranges from the attributive domain via the
predicative domain and the relative pronoun and end in the personal pronoun.
This means that the chance of semantic agreement rises (with no intervening
decrease) from the attributive domain to the personal pronoun (Corbett 2006:
207).

2 Discussion

The phenomenon of hybrid agreement was already addressed by Wechsler &
Zlatić (2003) who assume two gender attributes, namely concord|gender
and index|gender. The former being the grammatical and the latter the
semantic property of the noun. Furthermore, they work out that while
adjectives and determiners agree with the concord gender the participle
verb in BCS agrees with the index gender. To derive the behaviour of class II
nouns like vladika ‘bishop’, they employ a default unification system proposed
by Lascarides & Copestake (1999). It unifies default values (represented
on the right side of the forward slash), if there is no conflicting hard value,
or other soft value specified by a type lower in the hierarchy (Wechsler &
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Zlatić 2003: 42). That means that subtypes have priority when unifying
over supertypes (Wechsler & Zlatić 2003: 66). Wechsler & Zlatić use the
mechanism of default unification to constrain words of the type noun-wordci
(concord-index) which is a subtype of noun-wordsi (semantics-index). In the
type hierarchy they are structurally above the types for the declension classes.

(2) Default unification constraints (Wechsler & Zlatić 2003: 66)

a. noun-wordsi:

index

[
gender gender/ 1

]

restr /
[
sex 1 sex

]




b. noun-wordci:


concord

[
gender / 3

number / 4

]

index

[
gender / 3

number / 4

]




Wechsler & Zlatić posit that the type for the declension class II is further
specified such that it employs a type noun-II∅ and noun-IIf, whereas the
former is constrained for singular number and the latter for plural number and
feminine concord gender (Wechsler & Zlatić 2003: 43). Bringing together the
default unification and the type hierarchy has the effect that while singular
nouns of type noun-II∅ are not constrained for concord gender the default
unification of (2b) and (2a) apply. Assuming a male bishop the lexical sign
for the noun vladika will show masculine gender values for the attributes sex,
index and concord as illustrated by (3). Thus, the sentence in (1a) can be
derived.

(3)



phonology

[
stem vladik
decl II

]

synsem




cat |head |concord |gender 1

content




index i
[
gender 1

]

restrictions


pred

{
bishop(i)

}

sex 1masc













On the other hand, if the noun is used in plural number with the type
noun-IIf, concord|gender is set to feminine. Through the default unifi-
cation constraint on type noun-wordci index|gender is shared with con-
cord|gender. The default unification on noun-wordsi can not apply since
the subtype has the priority here. The resulting lexical entry for vladike
‘bishops’ now bears feminine concord and index gender being able to
produce the sentence in (1b). Wechsler & Zlatić note that some speakers of
BCS allow masculine gender agreement also for nouns with plural number,
thus they assume that for these speakers the type noun-II∅ is not constrained
for singular number (Wechsler & Zlatić 2003: 71). But as the example in
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(1b) shows, also mixed agreement patterns are possible. This pattern can not
be derived with the system sketched by Wechsler & Zlatić, since the default
unification constraint on noun-wordci ensures identical values for concord
and index gender.

Salzmann (2020) introduces an example from BCS with even more com-
plexity. Here, the switch from grammatical gender to semantic gender is
made between the attributive adjective and the demonstrative oni ‘those’.

(4) BCS (Salzmann 2020: 34)
Oni
Those-m.pl

star-e
old-f.pl

vladike
bishops

su
are

se
refl

posvadjal-i/*posvadjal-e
argued-m.pl/argued-f.pl

na
on

ulici.
street
‘Those old bishops argued on the street’

For Salzmann this is evidence, that the head of the nominal phrase is
D. He builds his argumentation upon the work of Puškar (2017) and Puškar
(2018), who employs relativized probing to derive the agreement patterns of
BCS. In short, the difference between semantic and grammatical gender lies
in the complexity of their probes. The feature for semantic gender has an
additional node for animacy. Salzmann defines that complex probes can only
be valued by complex features. Furthermore, they can pass simple features,
although simple probes cannot pass complex features. Moreover, simple
probes cannot be valued by complex features. This has the effect that once a
head’s probe is valued by a complex feature, simple probes cannot look past
it (Salzmann 2020: 35).

In (5) the adjective is merged first and therefore also probes first. The
adjective in (5a) probes for a simple gender feature and is valued by the
simple feature on the noun. After that the determiner with a complex gender
probe is merged. It probes passed the adjective and is valued by the complex
feature on the noun.

(5) (Salzmann 2020: 36)

a. DP

D
[[∗gen:□∗][∗anim:□∗]]

AP

A
[∗gen:□∗]

NP

N[
[F]

[[M][anim]]

]
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b. DP

D
[∗gen:□∗]

AP

A
[[∗gen:□∗][∗anim:□∗]]

NP

N[
[F]

[[M][anim]]

]
✘

On the other hand, if the adjective probes for a complex feature, like in
(5b), and the determiner then tries to probe for a simple feature, derivation
fails. The simple probe from the determiner cannot be valued by the features
on the adjective nor can it probe past the adjective to be valued by the simple
feature on the noun. In cases where the probes of the adjective and determiner
correspond in terms of complexity, the derivation will always be successful.
If another noun phrase, such as V, were to enter the derivation, the same
principles relating to the complexity of probes would apply. Consequently,
this system can derive the concordance patterns (1) and (4).

Salzmann states that under the NP-hypothesis this analysis would not
function, as the features on N would be projected and thus accessible for
probes from D and V, even in scenarios where grammatical agreement is
disregarded (Salzmann 2020: 38). As will be shown in the next section an
NP-analysis is possible, building on the work by Wechsler & Zlatić (2003).
Furthermore, an alternative approach following Van Eynde (2020) will be
assessed showing that default unification is not strictly necessary to derive
the mixed agreement patterns of BCS.

3 Proposal

To account for the mixed agreement patterns of (1b,1c) and (4), the type
hierarchy for class II nouns is augmented as shown in Figure 3. The type
noun-II∅ is still constrained for singular number and the default unification
constraints apply as described above and illustrated by (3). The second sub-
type is noun-IIpl, which is only constrained for plural number. Its subtypes are
noun-IIf and noun-IIm, whereas the former works the same as with Wechsler
& Zlatić (2003) and the latter is underspecified for concord|gender with
the value sex. Furthermore, it is constrained for index|gender masculine.

The type noun-IIf will result in a lexical sign with index|gender feminine
producing sentences with an all feminine pattern. The type noun-IIm has
both concord and index gender specified and thus the default unification on
type noun-wordci can not apply. Recall that in the YADU system the subtype
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noun-II[
declension II

]

noun-II∅[
concord |number sg

] noun-IIpl[
concord |number pl

]

noun-IIf[
concord |gender fem

] noun-IIm[
concord |gender sex
index |gender masc

]

noun-IIspr

cat | spr

〈[
cat |head |concord |gender 1

]〉

cont | index |gender 1




Figure 1: Revised version of the class II type hierarchy

takes priority over the supertype. Since concord|gender is underspecified,
the noun can combine with either feminine or masculine adjectives, ensuring
the participle verb to bear masculine gender, since the type is constrained
for index|gender masculine.

With the subtype noun-IIspr of type noun-IIm the determiner comes
into play. It is defined such that the concord|gender of the specifier is
bound to the index|gender of the noun. Additionally, a default unification
constraint is introduced on the type word-noun. By default it binds the
concord|gender value of the specifier to the concord|gender value of
the noun. This has the effect that nouns of all types except noun-IIspr trigger
concord agreement with the specifier.

(6) noun-word :

spr

〈[
cat |head |concord |gender / 1

]〉

concord |gender / 1




To summarize class II nouns of type noun-II∅ produce an all masculine
gender pattern in singular number as in (1a). This is achieved through
the default unification constraint on noun-wordci (2b) which binds the con-
cord|gender to index|gender and index|gender through the constraint
on noun-wordssi (2a) to the value of sex. Since the gender of the specifier
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is not defined the constraint on noun-word applies that binds the specifiers
gender value by default to concord|gender resulting in the lexical sign
in (7). Recall that noun-II∅ is restricted to singular number ensuring that
singular nouns of class II only trigger semantic agreement as shown in (4).

(7)



noun-II∅

synsem




cat



concord |gender 1

spr
〈[

cat |head |concord |gender 1

]〉



cont

[
index |gender 1

rest |gender 1 sex

]







All feminine gender patterns as in (1b) can be derived with noun-IIf nouns
as represented by the lexical sign in (8). The type noun-IIf is constraint
for concord|gender feminine and since the index|gender is bound
to concord|gender through constraint on (2b) the participle verb bears
feminine gender. The specifier bears feminine gender since again the constraint
on noun-word (6) applies binding its gender value to the one of concord.

(8)



noun-IIf

synsem



cat



concord |gender 1 fem

spr
〈[

cat |head |concord |gender 1

]〉



cont | index |gender 1







Mixed gender patterns as in (1b) and all masculine patterns in plural
number such as in (1c) can be analysed with the type noun-IIm and noun-IIspr.
Both types are constraint for index|gender masculine and underspecified
for concord|gender sex overwritting the default unification constraint
on noun-wordci 2b, since in the YADU system subtypes take priority over
their supertype. The constraint on noun-word binds the specifiers gender by
default to concord|gender. For sentences with a determiner and adjective
such as (4) this has the result that both the determiner and adjective share
the same gender as reflected by the lexical sign in (9). Furthermore, the under-
specification of concord|gender allows for feminine and masculine gender
on both the determiner and adjective. Since the value of index|gender is
masculine ungrammatical sentences as indicated by the stared forms in (1c)
can not be produces.
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(9)



noun-IIm

synsem




cat



concord |gender 1 sex

spr
〈[

cat |head |concord |gender 1

]〉



cont
[
index |gender masc

]







To derive sentences with a mismatch between the gender of the adjective
and determiner, as shown in (4), type noun-IIspr come into play. The lexical
sign is shown in (10). The type noun-IIspr is constraint such that the gender
of the specifier is bound by index|gender with the effect that the default
unification on noun-word (6) does not apply. Thus, the determiner would
bear masculine gender while the adjective is free of bearing masculine or
feminine gender due to the underspecification of concord|gender.

(10)



noun-IIspr

synsem




cat



concord |gender sex

spr
〈[

cat |head |concord |gender 1

]〉



cont
[
index |gender 1 masc

]







This point is a possible weakness of this analysis since both noun-IIm and
noun-IIspr can produce all masculine gender patterns in the plural. If type
noun-IIm is modified by a masculine adjective, the nouns concord|gender
resolves to masculine and through the default unification constraint on noun-
word the specifier gender is also masculine. The type noun-IIspr on the
other hand defines specifier’s gender as masculine. Hence, both types have
a identical feature structure only differing in their structure sharing. This
posits a challenge, since this type hierarchy then produces two solutions for
those sentences. To work around this problem one could assume that the
final linguistic representation need to have types that are maximal specific.
That way semantic agreement patterns would be only derived by noun-IIspr.

3.1 Functor analysis

An alternative way to circumvent the problem of ambiguous solutions is to
follow the functor analysis of the determiner. In contrast to the approach
above based on Wechsler & Zlatić (2003), where determiners satisfy the
object in the specifier list of the noun, determiners as functors attach to
nouns like adjectives. They have a type noun-word as their value of the
attribute select and if satisfied resulting in a head-functor-phrase as shown
in (11).
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noun-II[
declension II

]

noun-II∅


cat|concord

[
gender 1

number sg

]

cont

[
index |gender 1

restr | sex 1 sex

]




noun-IIpl[
concord |number pl

]

noun-IIf[
concord |gender 1 fem
index |gender 1

] noun-IIm


concord |gender sex

cont

[
index |gender 1

restr | sex 1 masc

]



Figure 2: Revised version of the class II type hierarchy

(11) (Van Eynde 2020: 10)
head-functor-phrase ⇒ 


daughters

〈[
synsem |cat |head | select 1

]
, X

〉

head-dtr|synsem 1 synsem




To derive the agreement patterns of BCS the type hierarchy of the
type noun-word is revised such that it is striped of the default unification
constraints as shown in Figure 2. Moreover, the subtypes of type noun-II
are reduced to the three subtypes noun-II∅, noun-IIf and noun-IIm. The
type noun-II∅ is constrained for singular number as in its previous version.
Additionally, it is defined such that the value of concord and index gender
is shared with the value of the sex attribute. The resulting lexical sign is
the same as the one employing default unification in (2a). This ensures that
only semantic agreement can apply for singular nouns.

Grammatical agreement, hence an all feminine gender pattern is achieved
with the type noun-IIf mimicking the default unification constraint in (2b),
binding the value of index|gender to the one of concord|gender. The
remaining type noun-IIm is underspecified for concord|gender sex. By
sharing the value of the attribute sex with index|gender and additionally
constraining it for masculine sex, it is ensured that the participle verb agrees
in masculine gender. With these mechanism semantic agreement patterns like
the one in (1c). In order to derive patterns with a mismatch in gender between
the adjective and determiner, as illustrated by the sentence in (4), further
assumptions about determiners need to be made. (12) gives a simplified
lexical sign for a masculine determiner. The object in the SELECT list is
underspecified for concord|gender, whereas index|gender is bound by
the concord|gender of the determiner, which has the value masculine.
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phon
〈
oni, stare, vladike

〉

synsem 5

[
cat |concord |gender 1

cont | index |gender 2

]






phon
〈
oni

〉

cat |concord |gender 2

select

〈
4

[
cat |concord |gender 1

cont | index |gender 2

]〉







phon
〈
stare, vladike

〉

synsem 4

[
cat |concord |gender 1

cont | index |gender 2

]






phon
〈
stare

〉

concord |gender 1 fem

select
〈

3

[
cat |concord |gender 1

〉]







phon
〈
vladike

〉

synsem 3

[
cat |concord |gender 1

cont | index |gender 2 masc

]





phon

〈
su,se,posvadjali,na,ulici

〉

synsem | subcat
〈

5

[
cont | index |gender 2

]〉




Figure 3: Derivation tree for mixed agreement pattern under the functor
analysis for the sentence Oni stare vladike su se posvadjali na ulici ‘Those
old bishops argued on the street’ (4).

(12)



det
concord |gender 1 masc

select

〈[
cat |concord |gender sex
cont | index |gender 1

]〉




Underspecifying the concord gender of the selected item the determiner
is able to attach to both feminine and masculine noun phrases. By shar-
ing the same value between concord|gender and the selected item’s
index|gender , which resolves to masculine, a sentence with a verb bearing
feminine gender is excluded. Making this assumption exclusively for mascu-
line determiners in BCS is only possible because mixed agreement patterns
in BCS can only be observed for male referring entities (Puškar 2018: 282).

The tree in Figure 3 shows a derivation for the sentence in (4). First,
the the feminine adjective stare selects the noun vladike of noun type noun-
IIm which is underspecified for concord|gender sex. Through structure
sharing with the adjective’s concord|gender the noun’s concord|gender
resolves fem, the subtype of sex in the gender type hierarchy. The resulting
phrase saturates the object in the determiner’s SELECT list, since it bears
the index|gender masculine. Lastly, the verb cluster has a object of type
noun in its subcat list. As it bears masculine gender the subcat list can
only be satisfied by an object, whose index|gender is masculine.

The main advantage of the functor analysis is, that it does not rely on the
usage of defaults, making this analysis easier to implement using a grammar
development framework like TRALE (Penn et al. 2003). On the contrary, it
mimics a DP-analysis by reverting the selector-selectee relationship of nouns
and determiner/adjectives. On the other hand noun still projects its features
and thus the NP analysis could still hold for the functor analysis.
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The strength of the analysis that is based on Wechsler & Zlatić 2003 in
comparison to the functor analysis is in fact the use of the default unification,
since it could represent the actual usage of hybrid agreement by speakers of
BCS. The other noun classes in BCS don’t allow for a mismatch in gender
and thus bear the same gender of index and concord, which is mapped by
the default unification of those features. Furthermore, the default unification
that binds the index|gender to the sex attribute is also applied for nouns
of the other noun classes.

Both analysis have in common that they are not that easily transferable
to other cases of mixed agreement such as found in Hebrew, Russian, Finnish
and Chichewa. Those languages allow for a mismatch between to adjectives
in the nominal domain (Landau 2016: 1004–1008). In BCS both adjectives
need to bear the same gender Puškar (2017: 102).

Finally, it should be noted that the evidence for the hybrid agreement
pattern heavily relies on the data provided by Puškar (2018) and Salzmann
(2020). This raises the question on how the phenomenon of hybrid agreement
is distributed throughout the speakers of BCS. A corpus study would certainly
help to clarify the sparse data situation but is beyond the scope of this paper.

4 Conclusion

The analysis of hybrid agreement in BCS initially followed the approach
of Wechsler & Zlatić (2003). They distinguish between grammatical and
semantic gender, which are present in the feature structure under concord
and index respectively. The analysis demonstrated that by adopting the
default unification mechanism of Wechsler & Zlatić and extending their type
hierarchy, a feasible analysis of BCS hybrid agreement could be accomplished
with the noun serving as the head of the nominal phrase. The analysis was
embedded within the framework of HPSG whereas the agreement mechanism
of HPSG remains untouched. Exploring a functor analysis based on Van
Eynde (2020) delivers also successful results. It was shown that minor changes
to the type hierarchy and lexical entries could derive the agreement patterns
of BCS. This approach is more efficient in implementation complexity and
addresses the weaknesses of the other approach, such as ambiguous solutions
with defaults. Most importantly the analyses refute Salzmann’s claim that
the phenomenon of hybrid agreement in BCS gives evidence for the DP-
hypothesis. Therefore, Salzmann’s argument cannot be used to favour either
the NP or the DP hypothesis, and loses its epistemic value.
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Abstract

This paper investigates the phenomenon referred to as ‘case alter-
nation’ in the complex predicate with the auxiliary verb siph- ‘want’ in
Korean. It provides an account for the analysis within the framework of
Head-Driven Phrase Structure Grammar (HPSG). It begins by review-
ing previous analyses that case alternation in the construction of the
complex predicate -ko siph- ‘want to’ can be accounted for by a dual
inheritance property specified in the lexicon. This study, by contrast,
proposes a new account of case alternation in the complex predicate
-ko siph- ‘want to’. It introduces a new classification of the particle
-i/ka, arguing that it functions not only as a subject case marker but
also as an information structure marker. Furthermore, it argues that
the grammatical case of the second argument marked with the particle
-i/ka has not changed. Instead, the particle -i/ka enables the argument
to be focused. Through a detailed analysis of the complex predicate
-ko siph- ‘want to’, this research proposes a lexical entry for the particle
-i/ka as an information structure marker, elucidating its role in the
complex predicate construction -ko siph- ‘want to’. The findings have
implications for our understanding of case marking and the argument
structure of the Korean complex predicate -ko siph- ‘want to’.

1 Introduction

The interesting phenomenon of case alternation can be observed in Korean
complex predicates. Typically, the arguments of complex predicates receive
the case marking assigned by the embedded verb. For example, the verb mek-
‘eat’ selects two NPs that are realized as a nominative and accusative NP, as
illustrated in (1a) and the verb toy- ‘become’ selects two NPs that are both
marked with the particle -i/ka, as shown in (2a). Similarly, when an auxiliary
verb (e.g. po- ‘try’) is combined with these verbs, the case marking remains
consistent, as shown in (1b) and (2b). This pattern of case assignment
applies to complex predicate constructions with auxiliary verbs in Korean.
The examples provided show the typical case marking system in complex
predicate constructions with auxiliary verbs.

(1) a. Hyenwu-ka
Hyenwu-nom

sakwa-lul
apple-acc

mek-ess-ta.
eat-pst-decl

‘Hyenwu ate an apple.’
b. Hyenwu-ka

Hyenwu-nom
sakwa-lul
apple-acc

mek-e
eat-conn

po-ass-ta.
try-pst-decl

‘Hyenwu tried to eat an apple.’

(2) a. Hyenwu-ka
Hyenwu-nom

sensayng-nim-i
teacher-hon-nom

toy-ess-ta.
become-pst-decl

‘Hyenwu became a teacher.’
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b. Hyenwu-ka
Hyenwu-nom

sensayng-nim-i
teacher-hon-nom

toy-e
become-conn

po-ass-ta.
try-pst-decl

‘Hyenwu tried to become a teacher.’

However, the auxiliary verb siph- ‘want’ (cf. Sohn 1999; Kim 2016; Lee
2016b; Song 2020, a.o.) exhibits idiosyncratic properties in terms of case
assignment, deviating from the typical patterns observed with other auxil-
iary verbs. In the complex predicate construction with the auxiliary verb
siph- ‘want’, the second argument can be realized as either a nominative or
accusative NP, as illustrated in (3a). This demonstrates that the second
argument can be marked not only with the accusative marker -ul/lul but also
with the nominative marker -i/ka. On the other hand, when the auxiliary
verb siph- ‘want’ combines with verbs like toy- ‘become’, the second argument
must be realized as an NP marked with the marker -i/ka, as shown in (3b).

(3) a. Hyenwu-ka
Hyenwu-nom

{sakwa-lul
apple-acc

/ sakwa-ka}
apple-nom

mek-ko
eat-conn

siph-ta.
want-decl

‘Hyenwu wants to eat an apple.’
b. Hyenwu-ka

Hyenwu-nom
{*sensayng-nim-ul

teacher-hon-acc
/ sensayng-nim-i}

teacher-hon-nom
toy-ko
become-conn

siph-ta.
want-decl

‘Hyenwu wants to become a teacher.’

There has been a lot of research on the phenomenon commonly referred
to as case alternation in complex predicate constructions (cf. Chang & Cho
1991; Kim & Maling 1998; Um 2003; Chae 2015, a.o.). However, controversy
persists over whether the grammatical case of the argument actually changes
in constructions involving the auxiliary verb siph- ‘want’. This paper proposes
that there is no evidence to support a change in the grammatical case of the
second argument in the construction with the auxiliary verb siph- ‘want’, by
examining the function of the Korean particle -i/ka. Instead, it is argued
that there is potential for emphasizing the second argument of the complex
predicate -ko siph- ‘want to’. Furthermore, it contributes to this discussion
by demonstrating that the particle -i/ka can also function as an information
structure marker, specifically indicating focus.

Based on this observation, this paper provides a new account of case
alternation in the Korean complex predicate within the framework of Head-
driven Phrase Structure Grammar (HPSG, Pollard & Sag 1994, Müller et al.
2021).

This paper is structured as follows: In Section 2, I provide a brief review
of previous analyses of the phenomenon. This is followed by an exploration
of the function of the particle -i/ka in Korean, based on double nominative
constructions. Section 4 examines the case alternation phenomenon in the
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agentivity

+
(agentive)

i+
(inherently
agentive)

ni+
(non-inherently

agentive)

-
(non-agentive)

i-
(inherently

non-agentive)

ni-
(non-inherently
non-agentive)

Figure 1: Classification of agentive types

complex predicate -ko siph- ‘want to’, specifically investigating whether the
grammatical case changes from accusative to nominative. Formal analyses
of this phenomenon in the Korean complex predicate -ko siph- ‘want to’ are
presented in Section 5. The final section summarizes the conclusions of the
study.

2 Previous analyses

It has been argued that predicates exhibit varying degrees of agentivity,
typically contingent upon the presence or absence of agent subjects (cf. Yoo
2002: 1026; Kim 2016: 76–77). For the determination of structural case
values, predicates possess [Agentive +/-] values (henceforth, [AG ±]), which
are broadly based on whether they have agentive subjects (cf. Kim 1990;
Bratt 1997). It has also been proposed to classify the AG value in the type
hierarchy, as shown in Figure 1 (cf. Yoon 2012: 1026).1

While the agentive value of non-auxiliary verbs can be determined lexically
by considering their argument structure and content value, auxiliary verbs
demonstrate transparency regarding their agentive value. They inherit the
value of their embedded verbs. Specifically, it has been suggested that the
auxiliary verb siph- ‘want’ has two lexical entries, as seen in (4) (cf. Yoon
2012: 1029).

When the auxiliary verb siph- ‘want’ does not express an agentive relation
and combines with a verb, its agentive value is inherited from the embedded
verb, as illustrated in (4a). Additionally, the auxiliary verb siph- ‘want’ can
inherently exhibit a non-agentive value when combined with an inherently
agentive verb, as shown in (4b).

1In Figure 1 the values such as i+, and ni+ are used as shorthand for the full value
names in the parentheses, i.e., inherently agentive, non-inherently agentive.
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(4) siph- ‘want’

a.
[
AG ni α, gov⟨V[AG α]⟩

]

b.
[
AG i–, gov⟨V[AG i+]⟩

]

It has been argued that the sentence in (5) illustrates only one possible
constituent structure. However, the two potential AG values of the complex
predicate with the auxiliary verb siph- ‘want’ result in different case values.
Specifically, when the auxiliary verb siph- ‘want’ does not exhibit agentive
values, its agentive value is passed on from the embedded verb (e.g. mek-
‘eat’ in (5)), and the second argument is realized as an accusative NP (e.g.
sakwa-lul ‘apple-acc’ in (5)), according to the AVM in (4a). On the other
hand, when the auxiliary verb siph- ‘want’ inherently has a non-agentive
value, the second argument can be realized as a nominative NP (e.g. sakwa-ka
‘apple-nom’ in (5)). This is because the auxiliary verb siph- ‘want’ can also
take on a non-agentive value, as demonstrated by the AVM in (4b).

(5) na-nun
I-top

{sakwa-lul
apple-acc

/ sakwa-ka}
apple-nom

mek-e
eat-conn

po-ko
try-conn

siph-ta.
want-decl

‘I want to try to eat an apple.’

nanun sakwalul/sakwaka meke poko siphta.
acc [ag i+] [ag i+] [ag ni+]
nom [ag i+] [ag i+] [ag i-]

(from Yoo 2002: 1031)

In contrast, when siph- ‘want’ combines with a non-agentive verb, as
shown in (6), the entire complex predicate is simply [AG ni-], because (4a)
does not apply.

(6) nay-ka
I-nom

{*tayphyo-lul
chef-acc

/ tayphyo-ka}
chef-nom

toy-ko
become-conn

siph-ta.
want-decl

‘I want to become a chef.’

nay-ka tayphyo-ka toy-ko siph-ta.
nom [ag i -] [ag ni-]

(from Yoo 2002: 1031)

However, I propose that there is no evidence to support that the gram-
matical case of the second argument in the construction with the auxiliary
verb siph- ‘want’ was changed. Additionally, it does not strictly necessitate
the dual lexical entry of siph- ‘want’. Instead, I argue that the potential
in the complex predicate -ko siph- ‘want to’ exists to emphasize the second
argument through an information structure marker. For this assumption,
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I contribute by demonstrating that the particle -i/ka can also serve as an
information structure marker, particularly indicating focus.

3 The particle -i/ka in Korean

The Korean particle -i/ka is widely recognized as a subject case marker,
signifying that the nominal phrase with -i/ka serves as the subject of a
sentence as seen in (7). According to this explanation, it can be used to
identify double-subject constructions in Korean. Ko (2001: 12–16) has
suggested these constructions depend on the semantic property of the verb,
specifically on the factor of agentivity. It refers to the degree of control
or volition exerted by the subject of a verb in an action. Testing for the
property of agentivity involves verifying whether an event can be appropriately
modified by the adverb ‘intentionally’ as shown in the examples (8a) and
(8b) (cf. Verhoeven 2010: 224–227). It has been argued that double-subject
constructions can be formed with verbs that do not have the property of
agentivity. Accordingly, the double-subject constructions can only be formed
with adjectives as seen in the example (8a), and with non-agentive verbs as
seen in (8b) (from Ko 2001: 13).

(7) Cwunhuy-ka
Cwunhuy-nom

ilccik
early

hakkyo-ey
school-loc

ka-n-ta.
go-prs-decl

‘Cwunhuy goes to school early.’

(8) a. ku
the

salam-i
person-nom

son-i
hand-nom

(*uytocekulo)
intentionally

kkway
pretty

khu-ta.
big-decl

‘The person’s hands are (*intentionally) pretty big.’
b. namwu-ka

tree-nom
saylo
newly

iph-i
leaf-nom

(*uytocekulo)
intentionally

tot-ass-ta.
sprout-pst-decl

‘New leaves (*intentionally) sprouted on the tree.’

On the other hand, it has been claimed that although double nominative
NPs may appear in a sentence, only one constituent can function as the subject
(cf. Song 2009: 454–468; Kim et al. 2007: 25–29). These constructions will
therefore be referred to as double nominative constructions2. In sentences
(8a) and (8b), the first NP is not an obligatory argument. They remain
grammatically well-formed even when the initial NP is omitted, as you can
see in (9a) and (10a). Additionally, the particle -i/ka attached to the first
NP (e.g. ku salam-i ‘the person-nom’ in (8a)) can be replaced by the genitive
particle -uy, as shown in (9b), and the first NP (e.g. namwu-ka ‘tree-nom’ in
(8b)) can also be replaced with the PP, as seen in (10b).

2In this paper, it is crucial to maintain a strict differentiation between ‘double nominative
constructions’, where two NPs marked with -i/ka are present in a sentence, and ‘double-
subject constructions’ defined as sentences containing two subjects.
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(9) a. son-i
hand-nom

kkway
pretty

khu-ta.
big-decl

‘The hands are pretty big.’
b. ku

the
salam-uy
person-gen

son-i
hand-nom

kkway
pretty

khu-ta.
big-decl

‘The person’s hands are pretty big.’

(10) a. saylo
newly

iph-i
leaf-nom

tot-ass-ta.
sprout-pst-decl

‘New leaves sprouted.’
b. namwu-ey

tree-prep
saylo
newly

iph-i
leaf-nom

tot-ass-ta.
sprout-pst-decl

‘New leaves sprouted on the tree.’

Based on this observation, it is essential to consider the functions of the
first NP marked with -i/ka in a sentence, specifically whether it serves as
the subject of a sentence. Various methods have been suggested to test for
subjecthood, including the agreement with honorific inflected form -(u)si3 and
plural morpheme -tul, the scope of adverbs, the substitutability of a Korean
subject case marker for the honorific form -kkeyse, and the acceptability of
relative clauses (cf. Hong 1994: 100–115; Rhee 1999: 401–413; Park 2004:
107–110; Park & Kim 2022: 1504–1507, a.o.). To examine whether the first
NP assumes the role of the subject in the sentence, it will be shown with
some tests in this paper.

Firstly, the agreement of the inflected form -(u)si is assessed. It is claimed
that the first nominative NP does not fulfill the subject function, as evidenced
by the sentence (11a). Namely, since the first nominative NP (e.g. sensayng-
nim-i ‘teacher-hon-nom’) does not function as the subject of the sentence, it
is not acceptable for it to agree with the predicate inflected with the honorific
form -(u)si (e.g. chincelha-si-ta ‘kind-hon-decl’). If the first nominative
NP (e.g. sensayng-nim-i ‘teacher-hon-nom’) is the subject of the sentence, it
should agree with the honorific-inflected predicate (e.g. chincelha-si-ta ‘kind-
hon-decl’). However, this agreement is not observed, which suggests that
the first nominative NP may not function as the subject in (11a). Otherwise,
since the subject in the sentence (11b) is the second nominative NP (e.g.
sensayng-nim-i ‘teacher-hon-nom’), it can be agreed with the predicate with
the inflected form -(u)si (e.g. yeyppu-si-ta ‘pretty-hon-decl’).

(11) a. sensayng-nim-i
teacher-hon-nom

haksayng-i
student-nom

chincelha-ta
kind-decl

/ *chincelha-si-ta.
kind-hon-decl

‘The teacher’s student is kind.’
3The Korean honorific system requires that when the subject is in the honorific form

(usually with the marker -nim), the predicate also be inflected with the honorific form
-(u)si. (cf. Kim 2016: 318)
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b. chinkwu-ka
friend-nom

sensayng-nim-i
teacher-hon-nom

yeyppu-ta
pretty-decl

/ yeyppu-si-ta.
pretty-hon-decl

‘The friend’s teacher is pretty.’

Secondly, the particle -i/ka of the first nominative NP (e.g. sensayng-
nim-i ‘teacher-hon-nom’) cannot be substituted by the subject case marker
for the honorific form -kkeyse, as shown in (12). Based on this evidence, it
is claimed that only the second nominative NP in a sentence functions as a
subject, even though there are two nominative NPs in the sentence.4

(12) a. sensayng-nim-i
teacher-hon-nom

haksayng-tul-i
student-pl-nom

chincelha-ta.
kind-decl

‘The teacher’s students are kind.’
b. * sensayng-nim-kkeyse

teacher-hon-hon.nom
haksayng-tul-i
student-pl-nom

chincelha-ta.
kind-decl

Hence, a question arises regarding the role of the first NP in a sentence. I
assume that the first NP marked with -i/ka does not serve as the subject of
a sentence and the particle -i/ka is used as an information structure marker
(cf. Park 2004: 113–114; Kim et al. 2007: 27–35; Kim 2014: 13–14; Kim
2015: 45–50, a.o.). This research suggests that the Korean particle system
is initially classified into case markers and information structure markers,
with the former being further subdivided into the structural and lexical case
(cf. Kim 1990; Hong 1992; Lee 2006: 86–87). As represented in Figure 2, I
propose that the particle -i/ka functions as a case marker and an information
structure marker. An information structure marker is defined as a particle
that adds information structure properties—such as focus or topic—to the
NP.

4In sentences where the semantic relation between the first nominative NP and the
second NP is ‘object-property’ or ‘whole-part’, some subjecthood tests are met only when
the referent of the first NP is identical to the referent of the possessor of the second NP, as
seen in (i) and (ii). However, when the referent of the first NP differs from the referent of
the second NP’s possessor, the subjecthood tests are not satisfied (cf. Lee 2018: 286–290).
According to Lee (2018), the first nominative NPs in state-property adjective sentences are
not arguments of the adjectives but syntactic topics of the sentences.

(i) sensayng-nim-i
teacher-hon-nom

khi-ka
height-nom

khu-ta
tall-decl

/ khu-si-ta.
tall-hon-decl

‘The teacher is tall.’

(ii) sensayng-nim-kkeyse
teacher-hon-hon.nom

khi-ka
height-nom

khu-ta.
tall-decl
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-i/ka

case marker

structural case lexical case

information structure marker

focus . . .

Figure 2: Different functions of the particle -i/ka in Korean

4 Reevaluating case alternation in the complex pred-
icate -ko siph- ‘want to’

This section investigates the phenomenon of case alternation in the complex
predicate construction with the auxiliary verb siph- ‘want’ (cf. Kim & Maling
1998; Jung 2011). When the auxiliary verb siph- ‘want’ combines with verbs,
the particle5 -i/ka can be attached to the second argument of the complex
predicate -ko siph- ‘want to’, as already seen in (3a). Some researchers argue
that the grammatical case of the second argument changes from accusative
to nominative. This section will test whether the second argument marked
with the particle -i/ka functions as the subject of a sentence.

I now proceed with testing the subjecthood of the second argument (cf.
Lee 2016a: 281–297; Park & Kim 2022: 1504–1508). To begin with, as seen in
(13b), when examining the agreement between the predicate inflected in the
honorific form –(u)si and the immediately preceding NP marked with -i/ka,
it becomes evident that subjecthood is not confirmed. This is to say that the
example (13b) demonstrates that the predicate (e.g. siph-usi-ta ‘want-hon-
decl’) cannot agree with the second NP (e.g. halmeni-ka ‘grandmother-ka’).
Otherwise, the first NP (e.g. halmeni-ka ‘grandmother-nom’ in (13a)) can
agree with the predicate inflected in the honorific form –(u)si, This implies
that the second NP of the complex predicate -ko siph- ‘want to’ does not
function as the subject of the sentence.

(13) a. halmeni-ka
grandmother-nom

soncwu-ka
grandchild-nom

po-ko
see-conn

siph-usi-ta.
want-hon-decl

‘The grandmother wants to see a grandchild.’
b. *soncwu-ka

grandchild-nom
halmeni-ka
grandmother-nom

po-ko
see-conn

siph-usi-ta.
want-hon-decl

(Lit.) ‘The grandchild wants to see a grandmother.’

Regarding the test of the plural morpheme -tul, the morpheme can recur
in a sentence, when the subject is plural. Through this examination, it also

5In this paper, the term “particle” is introduced as a supertype to delineate between
the case marker and information structure marker categories.
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becomes evident that the second NP (e.g. cokha-tul ‘niece-pl’ in (14b)) does
not function as the subject, as it fails to correlate with the embedded verbal
element marked with the plural morpheme -tul. Conversely, the initial NP
marked for plurality (e.g. samchon-tul ‘uncle-pl’ in (14a)) appropriately
coincides with the verbal element affixed with the plural morpheme -tul.

(14) a. samchon-tul-i
uncle-pl-nom

cokha-ka
niece-nom

po-ko
see-conn

/ po-ko-tul
see-conn-pl

siph-ta.
want-decl

‘The uncles want to see a niece.’
b. samchon-i

uncle-nom
cokha-tul-i
niece-pl-nom

po-ko
see-conn

/ *po-ko-tul
see-conn-pl

siph-ta.
want-decl

‘An uncle wants to see nieces.’

Furthermore, as for the substitutability of the Korean subject case marker
for the honorification -kkeyse, if the subject were apeci6 ‘father’ in the
sentence (15), the honorific marker -kkeyse would be applicable for subject
honorification. The example sentence (15) illustrates that the second NP
marked with -i/ka cannot be substituted with the subject honorific marker
-kkeyse. This shows the second NP (e.g. apeci ‘father’ in (15)) does not serve
as the subject.7

(15) Hyenwu-ka
Hyenwu-nom

apeci-ka
father-nom

/ *apeci-kkeyse
father-hon.nom

po-ko
see-conn

siph-ta.
want-decl

‘Hyenwu wants to see his father.’

The examples (13) - (15) for the subjecthood test indicate that the second
argument marked with -i/ka does not exhibit subjecthood in a sentence (cf.
Lee 2016a: 281–297; Park & Kim 2022: 1504–1508). As indicated by the
subjecthood test, I argue that the grammatical case of the second argument
remains unchanged. Instead, I propose that the particle -i/ka attached to
the second argument of the complex predicate -ko siph- ‘want to’ functions
as an information structure marker, thereby emphasizing the constituent.

6The NP apeci ‘father’ can be honored with the subject honorific marker -kkeyse
7When the constituent serves as the subject of a sentence, the particle -i/ka attached to

the first NP apeci-ka ‘father-nom’ in the example (i.a) can be substituted with the subject
honorific form -kkeyse, as seen in (i.b).

(i) a. apeci-ka
father-nom

atul-i
son-i

po-ko
see-conn

siph-ta.
want-decl

‘The father wants to see his son.’
b. apeci-kkeyse

father-hon.nom
atul-i
son-i

po-ko
see-conn

siph-ta.
want-decl
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5 Analysis for constructions with the complex pred-
icate -ko siph- ‘want to’

This section8 analyzes the previously mentioned phenomenon in the complex
predicate construction with the auxiliary verb siph- ‘want’ within an HPSG
framework. Firstly, I propose the lexical entry of the auxiliary verb siph- ‘want’
as seen in (16) (cf. Müller 2002: 86; Müller 2013: 243). The auxiliary verb
siph- ‘want’ combines with the dependent verbal element with the connective
marker -ko9. I assume that the auxiliary verb siph- ‘want’ functions as the
head of the complex predicate. The lexical entry (16) specifies that the
auxiliary verb functioning as the head combines with a complement that has
a [lex +] value. The arguments of the embedded verb are attracted to be the
arguments of the complex predicate (cf. Hinrichs & Nakazawa 1989; Hinrichs
& Nakazawa 1994). The combination of the auxiliary verb siph- ‘want’ and
its complement verbal element (e.g. mek-ko ‘eat-conn’) is represented in
Figure 3.

(16) Lexical entry of the auxiliary verb siph- ‘want’:


phon ⟨ siph ⟩

synsem|loc|arg-st 1 ⊕ 2 ⊕ 3

〈
V[vform -ko , lex+,

subj 1 , comps 2 ]

〉



As already indicated in (3a)—repeated here as (17)— the particle -i/ka
can be attached to the second argument of the complex predicate -ko siph-
‘want to’. According to the subjecthood test in section 4, it was confirmed that
the particle -i/ka attached to the second argument does not function as the
subject case marker. Instead, I propose that it may serve as an information
structure marker. In this paper, the information structure introduce as part
of the context value. This is because, although the proposition conveyed by
both sentences in (17a) and (17b) remains the same, the speaker’s intention
is additionally included by means of the information structure marker -i/ka
attached to the second argument (e.g. sakwa-ka ‘apple-KA’ in (17b)).10 I
assume that using the information structure marker -i/ka in the complex
predicate construction with siph ‘want’ creates a contrastive expression. This

8Previously, the particle -i/ka was glossed as nom. However, from now on, when it is
used as an information structure marker in the complex predicate -ko siph- ‘want to’, it
should be glossed as -i/ka.

9-ko is a connective ending that links the preceding verb to another verb. In other
words, the auxiliary verb siph- ‘want’ only selects the embedded verbal element with this
connective marker -ko. Therefore, it could be said that the dependent verbal element
mek-ko ‘eat-conn’ is an inflected form of the verb mek- ‘eat’, allowing it to combine with
the auxiliary verb siph- ‘want’.

10Additionally, the first argument, which functions as the subject, can also be topicalized
using the information structure marker -un/nun. Building upon this, the following sentence
(i) can be constructed.
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V[
head 1

arg-st 2

]

V

3



cat



head

[
vform -ko
verb

]

arg-st 2

〈
NP[str ], NP[str ]

〉







mek-ko
eat-conn

V

head 1

[
vform fn
verb

]

arg-st 2 ⊕ ⟨ 3 ⟩




siph-ta
want-decl

Figure 3: Analysis of mek-ko siph-ta ‘want to eat’

is illustrated in the following example: It is an apple that Hyenwu wants to
eat, not a pear. So, I propose that the information structure marker -i/ka,
by its inherent characteristics, serves a semantic function of focusing on
the constituent. However, when the NP marked with the marker -i/ka is
realized, it creates a contextual meaning, particularly in the complex predicate
construction with siph- ‘want’.

The AVM for the information structure marker -i/ka is suggested as
shown in (18). The MKG (MarKinG) value is indicated as fc11 and is not
co-referenced with any other element12. Additionally, the ICONS (Individual
CONStraints) element specifies the relation of the complement. The ICONS-
KEY feature is used to impose a more specific constraint to an information
structure element that has already been enhanced within the ICONS list.
This implies that, given the particle -i/ka’s ability to function as markers for
various information structures such as topic or focus, it becomes necessary to

(i) Hyenwu-nun
Hyenwu-top

sakwa-ka
apple-foc

mek-ko
eat-conn

siph-ta.
want-decl

‘HYENWU wants to eat an APPLE.’

11MKG features are exclusively concerned with markings of information structure. The
types of MKG are underspecified with regard to fc (focus), non-fc (non-focus), tp (topic),
and non-tp (non-topic). (Song 2017: 121–124)

12The information structure marking is encoded through a morphosyntactic feature
MKG, within synsem|cat. This feature imposes lexical and syntactic constraints on forms
that convey information structure meanings. mkg features specifically address information
structure markings. While the mkg value represents the morphosyntactic marking, it does
not always align with the semantic value(cf. Song 2017: 121–125).
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constrain its meaning accordingly (cf. Song 2017: 118).13

(17) a. Hyenwu-ka
Hyenwu-nom

sakwa-lul
apple-acc

mek-ko
eat-conn

siph-ta.
want-decl

‘Hyenwu wants to eat an apple.’
b. Hyenwu-ka

Hyenwu-nom
sakwa-ka
apple-ka

mek-ko
eat-conn

siph-ta.
want-decl

(18) -i/ka marker ⇒




phon ⟨ i/ka ⟩
icons-key 2

mkg fc

comps
〈[

index 1

]〉

icons

〈
! 2

[
focus
target 1

]
!

〉




As previously mentioned in (3b)—repeated here as (19)— it should be
noted that when the auxiliary verb siph- ‘want’ is combined with a non-
agentive verbal complement like toy- ‘become’, the second argument is not
grammatically allowed to bear the accusative case marker -ul/lul. I suggest
that since the verb requires two arguments with structural and lexical case
(cf. Müller 2002: 12–16; Müller 2013: 221–225), it is not acceptable for the
argument with lexical case to be changed to another marker, such as the
accusative marker -ul/lul. As indicated in the lexical entries (20) and (21),
since the verb mek- ‘eat’ selects two arguments with a structural case, the
second argument with a structural case can be focused using the information
structure marker -i/ka. Conversely, when the argument of the verb toy-
‘become’ has a lexical case, it cannot be exchanged for another marker different
from the nominative marker -i/ka regardless of the syntactic structure.14

13As seen in the works of Song (2017) and Song & Bender (2012), the ! symbol is used
to mark the boundaries of a diff-list representation for rels, hcons, and icons. This
notation helps to clearly delineate the different parts of the list, making the relationships
between grammatical information and semantic constraints more explicit. Using the
symbol !, we can efficiently handle these constraints, ensuring that the boundaries between
different components are easily identifiable. So, this paper accepts the use of the diff-list
representation and the ! symbol, as proposed by Song (2017) and Song & Bender (2012).

14As already mentioned in this paper, the second argument marked with the nominative
lexical case marker -i/ka of the complex predicate toy-ko siph-ta ‘become-conn want-decl’
cannot be attached to the accusative marker -ul/lul. However, this might not apply to
auxiliary particles. In Korean, particles that add specific meanings are often referred to as
auxiliary particles. These particles can be also attached to the second argument of verbs,
such as toy- ‘become’, as illustrated in the example sentence (i). In the sentence (i), the
use of the particle -to adds the meaning of ‘also’.

(i) Hyenwu-ka
Hyenwu-nom

sensayngnim-to
teacher-to

toy-ko
become-conn

siph-ess-ta.
want-pst-decl

‘Hyenwu also wanted to become a teacher.’
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(19) a. Hyenwu-ka
Hyenwu-nom

sensayng-nim-i
teacher-hon-nom

toy-ko
become-conn

siph-ta.
want-decl

‘Hyenwu wants to become a teacher.’
b. Hyenwu-ka

Hyenwu-nom
*sensayng-nim-ul
teacher-hon-acc

toy-ko
become-conn

siph-ta.
want-decl

(20) mek- ‘eat’:

phon ⟨ mek ⟩

synsem|loc|arg-st
〈
NP[str ], NP[str ]

〉




(21) toy- ‘become’:

phon ⟨ toy ⟩

synsem|loc|arg-st
〈
NP[str ], NP[lex ]

〉




To summarize what has been said so far, when the argument of a verb
can be assigned to structural cases, the second argument can be marked with
the information structure marker -i/ka to indicate focus, particularly when
combined with the auxiliary verb siph- ‘want’. Based on this assumption, I
propose that the lexical rule for the auxiliary verb siph- ‘want’ allows the
second argument—namely, the accusative object— to be emphasized with
the information structure marker -i/ka when it combines with a verb that
has agentivity, as shown in (22).15 The structure of the sentence (17b) is
given in Figure 4.

(22) The lexical rule for the auxiliary verb siph- ‘want’ with agentive verbs:


cat




head verb

arg-st

〈 1


loc|cat|head

[
noun
case str

]
, 2


loc|cat|head

[
noun
case str

]


⊕ 3

〈
V[ vform -ko, lex+, subj 1 ,

comps 2 , index agentive ]

〉

〉







7→




cat




head verb

arg-st

〈 1


loc|cat|head

[
noun
case str

]
, 2



loc




cat

[
head noun
case non-str

]

ctxt

[
infostr
focus +

]







⊕ 3

〈
V[ vform -ko, lex+, subj 1 ,

comps 2 , index agentive ]

〉

〉







The structures resulting from the combination of (16) and (20) are illus-
trated in (23) and (24). The entry (23) shows that the complex predicate

15In this paper, the value of index, agentivity is used as an abbreviation to represent
the index that serves as the argument of the agentive verb, reflecting its role in the verb’s
argument structure rather than an inherent property of the referent.
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S

1NP

Hyenwu-ka
Hyenwu-nom

VP[
comps

〈
1 NP[str ]

〉]

2NP

sakwa-ka
apple-ka

V[
comps

〈
1 NP[str ], 2 NP[non-str ]

〉]

3 V


form ko
subj

〈
1 NP[str ]

〉

comps
〈
2 NP[str ]

〉




mek-ko
eat-conn

V[
comps

〈
1 NP[str ], 2 NP[non-str ]

〉
⊕ ⟨ 3 ⟩

]

V

siph-ta
want-decl

LR

Figure 4: The structure of the complex predicate -ko siph- ‘want to’
with a focused second argument

mekko siphta ‘want to eat’ entails two arguments with structural cases, the sec-
ond of which is marked with the accusative case marker -ul/lul. According to
the lexical rule (22), when the auxiliary verb siph- ‘want’ combines with agen-
tive verbs that select two arguments with structural cases, a non-structural
case, namely the information structure marker -i/ka, can be attached to the
second argument of the complex predicate –ko siph- ‘want to’ (e.g. sakwa
‘apple’ in (24)). When the second argument is focused using the information
structure marker -i/ka, the sentence additionally acquires contextual value
as information structure (cf. Paggio 2009: 105).

(23) Hyenwu-ka sakwa-lul mek-ko siph-ta
(‘Hyenwu wants to eat an apple’):


cat


head verb
arg-st

〈
NP[str ] 1 , NP[str ] 2

〉



cont




ind 0

rels

〈



eat
arg0 3

arg1 1

arg2 2


,



want
arg0 0

arg1 3



〉







I assume that the two structures, namely the second argument marked with
the information structure marker -i/ka and the accusative marker -eul/reul,
deliver the same proposition: “He wants to eat an apple.” However, by using
the information structure marker -i/ka, the speaker indicates their intention
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to focus on the complement. To account for this point, the information is
incorporated into the context value, as illustrated in (24).16

(24) Hyenwu-ka sakwa-ka mek-ko siph-ta
(‘Hyenwu wants to eat an apple’, with the focused element):


cat


head verb
arg-st

〈
NP[str ] 1 , NP[non-str ] 2

〉



cont




ind 0

rels

〈



eat
arg0 3

arg1 1

arg2 2


,



want
arg0 0

arg1 3



〉




ctxt
[
infostr

[
focus 2

]]




16In response to a reviewer’s query about how the analysis addresses instances where an
auxiliary verb like ha- ‘do’ is followed by a verb such as siph- ‘want’. I provide the following
comment. It is proposed that the verb ha- ‘do’ is polysemous, necessitating a detailed
classification of its various functions, as multiple types can be discerned in constructions
involving the verb ha- ‘do’. For instance, when the verb ha- ‘do’ is combined with a verbal
noun (e.g. kongpwu ‘study’), both markers -ul/lul and -i/ka can be attached to the second
argument of the complex predicates -ko siph- ‘want to’, as seen in (i). However, when the
verb ha- ‘do’ is combined with a stative verb (e.g. mwusep- ‘fearful’), it is unacceptable
for the accusative case marker -ul/lul attached to the second argument to change to the
marker -i/ka, as shown in (ii). This structure, involving a stative verb, is perceived to
lack the property of agentivity, as evidenced by its limited compatibility with modifying
adverbs such as ‘intentionally’, as demonstrated in (iii.b), which differs from the example
sentence (iii.a). Additional research will be conducted through testing with native Korean
speakers to identify whether these stative verbs, when combined with the verb ha- ‘do’,
have the semantic property of agentivity.

(i) Hyenwu-ka
Hyenwu-nom

{yenge-lul
English-acc

/ yenge-ka}
English-ka

kongpwu-ha-ko
study-do-conn

siph-ess-ta.
want-pst-decl

‘Hyenwu wanted to study English.’

(ii) Hyenwu-ka
Hyenwu-nom

{kangaci-lul
puppy-acc

/ *kangaci-ka}
puppy-ka

mwuse-we
fearful-conn

ha-ko
do-conn

siph-ess-ta.
want-pst-decl
‘Hyenwu wanted to be afraid of the puppy.’

(iii) a. Hyenwu-ka
Hyenwu-nom

yenge-lul
English-acc

yilpwule
intentionally

kongpwu-hay-ss-ta.
study-do-pst-decl

‘Hyenwu intentionally studied English.’
b. ?Hyenwu-ka

Hyenwu-nom
kangaci-lul
puppy-acc

ilpwule
intentionally

mwuse-we
fearful-conn

hay-ss-ta.
do-pst-decl

(Lit.) ‘Hyenwu intentionally was afraid of the puppy.’
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6 Conclusion

This research argued that the phenomenon in which the second argument of
the complex predicate -ko siph- ‘want to’ is marked with the particle -i/ka
should not be regarded as case alternation. Instead, I have argued in this
paper that the second argument of the complex predicate -ko siph- ‘want to’
can be focused by means of the information structure marker -i/ka, suggesting
that this construction may involve a focused NP.

To examine whether the second accusative argument of the complex
predicate -ko siph- ‘want to’ changes to the nominative argument, I initially
investigated the function of the particle -i/ka based on double nominative
constructions. By conducting subjecthood tests—such as agreement with
the honorific inflected form -(u)si, agreement with the plural morpheme -tul,
and the substitutability of the Korean subject case marker for the honorific
form -kkeyse— on the second argument, it was confirmed that the particle
-i/ka does not always function as a subject case marker. Based on the
test, I argued that the particle -i/ka can function as a case marker and an
information structure marker, adding information structure properties to the
NP. Moreover, I concluded that the particle -i/ka, when attached to the second
argument in the complex predicate construction -ko siph- ‘want to’, does
not change its grammatical case. Rather, it imbues an additional pragmatic
meaning, particularly regarding information structure. This conclusion was
further supported by the subjecthood test, which confirms that the second
argument marked with the particle -i/ka does not function as the subject of
a sentence.

I have integrated these findings into an HPSG fragment of Korean. It was
claimed that when the auxiliary verb siph- ‘want’ combines with an agentive
verb, the second argument with a structural case can be realized through
the accusative case marker and can also be focused using the information
structure marker -i/ka. I also hypothesized that the information structure
marker -i/ka attached to the argument leads to additional interpretations
in the context. Therefore, it was suggested that the value acquired from
the information structure marker -i/ka is added to the context feature,
as the proposition of the sentence remains unchanged. To further elucidate
the phenomenon in which it is impermissible for the marker attached to
the second argument to change—particularly when the auxiliary verb siph-
‘want’ combines with a verb that selects two NP marked with -i/ka (e.g. toy-
‘become’)— the grammatical case was classified into the structural and lexical
case.
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Abstract
The present paper makes four main contributions: First, it argues for

a surface-scope oriented approach to phenomena that have been consid-
ered strong arguments against surface scope of negation: the licensing of
embedded strict Negative Polarity Items (NPIs) and embedded Negative In-
version (i.e. Horn clauses). Second, this surface-scope analysis is expressed
within existing HPSG analyses of NPI licensing and Negative Inversion.
Third, the strict/non-strict distinction of NPIs is reduced to universal vs.
existential quantification over the licensing requirement within a semantic
representation. Fourth, Negative Inversion is analyzed as a constructional
NPI. The existence of constructional NPIs should not be surprising, but no
such example has been previously discussed in HPSG to my knowledge.

1 Introduction

The paper investigates under which conditions strict Negative Polarity Items
(such as lift a finger) and subject-auxiliary inversion can be licensed in an em-
bedded clause through a negated matrix predicate. The most commonly known
context for such non-local licensing is Negation Raising (Neg Raising), i.e., cases
in which a negation that appears in the matrix clause is apparently interpreted
in the embedded clause, as indicated in (1).

(1) I don’t think [Chris won]. ⇒ I think [Chris didn’t win].

This apparent low interpretation has been observed to correlate with the
possible occurrence of strict Negative Polarity Items as in (2a), and of embedded
“Negative” Inversion, so-called Horn clauses, see (2b).

(2) a. I *(don’t) think [Chris will lift a finger].
b. I *(don’t) think [that ever before has Chris been in Olomouc].

However, Horn (2014) and Hoeksema (2017) show that neither of these two
phenomena is restricted to Neg Raising. I will take their empirical observations
as the basis to develop a more fine-grained characterization and analysis of
Negative Polarity Item licensing in general, and in HPSG in particular.

Before going into the more detailed discussion, I need to introduce some
terminology. I distinguish three licensing aspects for Negative Polarity Items
(NPIs): Strength, at-issueness, and locality. Each of these aspects has been used
in the literature before, however, their independence is usually not discussed. I
will introduce a typographic marking for each dimensions at first mention.

†This research was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) — project number 509468465 — CRC 1629 “Negation in Language and Beyond”,
projects A04 (Resolving the Neg Raising Paradox) and B05 (Negative Polarity Items in Non-negative
Contexts). I would like to thank my project colleagues for comments and discussion: Nicolas
Lamoure, Zahra Mirrazi, Frank Richter, and Hedde Zeijlstra. I presented parts of this paper at
the MECORE Closing Workshop, Constance, June 2024. I am grateful to the reviewers and the
audiences of that event and of HPSG 2024 for their comments. All errors are mine.
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Strength: strong vs. . . . . . .weak NPIs (van der Wouden 1997) Strong NPIs require
a verbal negation or a negative indefinite as licenser, but are not licensed by a
“weak” licenser like not every or few, see (3).

(3) a. Strong NPI: No one/*Not everyone lifted a finger to help Alex.

b. Weak NPI: No one/Not everyone has . . . .ever helped Alex.

At-issueness: ⌜regular⌝ vs. ⌞lexical⌟ NPIs (Sedivy 1990) Lexical NPIs can
be licensed pragmatically, as in (4a) to reject the claim that Cynthia never lifts
a finger. Regular NPIs require an overt (i.e. at-issue) licenser: ⌞at all⌟ is not
licensed in (4b) even in a context where it is claimed that Bert doesn’t care about
the homeless.

(4) a. Cynthia DOES ⌞lift a finger⌟ when there is work to be done.

b. * Bert DOES care about the homeless ⌜at all⌝. (Sedivy 1990: 98)

Locality: strict vs. non-strict NPIs (Hoeksema 2017) Non-strict NPIs can
occur embedded under negated factive predicates, but strict NPIs cannot, (5).1

(5) a. he didn’t know [that the building had ever been used as a dry
cleaner . . . ] (English Trends)

b. * he didn’t know [that the building was all that old].

From here on, I will typographically indicate all three NPI-licensing aspects.
For example, . . . . . . .⌜ever⌝ is a . . . . . .weak, ⌜regular⌝, non-strict NPI. In its NPI-use, . . . . . . . .⌜need⌝
is . . . . . .weak, ⌜regular⌝, and strict. The NPI ⌞lift a finger⌟ is strong, ⌞lexical⌟, and
strict. Furthermore, I will put overt licensers in bold face.

I will argue for the relevance of distinguishing these licensing aspects in
Section 2. I do not claim, however, that they constitutes an exhaustive classifica-
tion of NPIs. For example, van der Wouden (1997) shows that there are more
subcategories with respect to strength than just two. Also, I do not consider
the NPI licensing in questions, which represent yet another aspect. Section 3
presents a theory of NPI licensing based on the generalizations from Section 2.
Section 4 provides an HPSG encoding, and Section 5 is a short conclusion.

2 Generalizations about NPI types

In this section I will propose the following three generalizations that seem to be
not always prominent in the literature.

G-1 Licenser strength and locality requirement are independent of one another

G-2 Embedded licensing of strict NPIs does not require Neg-Raising

1The corpus English Trends is available via www.sketchengine.eu (Kilgarriff et al. 2014).
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G-3 Horn clauses behave exactly like strict NPIs

I will discuss data from the literature that support these generalizations.

2.1 Ad G-1: Independence of strength and locality

In many papers on NPI licensing in embedded clauses, all examples of strict NPIs
are also strong NPIs. Usually, we find ⌞lift a finger⌟ and ⌜until⌝. But modal
auxiliary . . . . . . .⌜need⌝ is a strict NPI as well, though it is weak, as it is licensed by few,
(6a). However, as a strict NPI, it is not licensed by negated factive know, (6b).

(6) a. Of course, not every criticism . . . . . . . .⌜need⌝ be taken at face value

b. Boris Johnson does not think/*know that rules . . . . . . . .⌜need⌝ apply to him
(grammatical versions from English Trends)

I list the classifications of some NPIs in Table 1. This table shows that there
are weak strict NPIs. However, the table only shows five out of eight possible
combinations of the three licensing aspect. The missing combinations are: strong
non-strict lexical; weak non-strict regular, and strong strict lexical. Or, expressed
differently: All strong NPIs and all lexical NPIs I looked at are strict. It is an
empirical question if these non-listed combinations exist.2 NPIs such as . . . . . . . .⌜need⌝
and . . . . . . . . . .⌞all that⌟ are weak but strict, showing that not all strict NPIs are strong.
Strict NPIs can be strong or weak, and lexical or regular. However, all non-strict
NPIs might be weak.

strength at-issueness locality

ever, any . . . . .weak ⌜regular⌝ non-strict (Sedivy 1990)
NPI need, at all . . . . .weak ⌜regular⌝ strict
all that Adj. . . . . .weak ⌞lexical⌟ strict (Horn 2014)
until, either strong ⌜regular⌝ strict

lift a finger strong ⌞lexical⌟ strict (Sedivy 1990)

Table 1: NPIs, classified by strength, at-issueness, and locality

2.2 Ad G-2: Strict NPIs under negated matrix predicates

The contrast in (5) has led to the simplified assumption that Neg Raising is
the only constellation in which strict NPIs can be licensed by a negation in the
matrix clause. Horn (2014) lists instances of Horn clauses and strict NPIs under
negated non-Neg-Raising predicates, such as non-factive uses of know in (7).

2A comprehensive list of English NPIs with licensing contexts, comparable to Hoeksema (2024)
for Dutch, is a research desideratum. A good collection of English NPIs is provided in von Bergen
& von Bergen (1993), but they do not discuss licensing profiles in detail.
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(7) Strict NPI: I don’t know [that this is . . . . . . . . . .⌞all that⌟ complicated].

̸= I know that it is not . . . . . . . . . .⌞all that⌟ complicated.

Note that in (7), the negation is not interpreted in the embedded clause,
i.e., there is no Neg-Raising inference. Instead the version with matrix negation
expresses a lower degree of certitude than the one with negation in the embedded
clause. This can be seen over and over in occurrences of strict NPIs under negated
non-factive matrix predicates, as in (8)–(10).

(8) I don’t know [that it . . . . . . . .⌜need⌝ create any serious difficulties].

̸= I know [that it . . . . . . . .⌜need⌝ not create any serious difficulties].

(9) But that doesn’t mean [that she . . . . . . . .⌜need⌝ correspond to contemporary
notions of what a feminist should be] (English Trends)

̸= that means [that she . . . . . . . .⌜need⌝ not correspond . . . ]

(10) I’m not sure [he’s done ⌞a damn thing⌟ to correct it] (Hoeksema 2017)

̸= I’m sure [he hasn’t done ⌞a damn thing⌟ to correct it] . . .

Hoeksema (2017) explores the properties of negated matrix predicates that
allow for embedded strict NPIs further. He observes that strict NPIs are blocked
with factive predicates and, more generally, whenever the truth of the embedded
clause can be inferred. This excludes strict NPIs under negated factive know,
but also under matix expressions such as I wouldn’t have thought, both of which
imply the truth of their complement clause.

While Horn (2014) and Hoeksema (2017) show that Neg Raising is not a
necessary condition for long-distance licensing of strict NPIs, the availability of a
Neg-Raising inference is not a sufficient condition either. Zeijlstra (2017) argues
that be of the opinion has a Neg-Raising inference, see (11). We find non-strict
NPIs in the embedded clause, as in (12a), but no strict NPIs, see (12b).

(11) I am not of the opinion [that you are right].

= I am of the opinion [that you are not right]. (Zeijlstra 2017)

(12) I am not of the opinion . . .

a. Non-strict: [that it would . . . . . . .⌜ever⌝ be used . . . ] (English Trends)

b. Strict: *[that Carolyn will ⌞breathe a word⌟ about it.]
(Zeijlstra 2017)

Other predicates of this type are it is not the case that and it is not true
that, which were already mentioned in Horn (1978) as involving a Neg-Raising
inference but as not licensing strict NPIs, see (13).

(13) * It is not true/the case [that he’ll get there ⌜until⌝ Sunday].
(Horn 1978: 207)
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So far, we saw that negated matrix predicates allow for strict NPIs unless they
are veridical or of the be of the opinion/be true type. In either case, non-strict
NPIs may occur. Hoeksema (2017) mentions a class of matrix predicates which
preclude both strict and non-strict NPIs: speech report predicates.

In his corpus research, Hoeksema (2017) only finds data of NPIs under verbs
of saying when these are used in a non-speech report way, as in (14).

(14) a. Strict: I wouldn’t say that it was . . . . . . . .⌜at all⌝ likely.

b. Non-strict: I’m not saying [there is . . . . . . . . . . .⌜anything⌝ the matter with him]
(Hoeksema 2017)

But Hoeksema (2017) did not find NPIs in speech report uses as in (15)

(15) *I’m not reporting/ *Alex didn’t say . . .
[that there is . . . . . . . . . . . .⌜anything⌝ the matter with him].

We can conclude that there is no correlation between the availability of a
Neg-Raising inference and the occurrence of stict NPIs: we find strict NPIs with
non-Neg-Raising predicates that are non-veridicial, but not with predicates with
Neg-Raising inference such as be of the opinion that and be the case that.

2.3 Ad G-3: The NPI status of Negative Inversion and Horn clauses

Negative Inversion (NI) occurs primarily with a negative fronted constituent,
but also with only and other known licensers of NPIs (Büring 2004), see (16b),
including weak licensers such as not every, (16c).

(16) a. NI: Not a single word did he utter unnecessarily. (English Trends)
Weak NPI: not a single bullet . . . . . . .⌜need⌝ be fired (English Trends)

b. NI: Only two of them did he find useful. (Büring 2004)
Weak NPI: Only one application form . . . . . . . .⌜need⌝ be filled out. (www)3

c. NI: Not every time did they hit a winning note, (English Trends)
Weak NPI: Not every lionfish . . . . . . . .⌜need⌝ be removed. (www)4

It is difficult to assess NI with respect to the at-issueness of licensing, as
the contexts used in Sedivy (1990), such as stressed auxiliary in (4), cannot be
applied to NI. For simplicity, I assume that NI requires an at-issue licenser.

When there is a matrix negation, NI is classified as a Horn clause (HC).
Hoeksema (2017) and Horn (2014) show that strict NPIs and HCs can occur
not just in Neg-Raising constellations but also with other non-veridical matrix
predicates, as with non-fractive know in (17b). However, neither strict NPIs
nor Horn clauses occur with factive predicates and speech reports, see (17c).
Horn clauses are also excluded under be of the opinion, (17d). Thus, NI and HC
together (NI-HC hereafter) behave like a weak, strict, possibly regular NPI.

3https://tinyurl.com/only-need, accessed 1.9.2024
4https://tinyurl.com/not-every-need, accessed 1.9.2024
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(17) a. I don’t think [that ever before have the media played such a major
role in a kidnapping.]. (Horn 2014)

b. I don’t know [that ever before had all three boys slept
simultaneously]. (Horn 2014)

c. * I didn’t realize/report [that ever before had all three boys slept
simultaneously].

d. * I am not of the opinion [that ever before have the media played
such a major role in a kidnapping].

Nonetheless, there is an obvious difference between NI-HC and (ordinary)
weak strict NPIs: We don’t find NI when the NPI-licenser follows the inverted
auxiliary, which is the prime licensing context for strict NPIs:

(18) a. NI-HC: *After a party could I not/never sleep.
vs. Never could I sleep after a party.

b. Strict NPI: I don’t/never ⌞give a damn⌟ about sleep after a party.

I characterize the NPI-hood of NI-HC with the constraint in (19):

(19) The NI-HC/NPI Constraint:
The scope of the fronted constituent in NI-HC is a strict weak NPI.

In other words: Whatever is in the scope of the fronted constituent must
be (at the same time) licensed like a weak strict regular NPI.

It has been observed in the literature that the fronted constituent in NI must
have wide scope within its clause. For example, a fronted negative constituent
cannot express constituent negation, but marks the entire clause as negated.
This does not mean that the negation must have widest scope, as modals can
take scope over it (Francis 2017), see (20). The correct generalization seems to
be that the fronted constituent takes scope over other quantifiers in the clause,
and over the main lexical verb, but does not necessarily take widest scope.

(20) [Context: You are teaching a class. The university is concerned that too
many students have been failing in recent years, so they tell all instructors
to limit the number of Fs they give out.]
To (very) few students must you give an F. (MUST-deontic > FEW)

(Francis 2017: 216)

This captures the data: First, if the fronted constituent is an NPI licenser
itself, the NI-HC/NPI-Constraint holds trivially, as the fronted constituent is
constructionally required to take scope over (major part) of the rest of the clause.
Second, we exclude an NPI within the fronted constituent in unembedded
“negative” inversion – whether or not the clause contains a negation, see (21):
Since the fronted constituent in NI takes (relatively) wide scope, a fronted NPI
cannot be in the scope of a licenser later in the clause.
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(21) *Ever have I (not) been to Olomouc before.

Third, HCs may only have elements in the fronted position that do not
intervene with the licensing. This excludes a universal quantifier or a positive
polarity item, see (22).

(22) I don’t think that [in a single year]/*[every year]/*[in some years] has
Alex finished a paper.

Fourth, definites are excluded in the fronted position in HCs, (23). This is
surprising as definites do not block NPI licensing, contrary to universals, (24).

(23) I don’t think that *[this year] has Alex finished a paper.

(24) Alex did not give the/*every apple to . . . . . .⌜any⌝ of the kids.

The ungrammaticality of fronted definites in HCs follows from the requirement
that the fronted constituent must take scope over the rest of the clause. Definites
are not scopal in the relevant sense – which is why they usually do not count as
interveners in NPI licensing in the first place.

The NI-HC/NPI-Constraint captures the distribution of ⌜NI-HC⌝. Classifying
it as a strict NPI accounts for its occurrence under negated matrix predicates.

3 Semantic analysis

With the refined emprical observations on the three licensing aspects of NPIs, I
can now turn to the semantic analysis. I will mainly rely on previous work for
the analysis of strength and at-issueness, in particular Sailer (2021, 2022). The
main contribution of this paper lies in the account of locality.

3.1 Strength

Zwarts (1981, 1986) provides a basic characterization of licenser strength based
on semantic entailment properties. His categories are derived from de Morgan’s
laws (¬(φ ∧ψ) ≡ ¬φ ∨ ¬ψ, and ¬(φ ∨ψ) ≡ ¬φ ∧ ¬ψ). Zwart’s categories
have been shown to be empirically useful for classifying NPIs (van der Wouden
1997), and have been further extended, for example in Giannakidou (1998).
Sailer & Richter (2002) propose a representational reformulation of Zwart’s
categories, given in Table 2. They decompose downward-entailing expressions
into combinations of a negation and another operator.

I express the weak/strong distinction as follows: Strong NPIs must be in the
scope of negation with possibly additional intermediate existential quantifiers.
Weak NPIs must be in the scope of negation, but there can be other intermediate
quantifiers. This captures the contrast in (3): The strong NPI ⌞lift a finger⌟ is li-
censed by no one (decomposed into ¬∃x(. . .NPI . . .)), but not by not everyone (i.e.
¬∀x(. . .NPI . . .)). The weak NPI . . . . . . .⌜ever⌝ is fine in both licensing environments.
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strength example entailment representation

super-strong not antimorphic ¬(. . .NPI . . .)
strong nobody anti-additive ¬∃x(. . .NPI . . .)
weak few downward entailing ¬Manyx(. . .NPI . . .)

Table 2: Representational encoding of entailment categories

3.2 At-issueness

The at-issueness aspect of NPI licensing requires an inclusion of various types of
pragmatic inferences. Sailer (2021) presents an HPSG-compatible model of the
semantics-pragmatics interface, which is heavily based on Levinson (2000), but
includes Conventional Implicatures. In Figure 1, I repeat his model, indicating
where regular and lexical NPIs are licensed. On the right side I also mention
where the different types of semantic representation occur inside the HPSG
encoding that I will use in Section 4.

In this model, there is a primary truth-conditional content that comprises
ordinary, combinatorial semantics, including linking, scope and anaphora reso-
lution, and accommodation of presuppositions. The conventional content, then,
includes conventional implicatures and other use-conditional content (Potts
2007a). As proposed in Levinson (2000), the utterance content is arrived at by
further enrichment through generalized conversational implicatures (including
scalar implicatures). Particularized conversational implicatures à la Grice (1975)
are not considered part of the linguistic representation in this model.

Sailer (2021, 2022) uses this model to capture the distributions of what I
refer to as regular and lexical NPIs in the present paper. He proposes that a
stressed auxiliary as in (4) contributes a use-conditional semantics of rejecting a
salient proposition. This salient proposition may contain a negation. Regular
NPIs such as . . . . . . .⌜ever⌝ need to be licensed within the primary content, i.e., they
require an overt licenser. Lexical NPIs such as ⌞lift a finger⌟ are fine if licensed
in the utterance content. Consequently, they can be licensed by a negation that
is only part of the use-conditionally enriched semantic representation. I sketch
the relevant semantic representations in (25) to illustrate how this accounts for
the contrast in (4).

(25) a. Regular NPI: *Bert DOES care about the homeless . . . . . . . .⌜at all⌝.
(reject: ‘Bert doesn’t care about the homeless . . . . . . . .⌜at all⌝.’)

b. Lexical NPI: Cynthia DOES ⌞lifted a finger⌟ when . . .
(reject: ‘C. doesn’t ⌞lift a finger⌟ under any circumstances.’)

Primary content: . . .NPI . . .
Utterance content: . . .NPI . . .∧reject(speaker, . . .¬(. . .NPI . . .) . . .)

The part of the utterance content that is derived through enrichment (i.e.,
Conventional Implicatures, use-conditional meaning, or generalized conversa-
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(linking, scope) (anaphora and presuppositions)
compositional semantics indexical pragmatics

⇓ ⇓
Primary (truth-conditional) content: ⌜regular NPIs⌝

⇓
conventional implicatures, use-conditional content

⇓
Conventional content

⇓
generalized conversational implicatures

⇓
Utterance content: ⌞lexical NPIs⌟

⇓
particularized conversational implicatures

HPSG

CONT

of phrase

CONT

of utterance

U-CONT

of unembedded
utterance

Figure 1: Semantics-pragmatics interface and NPI licensing in HPSG

tional implicatures) is underlined. Neither NPI is licensed in the primary content
of the relevant example, but in both cases, an occurrence of the NPI is in the
scope of negation in the utterance content. The regular NPI in (25a) is not
acceptable as it is unlicensed in the primary content. The utterance content is
the relevant licensing domain for lexical NPIs, therefore (25b) is fine.

3.3 Locality

We can now turn to the strict/non-strict distinction. As noted above, in the
relevant examples of embedded NPI licensing beyond Neg Raising, the negation
is interpreted in the matrix clause, not in the embedded clause. This is also the
case in (17b). Horn (2014) explains the occurrence of HCs in non-Neg-Raising
contexts as follows: In examples like (17b), non-factive know has a relevant
weaker alternative – for example think – that triggers a Neg-Raising inference.
I.e., the example is fine because I don’t think that ever before . . . is.

I will propose a simpler theory, in which strict NPIs and HCs are directly
licensed by a matrix negation in the complement of a Neg-Raising or a non-
veridical predicate. This is particularly plausible as, semantically, these contexts
pattern with other licensing cases.

Universally quantified noun phrases block NPI licensing, even for non-strict
NPIs like . . . . . .⌜any⌝, as in (24) above. However, modal and opaque predicates do
not block NPI licensing, even those that are considered universal quantifiers over
a set of possible worlds W . In (26), the strict NPI ⌞lift a finger⌟ is licensed by
the negation even with a universal modal taking intermediate scope.

(26) He won’t have to ⌞lift a finger⌟ to win that primary. (English Trends)
¬∀w ∈W (. . .NPI . . .)
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Just like modals, Neg-Raising predicates and other matrix predicates are
typically analyzed as quantifiers over possible worlds. Consequently, it is to be
expected that they do not constitute interveners for NPI licensing either.

We can apply this basic insight to Neg Raising think and non-factive know.
We treat both predicates as universal quantifiers over the worlds compatible with
what the subject believes or is certain about. As shown in (27), the strict NPI
⌜all that⌝ is in the scope of a negation with just the quantification over some
relevant set of worlds taking scope between the negation and the NPI.

(27) I don’t think/know [that this is ⌜all that⌝ complicated].
¬∀w ∈Wspeaker.(. . .NPI . . .))

While this captures the matrix scope reading for non-Neg-Raising predicates,
it also derives just a matrix-scope reading for Neg Raising. To get the low
interpretation, we can apply strengthening or similar strategies, as suggested in
semantic and pragmatic accounts of Neg Raising, such as Gajewski (2007) or
Romoli (2013), to name just two. The same analytic strategy has been proposed
in Zeijlstra (2017). In other words, the current proposal is fully compatible with
semantic and pragmatic accounts of Neg Raising, but attributes the NPI licensing
to an independent property that Neg-Raising predicates share with other matrix
predicates. This analysis captures the licensing of all discussed NPI types under
matrix negation. However, we now have shifted the analytic burden from why
strict NPIs are licensed in Neg Raising to why they are not licensed under other
types of matrix predicates.

Blocking case 1: Veridical inference blocks strict NPIs and HCs If we allow
a matrix negation to license embedded strict NPIs, we seem to have lost control
over the restricted distribution of these NPIs. Strict NPIs and HCs are not
licensed if the veridicality of the complement clause is inferred or assumed.
Kastner (2015) suggests that the complement of factive predicates is a definite
noun phrase (and behaves semantically as one). This looks promising at first,
as NPIs are not licensed inside a definite noun phrase. However, the analogy
breaks down because non-strict NPIs like . . . . . .⌜ever⌝ are excluded from licensing
inside a definite noun phrase, see (28a), but can occur in the complement of
negated factive predicates, see (28b).

(28) a. They didn’t write [a/*the book [that could . . . . . . .⌜ever⌝ be published]].
b. They didn’t realize [that the book could . . . . . . .⌜ever⌝ be published].

Montero & Romero (2023) explore whether mood choice in the comple-
ment clause of negated matrix predicates in Spanish influences factivity. They
derive veridical inferences as scalar implicatures triggered by exhaustification,
following Romoli (2015): As a factive predicate, know has the scalar alterna-
tives know(x , p) and p – with p being the weaker alternative. Under negation,
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¬know(x , p) is exhaustified to ¬know(x , p)∧ p, i.e., when negating a strong
element on the scale, the weaker scalar alternative is still assumed to be true.

In the analysis of lexical NPIs in Section 3.2 we exploited non-at-issue in-
ferences to license lexical NPIs. Homer (2008) has shown that non-at-issue
semantics can also block NPI licensing.5 If the factive/veridical inference is
a scalar implicature, it will be part of the utterance content in the model in
Figure 1. This gives us a natural way to express licensing constraints that are
sensitive to the factivity/veridicality of the context. For strict NPIs we need
to assume that pragmatic enrichment must not introduce a constellation that
excludes the NPI – as would be the case for a strict NPI inside p in ¬know(x , p)
after exhaustification to ¬know(x , p)∧ p.

Blocking case 2: be true/be of the opinion As discussed in Section 3.3,
predicates like be the case, be true, be of the opinion do not allow for licensing of
embedded strict NPIs – even though they may trigger a Neg-Raising inference.

Typical negated uses of be of the opinion are as in (29). Here, the question
of whether everyone should be tested is presented as being of conversational
interest, and the speaker expresses a negative opinion on it.

(29) In a recent conversation, she asked me, “Why isn’t everyone just tested
before they get pregnant?” Good question.
To be clear, I am not of the opinion that everyone should “just get tested.”

(English Trends)

This suggests that the proposition expressed in the embedded clause is
contextually given in some sense. I will tentatively assume that it is part of
Portner’s common propositional space, i.e. a member of the set of propositions
that are of interest for the current conversation.6

This leads to the semantic representations in (30), where I use the constant
CPS for the set of propositions in the common propositional space. The primary
content contains a negation. The utterance content has two more elements: (i) a
Neg Raising inference, and (ii) the background assumption that the proposition
expressed in the embedded clause is in the common propositional space.

(30) Kim is not of the opinion . . .

a. [that Alex will . . . . . .⌜ever⌝ talk about it].

¬∀w.w ∈Walex.(. . .NPI . . .) (primary content)

∧∀w.w ∈Walex.¬(. . .NPI . . .) (Neg-Raising inference)

∧λw.(. . .NPI . . .) ∈ CPS (CPS inference)

5Though Homer (2008) discusses blocking of regular NPIs through presuppositions, which the
model in Figure 1 treats as part of the primary content.

6This is inspired by Montero et al. (2024): They argue that propositions in the common
propositional space can block the licensing of strict NPIs in Spanish embedded indicative clauses.
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b. *[that Alex will ⌞breathe a word⌟ about it].

¬∀w.w ∈Walex.(. . .NPI . . .) (primary content)

∧∀w.w ∈Walex.¬(. . .NPI . . .) (Neg-Raising inference)

∧λw.(. . . *NPI . . .) ∈ CPS (CPS inference)

The non-strict NPI in (30a) is licensed by the negation in the primary content.
The utterance content does not play a role for it. The strict NPI in (30b) would
be licensed in the primary content and the Neg Raising inference. However, it
does not tolerate a non-licensed occurrence in the last conjunct, which is related
to the common propositional space.

Blocking case 3: Speech reports block HCs and all NPIs Neither HCs nor
any other NPIs can occur in negated speech reports. Hoeksema (2017) argues
that the reported utterance itself is not at issue, whereas an NPI must be part
of the at-issue content in the constellation in which it is licensed. Montero &
Romero (2023) treat speech report on a par with attitude predicates with the only
difference being in the modal base (the reported background for verbs of saying,
following Portner & Rubinstein 2020), but the content of the speech report is
not an alternative. Thus, if we adopted Montero & Romero’s analysis, we would
be in the same situation as for non-factive non-speech-report predicates and
wrongly predict NPI licensing and HCs inside speech reports.

Therefore, I will go in a different direction. I propose that the content of the
reported speech is simply not in the scope of the matrix negation. I sketch the
resulting semantic representation in (31), where I assume that the variable x
is of the semantic type u (for “utterance”, see Potts 2007b), and the predicate
Content holds between an utterance x and a proposition p iff p is a propositional
content entailed by x . This way, the semantic representation of the embedded
clause, p, is not part of the scope of negation.

(31) * Alex didn’t say [that Kim had . . . . . . .⌞ever⌟ submited a paper].

∃xu : Content(x , (. . .NPI . . .)∧¬report(alex, x)

Of course, negated reported speech rarely occurs in natural communication.
Uses of negated speech report predicates such as those in (14) are far more
common and behave with respect to NPI licensing just as other negated matrix
predicates discussed in this subsection.

Intermediate summary I have argued that in NI-HC, the fronted constituent
has scope over a substantial part of the rest of the clause and that what is in its
scope behaves like a strict weak NPI (the NI-HC/NPI-Constraint). In addition, I
have amended the NPI licensing theory of Sailer (2021) by adding a licensing
condition for strict NPIs: every occurrence of a strict NPI beyond the primary
content must be licensed. I propose that since quantification over possible worlds
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utterance content non-strict strict

Neg Raising (¬∀wφ) ok ok

non-factive know (¬∀wφ) ok ok

factive know (¬∀wφ)∧φ ok *

be of the opinion (¬∀wφ)∧λw.φ ∈ CPS ok *

speech report ∃yu(Cont(y,φ)∧¬say(x , y) * *

Table 3: Types of negated matrix predicates and licensing of an NPI inside φ

does not block NPI licensing, licensing from a matrix negation should be possible
in general. However, the enrichment through a veridical inference or contextual
giveness blocks the licensing of strict NPIs. For the semantics of speech reports
I tentatively suggested that the content of the reported utterance is not in the
scope of negation at all, which blocks all NPIs from being licensed through a
matrix negation. The types of matrix predicates discussed in this paper and the
relevant semantic representations are summarized in Table 3. In the following, I
extend existing HPSG analyses to formalize this approach.

4 HPSG analysis of NPI licensing

4.1 Previous approaches

Neg Raising Sailer (2006) analyzes Neg Raising as an instance of scope ambi-
guity, i.e., the negation from the matrix clause can either take scope over the
matrix predicate or be in its scope, see (32).

(32) I don’t think [that Alex won].

Surface scope: ¬∀w(w ∈Wspeaker : winw(alex))

Neg-Raising: ∀w(w ∈Wspeaker : ¬winw(alex))

This analysis was based on the assumption that Neg Raising is the only
possibility for non-local licensing of strict NPIs. We saw, however, that with G-2,
this analysis is no longer tenable. Instead, a simpler analysis turned out to be
more adequate in which only the surface scope representation is needed but the
universal quantification over possible world does not block NPI licensing.

NPI licensing Richter & Soehn (2006) propose a collocational treatment of
NPIs. They argue that an NPI must be licensed within the semantic representation
of a particular syntactic domain containing it. Both, the kind of licenser and
the size of the domain can vary. Richter & Soehn use a list-valued feature
CONTEXT-OF-LEXICAL-LICENSING (COLL) to express distributional idiosyncrasies
of lexical items. The elements on the COLL list specify the syntactic domain

165






PHON
¬

. . . . . .⌜ever⌝
¶

CONT α

COLL

* �
utterance
LF-LIC β

� +







PHON
¬
⌞budge (an inch)⌟

¶

CONT α

COLL

* �
complete-clause
LF-LIC β

� +




& de-str-op(α, β) & aa-str-op(α, β)

Figure 2: Licensing requirements adapted from Richter & Soehn (2006)

of the licensing by their type – for example utterance for licensing within the
complete utterance. In addition, there are features for whether this is a semantic,
syntactic, or phonological licensing condition. NPIs require semantic licensing,
which is expressed by a feature LF-LIC.7 The LF-LIC value is identical with the
CONTENT value of the licensing syntactic object. The concrete licensing strength
is encoded as relational constraints. For example, if α is the relevant part of the
semantic representation that needs to be licensed by a strong (anti-additive)
licenser within the CONTENT of the licensing domain, β , we add a constraint
aa-str-op(α, β).8

I sketch the lexical entries of the NPIs . . . . . .⌜ever⌝ and ⌞budge (an inch)⌟ accord-
ing to Richter & Soehn (2006) in Figure 2. As a non-strict weak NPI, . . . . . . .⌜ever⌝
requires a licenser within the CONTENT of the overall utterance that is at least
downward entailling. The strict strong NPI ⌞budge (an inch)⌟ asks for an anti-
additive licenser within the CONTENT value of the smallest clause containing
it. Note that the syntactic restriction to a clause-mate licensing for strict NPIs
indicates that Richter & Soehn (2006) don’t assume G-2, i.e., they assume that
strict NPIs can only be licensed by a morpho-syntactically higher negation if that
negation is interpreted within the clause that contains the NPI.

4.2 Revised analysis of NPI licensing

The aim of the present paper is to modify Richter & Soehn’s collocational NPI-
licensing theory so that it can express the licensing theory of Section 3. Since
this theory relies heavily on pragmatic notions, the notion of an utterance is
important. I will adopt the architecture of Höhle (2019: 583), who discusses
phonological processes at the level of embedded an unembedded signs. Höhle
assumes that unembedded signs are of type unembedded-phrase. Unembedded
signs have both, a traditional PHON feature, and a feature UTTERANCE-PHON. The
value of the latter is the result of applying post-lexical phonological processes to
the utterance’s PHON value.

7I use lower-case Greek letters instead of boxed integers as tags for semantic representations.
8This is a free adaptation of Richter & Soehn (2006): First, Richter & Soehn assume the

semantic combinatorics of Lexical Resource Semantics (Richter & Sailer 2004). I am using a more
traditional semantic architecture in this paper for better accessibility, though an LRS encoding
would be straightforward. Second, they formulate functional rather than relational constraints.
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I model the semantics-pragmatics interface from Figure 1 in analogy to
Höhle’s treatment of phonology: The primary content of a sign is its CONTENT

value. The conventional content is the CONTENT value of an unembedded sign.9 I
introduce a new feature, UTTERANCE-CONTENT (U-CONT) on unembedded signs,
whose value is the sign’s utterance content. The U-CONT is the result of applying se-
mantic/pragmatic enrichment (such as generalized conversational implicatures)
to the utterance’s CONTENT value. In other words, I assume that generalized con-
versational implicatures are to meaning what post-lexical phonological processes
are to phonology.

I argued in Section 3 that NPI licensing can be checked at the primary
content (for non-strict regular NPIs) and at the utterance content (for strict and
lexical NPIs) – since the latter are sensitive to conventional and generalized
conversational implicatures. Contrary to Richter & Soehn (2006), I do not
distinguish between licensing at the clausal level and licensing at the utterance
level because at least the NPI types discussed here can all be licensed non-locally.
Consequently, I will assume that all NPI-related elements on the COLL list are of
type utterance. Such utterance objects have an additional feature ULF-LIC, whose
value is identical with the U-CONT value of the utterance containing the NPI.

I can now provide the HPSG encoding of my NPI-licensing theory. My
specification of a weak strict regular NPI such as . . . . . .⌜ever⌝ is just as Richter &
Soehn’s in Figure 2: The NPI asks for a downward-entailing licenser in the
CONTENT value of the utterance containing them.

A lexical NPI need not be licensed in the primary content, but can be licensed
anywhere within the enriched semantic representation, i.e., within the U-CONT

value of the utterance. The difference between a regular and a lexical NPI is,
therefore, just that the lexical NPI looks for its licenser in the U-CONT value.

In order to include the strict/non-strict aspect of NPI licensing, I unpack the
notation in Richter & Soehn (2006). Richter & Soehn require an occurrence
of the NPI’s semantics in the scope of an appropriate licenser, i.e., there is
an existential quantification over the occurrences of the NPI semantics. This
suffices to capture non-strict NPIs. For strict NPIs, however, we need a universal
quantification over the occurrences of the NPI semantics: every occurrence of
the NPI semantics in the utterance content (beyond the primary content) must
be in the scope of an appropriate licenser. This is implemented in Figure 3. A
weak regular strict NPI like . . . . . . .⌜need⌝ requires a downward entailing licenser in the
primary content (β), by virtue of being a weak regular NPI (the first condition
next to the AVM). By virtue of being a strict NPI, any additional occurrence in
the utterance content (γ) must also be licensed (the second condition).10

9The conventional content is the result of enriching the primary content with Conventional
Implicatures. While Potts (2005) assumes that this only happens at the utterance level, Bach
(1999) shows that many of these inferences can be integrated at embedded signs, as long as these
have some kind of speech act operator. I will ignore this complication, but see Asadpour et al.
(2022) for the relevance of this distinction also for conventionalized social meaning inferences.

10For the time being, I simply postulate that the universal non-at-issue licensing underlies the
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Figure 3: Sketches of lexical entries of example NPIs with locality

I provide the revised lexical entry of ⌞budge (an inch)⌟ – a strong lexical
strict NPI – below that of . . . . . . .⌜need⌝. This NPI asks for an anti-additive licenser in
the utterance content γ, instead of the primary content. In addition, since it is a
strict NPIs, all occurrences outside the primary content must be licensed.

4.3 HPSG analyses of Negative Inversion/Horn Clauses

My final task is to show how . . . . . . . . .⌜NI-HC⌝ can be modelled. I will start from the
syntactic analysis of NI in Maekawa (2012) and add to it NPI-licensing conditions
analogous to those of . . . . . . .⌜need⌝.

Maekawa (2012) adopts the classical analysis of NI from Emonds (1970) as
a flat structure in which a clause-initial constituent is followed by an inverted
auxiliary, its subject, and a VP. The fronted constituent is related to the VP by an
unbounded dependency.

Maekawa (2012) restricts the fronted constituent to be marked as negative,
which means that it must contain some element that is able to express clausal
negation, such as never, or not a single person. Since we also find inversion with
other NPI licensers, see (16), negative inversion cannot be related to morpho-
syntactic negativity of the fronted constituent but rather to some semantic
properties. In HC, the fronted element is never an inherently negative expression.

To remedy this limitation of Maekawa’s analysis, it is sufficient to treat NI
and HC as instances of the same construction and to assume that the scope of
the fronted constituent is a weak regular strict NPI. Consequently, in NI, the
fronted constituent must be a (weak) NPI licenser and, for HCs, the fronted
constituent must not block the licensing from the matrix clause. The resulting
analysis is summarized in Figure 4, using an oversimplified feature geometry,
just to sketch the essence of the analysis.

same strength requirements as the existential licensing.
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Figure 4: Negative Inversion/Horn Clauses as weak regular strict NPI

I adopt Maekawa’s flat syntactic structure. It is a headed phrase, headed by
an inverted auxiliary, 1 . The head daughter selects for a subject, 2 and a VP
complement, 3 . The VP has an element, 4 , in its SLASH value. This extracted
element is realized as the first daughter in the structure (see the ALL-DTRS value),
followed by the head daughter, the subject, and the complement VP.

I add the special semantic properties of NI-HC to this basic syntactic structure.
First, the fronted element is semantically scopal, indicated by the feature SCOPE.
The first condition next to the AVM specifies that the CONTENT value of the head
daughter (α) must be in the scope of the fronted constituent (β). According to
the NI-HC/NPI-Constraint the scope of the fronted constituent behaves like a
weak regular strict NPI. Consequently, the NPI-licensing constraints are stated for
β . First, as a regular NPI, β must have a licensed occurrence within the primary
content of the utterance containing the NI-HC-phrase. Second, being a weak
NPI, the licenser need only be downward-entailing. These two licensing aspects
are expressed in the second constraint next to the AVM. Third, since β is a strict
NPI, any occurrence of it within the utterance content (δ) must be licensed as
well. Consequently, the constraint on the sort NI-HC-phrase in Figure 4 illustrates
nicely how NPI-licensing requirements can be added to individual constructions
in a straightforward way.

5 Conclusion

The present paper made four main contributions: First, it argued for a surface-
scope oriented approach to phenomena that have been considered strong evi-
dence against surface scope of negation: the licensing of embedded strict NPIs
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and Horn clauses. Second, this surface-scope analysis was expressed within
existing HPSG analyses of NPI licensing and Negative Inversion. Third, the
strict/non-strict distinction of NPIs is interpreted as universal vs. existential
quantification over the licensing requirement within an enriched semantic repre-
sentation. Fourth, Negative Inversion/Horn clauses are analyzed as a construc-
tional NPI. The existence of constructional NPIs should not be surprising, but no
such example has been previously discussed in HPSG to my knowledge.

The proposed theory of NPI licensing is a synthesis and further elaboration
of previous representational (HPSG) accounts. I used three empirical aspects
of NPI-licensing to develop this theory systematically: Strength distinctions
are expressed through different licenser requirements in terms of relational
constraints (Richter & Soehn 2006). At-issueness follows from whether an NPI
needs to be licensed in the primary content or the utterance content of the
utterance containing it, i.e., in the utterance’s CONT or U-CONT value respectively
(Sailer 2021). Finally, locality is a matter of quantification: A non-strict NPI needs
just a single, licensed occurrence, a strict NPI requires that all its occurrences
(outside the primary content) be licensed.
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Abstract

Prevailing grammatical frameworks treat grammaticality as a binary
concept, despite strong experimental evidence suggesting it is better
understood as a gradient notion. This highlights a serious disconnect
between linguistic theory and empirical data. While a few truly gradient
frameworks have been proposed to bridge the gap, none have been de-
veloped within a constraint-based formalism – an approach particularly
well-suited for modeling gradient grammaticality. This work formally
introduces a gradient version of HPSG and subsequently employs it to
analyze acceptability judgment data on unlike coordination phenomena
in Turkish, which display distinctly gradient patterns.

1 Introduction

The notion that grammaticality of sentences cannot be neatly divided into two
categories has been recognized since the early days of generative linguistics
(Bolinger 1961, Chomsky 1961, Chomsky 1965: 148–153) and has found
consistent support in subsequent work involving controlled acceptability
judgment experiments (Keller 2000, Keller & Alexopoulou 2001, Featherston
2005b, Sorace & Keller 2005, Haegeman et al. 2014, Hofmeister et al. 2014).1

Despite substantial support in favor of gradience, prevailing grammatical
frameworks persist in upholding a binary view of grammaticality, forcing
linguists to rely on arbitrary generalizations when interpreting acceptability
judgment data. As a result, these frameworks allow vastly different grammars
to emerge from the same data depending on the chosen cutoff point between
grammatical and ungrammatical.

To remedy this problem, various proposals have been put forward. No-
table among these are Harmonic Grammar (Legendre et al. 1990), Linear
Optimality Theory (Keller 2000), and the Decathlon Model (Featherston
2005a).2 Interestingly, no such attempt has been made within a fully-fledged

†I want to thank Adam Przepiórkowski, whose guidance was invaluable during the
conception of this work, and Marcin Opacki for reviewing an earlier version. I also extend
my thanks to the audience at HPSG 2024 and to the anonymous reviewers. Any remaining
errors are my own.

1I tentatively attribute the gradience observed in controlled acceptability judgment
experiments to gradience in grammar and not to processing effects, as these experiments
significantly minimize and control for such confounds. Accordingly, throughout this paper, I
refer to gradient grammaticality, not gradient acceptability. Nevertheless, it is worth noting
that the distinction between performance and grammar effects on acceptability has not
been thoroughly explored in experimental settings (but see Hofmeister et al. 2014).

2Although Optimality Theory and stochastic variants of existing frameworks may
appear to be viable options for modeling gradience, they have notable shortcomings.
Optimality Theory not only presupposes binary grammaticality but is also fundamentally
incompatible with judgment data (Keller & Asudeh 2002). Similarly, stochastic frameworks
are specifically designed to model corpus frequencies, which are a distinct type of data that
should not be conflated with acceptability judgments (Pullum & Scholz 2001: 31).
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constraint-based framework like Head-Driven Phrase Structure Grammar
(Pollard & Sag 1994, Müller et al. 2024), although a constraint-based back-
bone has been considered to be especially suitable for modeling gradience
(Pullum & Scholz 2001: §3.1, Sag & Wasow 2011, Wasow 2024).

In light of this gap, the present work proposes a version of HPSG that ac-
commodates the gradient grammaticality observed in acceptability judgment
experiments. Subsequently, the proposed framework is utilized to analyze
the results of an acceptability judgment experiment investigating unlike
coordination phenomena in Turkish.

2 Gradient HPSG

Compelling evidence suggests that the grammaticality of a sentence is a
matter of degree, primarily determined by two distinct factors (Keller 2000,
Featherston 2005a, Sorace & Keller 2005): 1) the number of violations present,
and 2) the relative severity of the violated constraints. To model gradient
grammaticality in terms of these two factors, Gradient HPSG introduces two
modifications to the model theory of HPSG.3

The first modification updates the original definition of an HPSG grammar
(Richter 2004: 178) to allow each grammar constraint to be assigned a numeric
weight that reflects the severity of its violation:

Definition 1 (grammar) Γ is a grammar iff
Γ is a pair ⟨Σ, θ⟩,
Σ is a septuple ⟨S,⊑, Smax, A, F,R,Ar⟩,
θ is a set of ordered pairs such that:

θ = {⟨δ, w⟩ | δ ∈ DΣ
0 ∧ w ∈ R+}

The original definition of a signature, denoted by Σ (Richter 2004: 156),
remains unchanged. This essentially means that Gradient HPSG does not
introduce gradience to type hierarchies (cf. Brew 1995). However, θ is no
longer a set of constraints as originally defined, but instead a set of ordered
pairs where each pair consists of a constraint, δ, and its weight, w, which can
only be a positive real number.

The second modification concerns the definition of a model, which orig-
inally classifies a sentence as a well-formed structure within a model of a
grammar iff the sentence satisfies each constraint of the grammar (Richter
2004: 178–179).

By contrast, Gradient HPSG posits that the modelness (or well-formedness)
of a sentence is a real number from 0 to negative infinity, where sentences

3Throughout the paper, ‘model theory of HPSG’ refers to Relational Speciate Reentrant
Logic (RSRL; Richter 2004).
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with 0 modelness value are perfect models of the grammar – i.e., they do not
violate any constraint of the grammar.

As per the two factors underlying the grammaticality of a sentence, this
value is determined on the basis of constraint weights and the number of
constraint violations present in a sentence. The following definition of a model
assumed in Gradient HPSG formalizes this concept (to be revised):

Definition 2 (model; preliminary) For each grammar Γ = ⟨Σ, θ⟩ and
for each Σ interpretation I = ⟨U, S, A, R ⟩
Modelness degree of I with respect to Γ is:

M(I) = −∑
⟨δi,wi⟩ ∈ θ |U\DI(δi)| · wi

The mathematical function that determines the modelness degree of a
sentence is conceptually equivalent to the harmony function operationalized
in Linear Optimality Theory (Keller 2000: 253): it computes the weighted
sum of constraint violations for each constraint δi in a grammar. However,
the function used in this definition is model-theoretic, operating strictly on
HPSG structures.

The first term following the negated summation, |U\DI(δi)|, returns the
number of entities that are not denoted by δi. In simpler terms, this term
counts the number of violations that a sentence makes with respect to δi.
The number of δi violations obtained by this term is subsequently multiplied
by the weight assigned to δi, wi. For example, if a sentence violates δi twice
and the weight of δi is specified as 0.45 in the grammar, the sentence receives
an evaluation of 0.90 with respect to δi (2× 0.45).

This evaluation procedure is carried out for each and every constraint
in the grammar, with the outcomes of each assessment summed. The result-
ing sum is then negated to render the modelness value more intuitive, as
higher values obtained from the weighted sum indicate greater degrees of
ill-formedness rather than well-formedness.

Alas, this definition does not work as intended on standard RSRL as-
sumptions regarding the shape of models: it does not compute the modelness
degree of an individual sentence with respect to the weighted grammar. The
standard model theory of HPSG posits that models reflect language as a
whole (King 1999, Richter 2004, 2007), i.e., that they are exhaustive models.
This assumption implies that models include all possible sentences within a
language, as well as various partial HPSG objects, such as synsem objects.
Consequently, the function presented in Definition 2 iterates over all such
objects instead of a specific sentence.

To ensure that this function takes an individual sentence as its input,
Gradient HPSG additionally incorporates Przepiórkowski’s (2021) revisions
to the model-theory of HPSG that restrict models to correspond strictly to
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individual sentences (i.e., rooted, non-exhaustive models).4 The final definition
is presented below, with interpretation I now formally defined as a 5-tuple
that includes a root element, denoted as r:

Definition 3 (model) For each grammar Γ = ⟨Σ, θ⟩ and for each Σ inter-
pretation I = ⟨U, r, S, A, R ⟩
Modelness degree of I with respect to Γ is:

M(I) = −∑
⟨δi,wi⟩ ∈ θ |U\DI(δi)| · wi

Having established the formal properties of Gradient HPSG, we can now
proceed to illustrate its application in the formal analysis of acceptability
judgment data.

3 Experiment

3.1 Background

The morphosyntactic properties of coordinate structures have been the subject
of prolonged debate. One widely adopted position contends that conjuncts
must bear the same syntactic category (Chomsky 1957: 36, Williams 1981:
§2, Bruening & Al Khalaf 2020) and grammatical case (Weisser 2020).

Counter-examples to this position, where conjuncts mismatch either in
their category, such as (1a)–(1b), or case, as in (1c), have been explained away
by invoking various analytical mechanisms, such as supercategories (Bruening
& Al Khalaf 2020), ellipsis (Beavers & Sag 2004: 54–56), and allomorphy
(Weisser 2020: §2.3).

(1) a. Pat is [[np a Republican] and [adjp proud of it]].
(Sag et al. 1985: 117, ex. (2b))

b. We walked [[advp slowly] and [pp with great care]].
(Sag et al. 1985: 140, ex. (57))

c. This is starting to make [him and I] both feel really bad.
(Parrot 2009: 274, ex. (7a))

This position has recently been challenged based on an abundance of
attested examples from Polish and English that defy such analyses (Patejuk
2015, Dalrymple 2017, Przepiórkowski 2022, Patejuk & Przepiórkowski 2023),

4The analysis in Section 4 further adopts the second-order extension of HPSG’s model
theory proposed by Przepiórkowski (2021).
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suggesting a potential collapse of this generalization in the face of cross-
linguistic evidence.

The current debate, however, is limited to English and Polish data. To
further challenge this position through an experimental paradigm, a formal
acceptability judgment experiment was conducted to gather data from Turkish,
an agglutinative and head-final language.5

3.2 Methodology

In the experiment, 48 native speakers of Turkish evaluated the acceptability
of sentences on a 7-point Likert scale from −3 (completely unnatural) to
3 (completely natural).6 The experimental hypothesis posited that conjoin-
ing unlike categories and cases is acceptable in Turkish, provided that the
conjuncts share the same grammatical function.

The experimental design consisted of two blocks: one for unlike categories
and another for unlike cases. The category block had a standard 2× 2 design,
where the two crossed factors were the category of conjuncts (like or unlike:
lcat vs. ucat) and the grammatical function of conjuncts (like or unlike:
lf vs. uf). For the case block, a similar design was pursued – like or unlike
cases (lcase vs. ucase) and grammatical functions (lf vs. uf). However, in
this block, only three levels were feasible, as the construction of lcase-uf
stimuli was limited by the strict mapping between cases and grammatical
functions in Turkish.

Sentence stimuli were constructed using the token-set methodology (Cow-
art 1997). This resulted in 12 token sets per block and a total of 84 sentences
(12× 4 + 12× 3). All stimuli were based on examples of unlike coordination
extracted from the Turkish Web 2012 corpus (Baisa & Suchomel 2012). To
minimize attrition effects, the materials were split into 4 sub-surveys following
the Latin square method. As a result, each participant saw 21 target sentences,
along with 22 uncontroversially grammatical or ungrammatical fillers and 3
practice sentences.

3.3 Results

3.3.1 Category block

In the 12 token sets in the category block, the ucat-lf sentences crucial
for the hypothesis contained different categories of adjuncts (9 sentences
with different categories selected from: AdvP, NP, and PP), arguments (2

5I would like to acknowledge the assistance I received from Adam Przepiórkowski,
Katarzyna Kuś, Erkan Şenşekerci, and Szymon Talaga during the implementation of the
experiment.

6This experiment is also described in Şenşekerci & Przepiórkowski (2024), which proposes
an LFG analysis of the relevant data under the assumption of binary grammaticality.
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sentences of “PP & NP” coordinations), and predicates (1 sentence of “NP &
AP” coordination).

As shown in Figure 1, such ucat-lf sentences received high scores on
average. While lcat-lf sentences, which featured fully parallel coordinations,
were rated slightly higher than ucat-lf sentences, this difference did not
reach statistical significance (p = .11). A sharp decline in acceptability was
observed only in lcat-uf and ucat-uf sentences (p < .001 w.r.t. ucat-lf),
where the conjuncts had different grammatical functions.

Figure 1: Raw scores of the category block stimuli (y-axis) by sentence type (x-axis),
with means indicated by diamonds, and 95% confidence intervals of means by red
error bars.

3.3.2 Case block

In the case block, the 12 ucase-lf sentences with unlike cases but identi-
cal adjunct grammatical functions each incorporated cases typical for NP
adjuncts: ablative, instrumental, and locative. For example, 4 sentences had
coordinations of the type “NP-loc & NP-abl”.

As shown in Figure 2, these ucase-lf sentences received significantly
lower, yet still positive, judgments compared to lcase-lf sentences (p < .001).
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Consistent with the category block results, the average acceptability dropped
below zero only for ucase-uf sentences (p < .001 w.r.t. ucase-lf).

Figure 2: Raw scores of the case block stimuli (y-axis) by sentence type (x-axis),
with means indicated by diamonds, and 95% confidence intervals of means by red
error bars.

In summary, the results from both experimental blocks support the
hypothesis: ucat-lf and ucase-lf types of coordination are acceptable.
Nevertheless, the fact that such types are not as acceptable as their fully
parallel counterparts (i.e., lcat-lf and lcase-lf) necessitates a gradient
analysis to fully account for the empirical observations.

4 Analysis

As pointed out in the previous section, both coordination of unlike arguments
and adjuncts were tested in ucat-lf and ucase-lf sentences. Both configu-
rations (i.e., unlike arguments and unlike adjuncts) are acceptable due to the
very same reason: satisfaction of disjunctive selectional requirements. Unlike
arguments meet the disjunctive requirements imposed on them, while unlike
adjuncts modify heads that satisfy the requirements of adjuncts themselves.
However, the formal constraints that account for them are different.
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4.1 Coordination of unlike arguments

In the case of coordination of unlike arguments, the relevant generalization
pertains to the disjunctive requirements imposed by the predicate on the
head values of its complements.

For instance, the predicate sür - ‘last/continue’ takes a nominative NP as
its subject and a durative complement that can be 1) a nominative NP, as in
(2a); 2) a PP projected either by the postposition boyunca ‘throughout’, as
in (2b), or kadar ‘until’, as in (2c); or 3) an AdvP, as in (2d).

(2) a. Tahliye
evacuation

çalışma-lar-ı
work-pl-3.poss

iki
two

saat
hour.nom

sür-dü.
last-pst

‘The evacuation efforts lasted two hours.’

b. Bu
this

kısır
infertile

döngü
cycle

ilk
first

45
45

dakika
minute

boyunca
throughout

sür-dü.
last-pst

‘This vicious cycle continued for the first 45 minutes.’

c. Bu
this

süreç
phase

nisan
april

ay-ı-na
month-3p-dat

kadar
until

sür-dü.
last-pst

‘This phase lasted until April.’

d. Onlar-ın
they-gen

etki-si
effect-3p

yıl-lar-ca
year-pl-advz

sür-er.
last-aor

‘Their effect lasts for years.’
(Turkish Web 2012; Baisa & Suchomel 2012)

While the coordinated subjects of this verb must be strictly parallel (i.e.,
all must be nominative NPs), the coordinated complements may mismatch
as long as each coordinand satisfies one of the requirements imposed by sür -,
as in (3).

(3) Bu
this

program
program

[[np her
every

hafta]
week

ve
and

[advp saat-ler-ce]]
hour-pl-advz

sür-ecek.
last-fut

‘This program will run every week and for hours.’
(Turkish Web 2012)

To ensure that these selectional requirements are evaluated individually
for each conjunct, we employ the c relation (Yatabe 2004, Przepiórkowski
2021), defined in (4). This relation accepts an object and a description as
input and checks whether the description holds true for the object.7 If the

7Note that relations can accept descriptions as their inputs in second-order HPSG
(Przepiórkowski 2021: 174–178).
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input object is a coordination, the relation checks the description against each
element in the args list, which contains the head values of each conjunct.

(4) ∀ 1 e ∀αet ( c( 1 , α) ↔ α( 1 ) ∨
∃ a1 . . . ∃ an ( 1

[
args

〈
a1 , . . ., an

〉]
∧

c( a1 ,α) ∧ . . . ∧ c( an ,α) ) )

(Przepiórkowski 2021: 177, ex. (21))

Accordingly, a (simplified) lexical entry for sür - can be formalized as
shown in (5) where the selectional requirements of sür - are checked separately
for subject and object position via c relation.8

(5)



phon
〈
sür

〉

synsem|cat|valence

[
subj

〈[
cat|head 1

]〉

comps
〈[

cat|head 2
]〉
]



∧ α1 ≈ (:∼ noun ∧ :case ∼ nom)
∧ α2 ≈ [(:∼ noun ∧ :case ∼ nom) ∨

(:∼ postp ∧ (:pform ∼ boyunca ∨ :pform ∼ kadar)) ∨
(:∼ adv)]

∧ c( 1 , α1) ∧ c( 2 , α2)

4.2 Coordination of unlike adjuncts

An analogous analysis can be applied to unlike adjuncts. However, under
standard HPSG assumptions, modifiers select for their heads, which neces-
sitates encoding such disjunctive requirements within the lexical entries of
modifiers.

Experimental findings and a related corpus investigation indicate that
verbal heads can be modified by 1) any PP, as in (6a); 2) any AdvP, as in
(6b); 3) NPs in locative, ablative, or instrumental case, as in (6c); or 4) a
coordination of these options, which may involve unlike coordination as in
the attested (6d).

8The constraint in (5) employs two RSRL operators: ‘∼’ and ‘:’, which are sort assign-
ment and identity functions, respectively. For example, the RSRL description ‘:case ∼
nom’ denotes those objects where the given path, case, leads to an object of sort nom.
Accordingly, the description assigned to α1 – (:∼ noun ∧ :case ∼ nom) – can be informally

represented as
[
noun
case nom

]
.
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(6) a. Bu
this

ilaç
medicine

yemek-ler-den
meal-pl-abl

önce
before

al-ın-malı.
take-pass-necess

‘This medicine must be taken before meals.’
(Göksel & Kerslake 2010: 103)

b. Adam
man

biz-e
we-dat

düşman-ca
hostile-advz

bak-ıyor-du.
look-pres.prog-pst

‘(The) man was looking at us with hostility.’
(Göksel & Kerslake 2010: 83)

c. Son
last

hafta-lar-da
week-pl-loc

çok
a lot

yağmur
rain

yağ-dı.
fall-pst

‘It has rained a lot in recent weeks.’
(Göksel & Kerslake 2010: 51)

d. Pamuk-lu
cotton-adjz

çarşaf-lar-ı
sheet-pl-acc

[yumuşak
soft

deterjan-la
detergent-ins

ve
and

soğuk
cold

su-da]
water-loc

yıka-yın.
wash-2p.imp

‘Wash the cotton sheets with mild detergent and in cold water.’
(Turkish Web 2012)

As for nominal modifiers, they can be 1) any PP, as in (7a); 2) any AdjP,
as in (7b); or 3) an unlike category coordination where a PP is coordinated
with an AdjP, as in (7c).

(7) a. Siz-in
you-gen

gibi
like

insan-lar
person-pl

biz-e
we-dat

yardım
help

ed-ebil-ir-ler.
do-abil-aor-3pl

‘People like you can help us.’
(Turkish Web 2012)

b. Yeni
new

bir
indf.det

kitap
book

al-dı-m.
buy-pst-1sg

‘I bought a new book.’
(Göksel & Kerslake 2010: 83)

c. ... [[pp bir
one

yıl
year

boyunca]
throughout

ve
and

[adjp sınır-sız]]
limit-less

gez-me
travel-nmz

...

‘... limitless sightseeing for a year ...’
(Turkish Web 2012)

Given this highly underspecified relationship between modifiers and their
heads – where, for example, practically any PP can modify any verb or a
noun – the relevant generalizations can be captured by the following set of
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constraints that directly imposes global requirements on the lexical entries of
modifiers.

(8) a.
[
postp
mod ¬none

]
→

[
mod|loc|cat|head verb ∨ noun

]

b.
[
adj
mod ¬none

]
→

[
mod|loc|cat|head noun

]

c.
[
adv
mod ¬none

]
→

[
mod|loc|cat|head verb

]

d.


noun
case loc ∨ abl ∨ ins
mod ¬none


 →

[
mod|loc|cat|head verb

]

Crucially, the constraints in (8) merely specify the combinatory possi-
bilities of modifiers but do not alone ensure that only valid instances of
like and unlike coordination are licensed in adjunct positions. In any given
coordinate structure, all conjuncts must specify the same mod value and this
specification must be shared with the coordination node.

For example, coordination of an AdjP and an AdvP in adjunct position is
ill-formed, not because conjuncts have different categories, but because they
select different heads –

[
mod . . . noun

]
and

[
mod . . . verb

]
, respectively. In

order to enforce this parallelism, the following constraint on coord-phrase is
necessary:

(9) coord-phrase →[
synsem|head

[
mod 1
args

〈[
mod 1

]
, ...,

[
mod 1

]〉
]]

(9) ensures not only that all conjuncts have the same mod value but
also that the coordination itself inherits this information. Additionally, if
the conjuncts specify

[
mod none

]
– i.e., that they are not modifiers – (9)

guarantees that the coordination cannot function as a modifier as well. When
combined with the head-adjunct-phrase constraint illustrated in (10), this
analysis now licenses examples like those in (6) and (7).

(10) head-adjunct-phrase →

hd-dtr

[
synsem 1

]

non-hd-dtrs
〈[

head
[
mod 1

]]〉




(Sag 1997: 475)
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4.3 Towards gradience

While the analysis presented thus far accounts for a variety of acceptable
configurations of both unlike and like coordination data, it fails to take into
account the finding that ucat-lf and ucase-lf sentences are somewhat less
acceptable than their fully parallel counterparts. Since constraints are violable
in Gradient HPSG, this issue can be tackled with two global constraints that
would detect unlike category and unlike case coordination.

Accordingly, the constraint in (11) checks whether there is a categorical
uniformity between the conjuncts: all members of args, which are head
values of conjuncts (Yatabe 2004), must uniformly belong to one of the
syntactic categories disjunctively specified in the constraint.

(11) coord-phrase →[
head 1

[
args

〈
...
〉]]

∧ [c( 1 , (:∼ noun)) ∨ c( 1 , (:∼ adj )) ∨
c( 1 , (:∼ postp)) ∨ c( 1 , (:∼ adv)) ∨
c( 1 , (:∼ verb))]

Unlike case coordination can be detected with the constraint in (12),
which forces nominal conjuncts to bear the same case only when all the
conjuncts are NPs.9

(12) coord-phrase →
[
[
head 1

[
args

〈
...
〉]]

∧ c( 1 , (:∼ noun))] → [c( 1 , (:case ∼ nom)) ∨
c( 1 , (:case ∼ gen)) ∨
c( 1 , (:case ∼ acc)) ∨
c( 1 , (:case ∼ dat)) ∨
c( 1 , (:case ∼ loc)) ∨
c( 1 , (:case ∼ abl)) ∨
c( 1 , (:case ∼ ins))]

Marking sentences with these two uniformity constraints for unlike cate-
gory/case coordination is crucial for obtaining a modelness value that reflects
the slightly reduced grammaticality of unlike coordination. However, we still
need to establish constraint weights to complete the analysis and obtain
modelness values.

4.4 Weight assignment

Assigning weights to specific grammar constraints requires an assumption that
each experimental condition corresponds to some grammar constraint. Once

9The constraint can potentially be extended to cover configurations where multiple
NPs are coordinated with a different syntactic category (e.g., [NP1, NP2 & PP]). However,
since such configurations were not tested in the experiment, this extension would lack an
empirical motivation.
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this assumption is made, the quantified impact of an experimental condition
on acceptability can be equated with the weight of its formal counterpart in
the grammar.

The present analysis assumes that the relative impacts of category and
case factors (i.e., lcat- vs. ucat- and lcase- vs. ucase-) correspond to
the weights of the categorial uniformity constraint (see (11)) and the case
uniformity constraint (see (12)), respectively. However, the grammatical
function factor (i.e., -uf vs. -lf) presents a complex challenge.

Ideally, the grammatical function factor should correspond to a single
constraint, much like the one-to-one correspondence between the category and
case factors and their respective uniformity constraints. This single constraint
would have direct access to the grammatical function of each conjunct and
check for functional parallelism between them in a manner analogous to the
uniformity constraints.

In the case of uniformity constraints, these checks are relatively straightfor-
ward, as the relevant features (i.e., syntactic category and case) are explicitly
encoded in the head values of conjuncts. In contrast, grammatical function
is a more complex feature which is only implicitly (and partially) encoded in
HPSG. Therefore, it is not clear how to formulate a single HPSG constraint
that would enforce functional uniformity between conjuncts without revamp-
ing core HPSG assumptions. As such, no formal proposal for the functional
uniformity constraint is provided in this work.10

In summary, the assumed correspondence between conditions and con-
straints is outlined in Table 1 below.

Conditions functional unif. categorical unif. case unif.

lcat-lf
ucat-lf *
lcat-uf *
ucat-uf * *
lcase-lf
ucase-lf *
ucase-uf * *

Table 1: Summary of the condition-constraint correspondence assumed in the present
analysis. ‘*’ indicates a violation of the corresponding constraint.

10Alternatively, one could consider a one-to-many correspondence between the relative
impact of grammatical function factor and the lexical entries of relevant predicates, such
as sür- ‘last/continue’. However, this approach would not only significantly complicate the
analysis and undermine its generalizability, but it would also suggest that the severity of
selectional requirement violations (possibly) varies by predicate. While this controversial
claim might be true, the relevant experiment does not deal with this question.
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As for determining the numeric impacts of experimental conditions, Gra-
dient HPSG does not make an assumption regarding the statistical model
utilized for this purpose. However, for methodological soundness, the chosen
model must be compatible with a repeated measures design where a par-
ticipant is tested on a condition multiple times, and, accordingly, consider
the dependence between observations. The present analysis relies on linear
mixed-effects models to extract weights as such models can take into account
the dependence between observations and the individual variability between
participants and target sentences.11

On the basis of the aforementioned condition-constraint correspondence,
a linear-mixed effects model12 was fitted on the experimental data in question.
As standard in experimental syntax, the model treated participants and items
as random effects with the sentence type being the sole fixed effect.

According to the fitted model (see Table 2), a sentence that adheres to all
constraints (i.e., lcat-lf and lcase-lf sentences) is predicted to have an
average acceptability of 2.29 (on a scale from −3 to 3), as indicated by the
model’s intercept. Violating the functional uniformity constraint (denoted by
func_uniformity) results in an average drop of −2.53 in acceptability, signif-
icantly exceeding the individual impacts of categorical and case mismatches,
which are −0.33 and −0.62, respectively. In conclusion, these coefficients are
assigned to their respective constraints in the grammar.

Fixed Effects Coefficients Std. Error
(Intercept) 2.29 0.13
func_uniformity −2.53 0.24
cat_uniformity −0.33 0.11
case_uniformity −0.62 0.14

Table 2: Summary of the fixed effects in the fitted linear mixed-effects model

4.5 Predictions

With the relevant constraints and their weights established, modelness values
can now be computed. Consider (13) and (14), which are actual ucat-lf
and ucat-uf sentences used in the experiment.

11For a recent guideline on fitting linear mixed-effects models, refer to Bates, Kliegl,
et al. (2015).

12The model was trained in R (version 4.1.2; R Core Team 2021) using the lme4 package
(Bates, Mächler, et al. 2015).
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(13) Bu
this

isyanlar
rebellion-pl

[[pp yıl-lar
year-pl

boyunca]
throughout

ve
and

[np her
every

gün]]
day

sür-dü.
last-pst
‘These rebellions lasted for years and every day.’

(14) * [[np Bu
this

savaş-lar]
war-pl

ve
and

[np toprak-lar-ımız-da]]
land-pl-1pl.poss-loc

yıl-lar-ca
year-pl-advz

sür-dü.
last-pst
‘These wars and in our lands lasted for years.’

Table 3 illustrates both the weights (i.e., coefficients extracted from the
mixed-effects model) and the modelness values for (13) and (14) based on
these weights.

functional unif.
w = 2.53

categorical unif.
w = 0.33

case unif.
w = 0.62

M

(13) 0 1 0 −0.33
(14) 1 0 1 −3.15

Table 3: Modelness of (13) and (14). Numeric values under each constraint column
indicate the number of violations per sentence, which is not greater than 1 since the
sentences contain no more than one coordinate structure.

The sentence (13) violates only the categorical uniformity constraint, as
the conjuncts individually satisfy the disjunctive requirements of sür - but
bear different categories. Since not all the conjuncts are nominal, the case
uniformity constraint is trivially satisfied as well. Thus, the prediction for
the modelness degree of (13) is close to 0, which makes it a nearly perfect
model of the grammar.

In contrast, the prediction for sentence (14), −3.15, is considerably more
negative as (14) violates both functional uniformity and case uniformity con-
straints because the coordination that occupies the subject position involves
a nominative NP (the subject) and a locative NP (an adjunct).

Modelness values can alternatively be interpreted on the original exper-
imental scale by subtracting the non-negated modelness values from the
intercept of the mixed-effects model.13 For instance, (13) is predicted to have
an acceptability score of 1.96 (2.29− 0.33; intercept − modelness) on

13This method does not apply to all statistical models and would not yield the desired
results if the original scores are transformed (e.g., into z-scores).
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the original scale, while (14) is predicted to score −0.86. These predictions are
quite close to the actual mean scores of 1.73 and −0.62 that these sentences
received in the experiment.

5 Conclusion

The picture of grammaticality derived from controlled acceptability judgment
experiments is inherently gradient, a characteristic also observed in the ex-
periment outlined in this study. To formally analyze the current experimental
data within a binary framework of grammar, one would need to posit arbitrary
generalizations.

In the Gradient HPSG analysis elucidated here, no such arbitrary measures
were needed as the relevant observations could be modeled directly from the
experimental data. Consequently, Gradient HPSG presents linguists with a
promising avenue to faithfully model their experimental data by utilizing rich
representations intrinsic to HPSG.

References

Baisa, Vit & Vit Suchomel. 2012. Large corpora for Turkic languages and un-
supervised morphological analysis. In Nicoletta Calzolari, Khalid Choukri,
Thierry Declerck, Mehmet Uğur Doğan, Bente Maegaard, Joseph Mariani,
Asuncion Moreno, Jan Odijk & Stelios Piperidis (eds.), Proceedings of
the Eight International Conference on Language Resources and Evalua-
tion (LREC’12), 28–32. Istanbul, Turkey: European Language Resources
Association (ELRA).

Bates, Douglas, Reinhold Kliegl, Shravan Vasishth & Harald Baayen. 2015.
Parsimonious mixed models. arXiv. DOI: 10.48550/arxiv.1506.04967.

Bates, Douglas, Martin Mächler, Ben Bolker & Steve Walker. 2015. Fitting
linear mixed-effects models using lme4. Journal of Statistical Software
67(1). 1–48. DOI: 10.18637/jss.v067.i01.

Beavers, John & Ivan A. Sag. 2004. Coordinate ellipsis and apparent non-
constituent coordination. In Stefan Müller (ed.), Proceedings of the 11th
International Conference on Head-Driven Phrase Structure Grammar,
48–69. Stanford, CA: CSLI Publications. DOI: 10.21248/hpsg.2004.3.

Bolinger, D. 1961. Generality, gradience, and the all-or-none. The Hague:
Mouton & Co.

Brew, Chris. 1995. Stochastic HPSG. In Steven Abney & Erhard Hinrichs
(eds.), Proceedings of the Seventh Conference on European Chapter of
the Association for Computational Linguistics, 83–89. San Francisco, CA:
Morgan Kaufmann Publishers Inc. DOI: 10.3115/976973.976986.

Bruening, Benjamin & Eman Al Khalaf. 2020. Category mismatches in
coordination revisited. Linguistic Inquiry 51(1). 1–36. DOI: 10.1162/
ling_a_00336.

189



Chomsky, Noam. 1957. Syntactic structures. The Hague: Mouton & Co.
Chomsky, Noam. 1961. Some methodological remarks on Generative Grammar.

Word 17(2). 219–239. DOI: 10.1080/00437956.1961.11659755.
Chomsky, Noam. 1965. Aspects of the theory of syntax. Cambridge, MA: The

MIT Press.
Cowart, Wayne. 1997. Experimental syntax: Applying objective methods to

sentence judgments. London: SAGE Publications.
Dalrymple, Mary. 2017. Unlike phrase structure category coordination. Bergen

Language and Linguistics Studies 8(1). DOI: 10.15845/bells.v8i1.
1332.

Featherston, Sam. 2005a. The Decathlon Model of empirical syntax. In
Stephan Kepser & Marga Reis (eds.), Linguistic evidence: Empirical,
theoretical and computational perspectives (Studies in Generative Gram-
mar [SGG] 85), 187–208. Berlin: De Gruyter Mouton. DOI: 10.1515/
9783110197549.187.

Featherston, Sam. 2005b. Universals and grammaticality: wh-constraints in
German and English. Linguistics 43(4). 667–711. DOI: 10.1515/ling.
2005.43.4.667.

Göksel, Aslı & Celia Kerslake. 2010. Turkish: An essential grammar (Rout-
ledge Essential Grammars). London: Routledge.

Haegeman, Liliane, Ángel L. Jiménez-Fernández & Andrew Radford. 2014.
Deconstructing the subject condition in terms of cumulative constraint
violation. The Linguistic Review 31(1). 73–150. DOI: https://doi.org/
10.1515/tlr-2013-0022.

Hofmeister, Philip, Laura Casasanto Staum & Ivan A. Sag. 2014. Processing
effects in linguistic judgment data: (super-)additivity and reading span
scores. Language and Cognition 6(1). 111–145. DOI: 10.1017/langcog.
2013.7.

Keller, Frank. 2000. Gradience in grammar: Experimental and computational
aspects of degrees of grammaticality. University of Edinburgh. (Ph.D.
dissertation).

Keller, Frank & Theodora Alexopoulou. 2001. Phonology competes with
syntax: Experimental evidence for the interaction of word order and
accent placement in the realization of information structure. Cognition
79(3). 301–372. DOI: 10.1016/s0010-0277(00)00131-1.

Keller, Frank & Ash Asudeh. 2002. Probabilistic learning algorithms and
Optimality Theory. Linguistic Inquiry 33(2). 225–244. DOI: 10.1162/
002438902317406704.

King, Paul John. 1999. Towards truth in Head-Driven Phrase Structure
Grammar. In Valia Kordoni (ed.), Tübingen studies in Head-Driven Phrase
Structure Grammar, 301–352. Universität Tübingen. http://www.sfs.
uni-tuebingen.de/sfb/reports/berichte/132/king/king.dvi.ps
(26 November, 2024).

190



Legendre, Géraldine, Yoshiro Miyata & Paul Smolensky. 1990. Harmonic
Grammar: A formal multi-level connectionist theory of linguistic well-
formedness: Theoretical foundations. Technical Report CU-CS-465-90.
University of Colorado at Boulder, Department of Computer Science.

Müller, Stefan, Anne Abeillé, Robert D. Borsley & Jean-Pierre Koenig (eds.).
2024. Head-Driven Phrase Structure Grammar: The handbook, Second
revised edition (Empirically Oriented Theoretical Morphology and Syntax
9). Berlin: Language Science Press. DOI: 10.5281/zenodo.13637708.

Parrot, Jeffrey K. 2009. Danish vestigial case and the acquisition of vocabulary
in Distributed Morphology. Biolinguistics 3(2). 270–302.

Patejuk, Agnieszka. 2015. Unlike coordination in Polish: An LFG account.
Institute of Polish Language, Polish Academy of Sciences. (Ph.D. disser-
tation).

Patejuk, Agnieszka & Adam Przepiórkowski. 2023. Category mismatches
in coordination vindicated. Linguistic Inquiry 54(2). 326–349. DOI: 10.
1162/ling_a_00438.

Pollard, Carl & Ivan A. Sag. 1994. Head-Driven Phrase Structure Grammar
(Studies in Contemporary Linguistics). Chicago, IL: The University of
Chicago Press.

Przepiórkowski, Adam. 2021. Three improvements to the HPSG model the-
ory. In Stefan Müller & Nurit Melnik (eds.), Proceedings of the 28th
International Conference on Head-Driven Phrase Structure Grammar,
165–185. Frankfurt am Main: Frankfurt/Main University Library. DOI:
10.21248/hpsg.2021.9.

Przepiórkowski, Adam. 2022. Coordination of unlike grammatical cases (and
unlike categories). Language 98(3). 592–634. DOI: 10.1353/lan.0.0272.

Pullum, Geoffrey K. & Barbara C. Scholz. 2001. On the distinction between
model-theoretic and generative-enumerative syntactic frameworks. In
Philippe de Groote, Glyn Morrill & Christian Retoré (eds.), Logical
aspects of computational linguistics, 17–43. Berlin: Springer.

R Core Team. 2021. R: A language and environment for statistical computing.
R Project for statistical computing. https://www.R-project.org/.

Richter, Frank. 2004. A mathematical formalism for linguistic theories with an
application in Head-Driven Phrase Structure Grammar. Eberhard Karls
Universität Tübingen. (Ph.D. dissertation).

Richter, Frank. 2007. Closer to the truth: A new model theory for HPSG.
In James Rogers & Stephan Kepser (eds.), Model-theoretic syntax at 10,
101–110.

Sag, Ivan A. 1997. English relative clause constructions. Journal of Linguistics
33(2). 431–483. DOI: 10.1017/S002222679700652X.

Sag, Ivan A., Gerald Gazdar, Thomas Wasow & Steven Weisler. 1985. Co-
ordination and how to distinguish categories. Natural Language & Lin-
guistic Theory 3(2). 117–171. http://www.jstor.org/stable/4047644
(26 November, 2024).

191



Sag, Ivan A. & Thomas Wasow. 2011. Performance-compatible compe-
tence grammar. In Robert Borsley & Kersti Börjars (eds.), Non-
transformational syntax, 359–377. Chichester: Wiley-Blackwell. DOI: 10.
1002/9781444395037.ch10.

Şenşekerci, Berke & Adam Przepiórkowski. 2024. Coordination of unlikes in
Turkish. In Miriam Butt, Jamie Y. Findlay & Ida Toivonen (eds.), The
Proceedings of the LFG’24 Conference, Under review. Konstanz: PubliKon.

Sorace, Antonella & Frank Keller. 2005. Gradience in linguistic data. Lingua
115(11). 1497–1524. DOI: 10.1016/j.lingua.2004.07.002.

Wasow, Thomas. 2024. Processing. In Stefan Müller, Anne Abeillé, Robert
D. Borsley & Jean–Pierre Koenig (eds.), Head-Driven Phrase Structure
Grammar: The handbook, Second revised edition (Empirically Oriented
Theoretical Morphology and Syntax 9), 1153–1180. Berlin: Language
Science Press. DOI: 10.5281/zenodo.13644940.

Weisser, Philipp. 2020. On the symmetry of case in conjunction. Syntax 23(1).
42–77. DOI: 10.1111/synt.12188.

Williams, Edwin. 1981. Transformationless grammar. Linguistic Inquiry 12.
645–653.

Yatabe, Shûichi. 2004. A comprehensive theory of coordination of unlikes. In
Stefan Müller (ed.), Proceedings of the 11th International Conference on
Head-Driven Phrase Structure Grammar, 335–355. Stanford, CA: CSLI
Publications. DOI: 10.21248/hpsg.2004.19.

192



Topic drop in German: Grammar and
usage

Giuseppe Varaschin
Humboldt-Universität zu Berlin

Antonio Machicao y Priemer
Humboldt-Universität zu Berlin

Yanru Lu
Humboldt-Universität zu Berlin

Proceedings of the 31st International Conference on
Head-Driven Phrase Structure Grammar

Palacký University Olomouc, Czech Republic

Stefan Müller, Rui Chaves (Editors)

2024

Frankfurt/Main: University Library

pages 193–217

Keywords: topic drop, german, social meaning, register, HPSG, syntax-pragmatics
interface, use-conditions

Varaschin, Giuseppe, Antonio Machicao y Priemer & Yanru Lu. 2024. Topic
drop in German: Grammar and usage. In Stefan Müller & Rui Chaves (eds.),
Proceedings of the 31st International Conference on Head-Driven Phrase Struc-
ture Grammar, Palacký University Olomouc, Czech Republic, 193–217. Frank-
furt/Main: University Library. DOI: 10.21248/hpsg.2024.12.

https://orcid.org/0000-0003-1446-2700
https://orcid.org/0000-0001-7321-0795
https://orcid.org/0000-0002-5915-7315
http://doi.org/10.21248/hpsg.2024.12
http://creativecommons.org/licenses/by/4.0/


Abstract

German topic drop clauses are a subtype of declarative clauses where
the initial position (usually filled by an overt constituent) is left empty.
It is often noted that topic drop appears mainly in specific registers (e.g.
dialogues), but this claim has neither been previously experimentally
validated, nor formally implemented. In this paper, we report the results
of a matched-guise study which indicate that the syntactic variation
between topic drop and regular V2 declaratives in fact correlates with
different social meanings, leading to the register variation postulated
in the literature. In order to model German speakers’ grammatical
and register knowledge about topic drop in HPSG we propose, (i) a
unified grammatical constraint that licenses topic drop structures, (ii)
a formal theory of register that treats social meanings as a type of
use-conditional content subject to compositional rules.

1 Describing topic drop structures

Canonical German declarative clauses consist of a phrase XP in the so called
Vorfeld (VF) and the finite verb following that constituent in the so called
left bracket (LB), leading to a verb second (i.e. V2) structure, as Fig. 1 shows
(cf. Drach 1937, Wöllstein 2010, a.o.).

CP

C′

C0 VP

VP

V0

vorfeld lb middle field rb

Den Aufsatz muss der Schüler morgen schreiben.
the essay must the student tomorrow write

‘The student must write the essay tomorrow.’

Figure 1: Canonical German declarative clause

The topic drop structure (also called: null topic, pronoun zap, pre-field
ellipsis, etc.) being investigated in this paper is a subtype of declarative
clauses in German, cf. Fig (1), with a V1 structure (1a), similar to polar
questions (1b), but with assertive meaning (cf. Huang 1984, Fries 1988,
Cardinaletti 1990, Wöllstein 2010, Müller 2014, Frick 2017, Schäfer 2021).

†We would like to thank the audience at the 31st HPSG Conference (Palacky University
in Olomouc) and our three anonymous reviewers. We profited from invaluable conversations
with David Adger, Emily Bender, Ray Jackendoff, Elin McCready, Stefan Müller, Daniela
Palleschi, and Manfred Sailer. All remaining errors are ours. This research was funded by
the Deutsche Forschungsgemeinschaft (DFG) – SFB 1412, 416591334, Project A04.
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(1) a. [ — ]VF muss
must

der
the

Schüler
student

den Aufsatz
the essay

morgen
tomorrow

schreiben.
write

‘The student must write the essay tomorrow.’
b. [ — ]VF Muss

must
der
the

Schüler
student

den
the

Aufsatz
essay

morgen
tomorrow

schreiben?
write

‘Does the student have to write the essay tomorrow?’

In contrast to canonical declarative clauses, cf. Fig. (1), one constituent
must be dropped (1a), otherwise making the clause ungrammatical (2a).
Furthermore, the VF must be left empty in these structures (1a) vs. (2b),
although in canonical declaratives this position can be filled by any con-
stituent, see for instance (2c). In movement based analyses (cf. Huang 1984,
Cardinaletti 1990; a.o.), this fact has been taken as evidence for an empty
element occupying the VF in topic drop structures, and hence not allowing
another constituent to occupy this position – hence (2b) – since the German
VF can be occupied by only one XP (cf. Machicao y Priemer 2022).1

(2) a. * [ — ]VF muss
must

der
the

Schüler
student

den Aufsatz
the essay

morgen
tomorrow

schreiben.
write

b. * [Morgen]VF
tomorrow

muss
must

der
the

Schüler
student

den Aufsatz
the essay

schreiben.
write

c. [Morgen]VF
tomorrow

muss
must

der
the

Schüler
student

den
the

Aufsatz
essay

schreiben.
write

intended: ‘The student must write the essay tomorrow.’

A further restriction for this construction concerns the information-
structural status of the deleted constituent. The dropped XP has to be
contextually salient for the purpose of recoverability, cf. (3a) vs. (3b), but it
can’t be focal, cf. (4). It must be known in the utterance situation, cf. context
in (3). Hence, the dropped XP is assumed to be a topic. This differentiates
topic drop from pro-drop, which does not posit a topic restriction on the
dropped constituent.2

(3) A: What’s going on with the essay?

a. B: [ — ]VF muss
must

der
the

Schüler
student

den Aufsatz
the essay

morgen
tomorrow

schreiben.
write

b. B: * [ — ]VF muss
must

der Schüler
the student

den
the

Aufsatz
essay

morgen
tomorrow

schreiben.
write

intended: ‘The student must write the essay tomorrow.’
1It is also worth mentioning that topic drop is only possible in main clauses, i.e. when

the verb is in the LB, and not in embedded clauses with a complementizer in the LB.
2It has been assumed that the German VF is a preferred position for topics (cf. Fries

1988: 24; Wöllstein 2010: 89).
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(4) A: Who has seen Lou?

B: * [ — ]VF hab’
have

ich
I

sie
her

gesehen.
seen

intended: ‘(I) have seen her.’

Even when two constituents are previously mentioned and contextually
salient, in a topic drop construction only one constituent (5) can be deleted
(cf. Ross 1982, Huang 1984).

(5) A: What’s the student doing with the essay?
B: [ — ]VF muss

must
er
he

den Aufsatz
the essay

morgen
tomorrow

schreiben.
write

B: [ — ]VF muss
must

der Schüler
the student

ihn
it

morgen
tomorrow

schreiben.
write

B: * [ — ]VF muss
must

der Schüler
the student

den Aufsatz
the essay

morgen
tomorrow

schreiben.
write

intended: ‘(The student) must write (the essay) tomorrow.’

There are also restrictions w.r.t. morphosyntactic and semantic properties
of the elements that can(not) be dropped. For instance, while personal
pronouns can be omitted (6a), anaphors cannot (6b). From a semantic point
of view, pronouns without semantic content cannot be deleted either (7).

(6) A: I’ve shaved Tim and Tom already, and what about you?

a. B: [ — ]VF hab’
have

ich
I

mich
myself

schon
already

rasiert.
shaved

b. B: * [ — ]VF hab’
have

ich
I

mich
myself

schon
already

rasiert.
shaved

intended: ‘I have already shaved myself.’

(7) A: How is the weather over there?
B: * [ — ]VF schneit

snows
es
it

im
in

August!
August

intended: ‘(It) snows in August!’

Therefore, to provide an adequate analysis of topic drop, all of these
restrictions must be accounted for. In Sec. 2, we present our analysis dealing
with the grammatical aspects of the construction. In Sec. 4, we complement
this analysis with constraints concerning the usage of the construction.

2 Licensing topic drop

There are two main ways to account for the grammatical properties of topic
drop structures. The first proposal consists of assuming a phonologically
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empty category in the VF (pro or Op), as shown in Fig. 2.3 This empty
category then binds another empty element inside the VP, i.e. the deleted
XP (cf. Huang 1984, Cardinaletti 1990; a.o.). There are several difficulties
with this approach, for instance how to avoid the realisation of several empty
pronouns, how to avoid reflexives and semantically empty expletive pronouns
to be realized as phonologically empty elements, and how to restrict the
presence of an empty element only to the VF.

CP

Op1 C′

C0

muss
‘must’

VP

NP

der Schüler
‘the student’

V′

den Aufsatz1
‘the essay’

V0

schreiben
‘write’

empty cat. →

Figure 2: Empty pronoun

CP

C′

C0

muss
‘must’

VP

NP

der Schüler
‘the student’

V′

den Aufsatz
‘the essay’

V0

schreiben
‘write’

topic-drop-phrase →

Figure 3: Phrasal constraint

The other proposal, the one followed here, assumes a phrasal constraint
named topic-drop-phrase (based on Müller 2014: 101), cf. Fig. 3. We enhance
this constraint with information-structural details and with restrictions for
the deleted element, in order to account for the data presented in Sec. 1, and
in Sec. 4.2, it will be further complemented by constraints on usage.

(8) topic-drop-phrase ⇒



synsem|context|infostr|topic ⟨ 2 ⟩

head-dtr|synsem




local|cat



head



verb
vform fin
initial +




comps ⟨⟩




nonloc




inher|slash

〈
1


cont

[
ppro
index 2 ref

]

〉

to-bind|slash
〈

1
〉







non-head-dtrs ⟨ ⟩




The topic-drop-phrase, cf. (8), is reminiscent of the Head-Filler Rule,
proposed in Pollard & Sag (1994: 164), binding off the trace of an element
that is being expected in the structure (‘the essay’ in Fig. 3). In contrast to
structures licensed by the Head-Filler Rule, where the local value of the non-
head daughter is token identical with the element in the slash list of the head
daughter – i.e. a filler and a head are combined, the topic-drop-phrase binds

3Contrary to Cardinaletti (1990), we do not assume a different syntactic treatment for
subject and object topic drop. But, as we show, the two have different use conditions.
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off the trace of the element in the slash list of the head daughter (‘the essay’
in Fig. 3), but without combining the head daughter with another element.4

The Non-Local Feature Principle (Pollard & Sag 1994: 164) guarantees that
the mother node in a topic drop structure has an empty slash value. In
other terms, the topic-drop-phrase just eliminates the requirement to overtly
attach an XP (co-indexed with the trace), hence the VF is left empty and no
empty category is needed, cf. (2). Due to the restriction of the slash list
to a singleton list (cf. Pollard & Sag 1994: 161, 170) it is ensured that only
one constituent can be dropped, cf. (2) & (5), and multiple topics (be they
dropped or not) are not allowed in a clause.

The constraint in (8) restricts topic drop structures to main clauses due
to the restriction of the head value of the head daugther to initial +.
Therefore, embedded clauses in German, i.e. with verb final position, cannot
show a topic drop structure (cf. footnote 1). We also adopt the theory of
information-structure features in Paggio (2009), where attributes like topic
take indices as their values and impose the restriction that the dropped
constituent must be a topic in the clause, and for instance not focal, cf.
(3) & (4). Furthermore, restricting the cont value of the element in the
slash list to personal-pronoun (ppro) ensures that reflexives (i.e. elements
of type anaphoric) are ruled out, cf. (6). We also account for the fact that
semantically empty pronouns cannot be deleted in a topic drop structure by
constraining the index value of the dropped XP to ref (erential), cf. (7).

That is, only the constraint in (8) is needed in order to account for the
grammatical aspects of the construction. The topic-drop-phrase restricts quite
precisely the realisation of topic drop structures in German, and every other
part of the clause up to the verb in second position (cf. C′ in Fig. 3) follows
the general constraints related to the German grammar. That is, besides the
topic-drop-phrase no further stipulations are needed. Furthermore, as will be
shown in Sec. 4 the empirical facts related to the usage of the construction and
its association with register (cf. Sec. 3) can be formalised within a single model,
as has been discussed in Bender (2001, 2007), Paolillo (2000), Asadpour et al.
(2022), Machicao y Priemer et al. (2022); a.o.

3 A matched-guise experiment

3.1 Hypotheses and predictions

To investigate the social meanings of topic drop in German, we conducted
a matched-guise experiment (Lambert et al. 1975, Bender 2005, Campbell-
Kibler 2007). Specifically, we hypothesize that listeners assign different
characteristics to topic drop users as opposed to full form users. Thus, we

4As a side note, Fries (1988: 24–25) assumes a transformation rule deleting the con-
stituent in the VF, i.e. also without a base-generated empty element.
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expect a main effect of topic drop on the ratings of the characteristics of the
speakers. Furthermore, we predict that the ratings for speakers who drop
the subject are different from those who drop the object, i.e. showing an
interaction between the variables topic drop and the topicalized argument.

3.2 Design and procedures

The experiment has a 2×2 within-subjects, within-items design with two
independent variables with two levels each: topic drop (topic drop (TD)
vs. full form (FF)) and the topicalized argument (subject (S) vs. object
(O)). The conditions are illustrated in (9). The materials consist of 8 items
(each appears in the four different conditions) and 32 fillers. All items are in
the form of written dialogues like (9)5 and were presented to each participant
in a fully randomized order. Participants were tasked to rate speaker B in
each dialogue on a 6-point scale (1 = e.g. not friendly at all, 6 = e.g. very
friendly) in terms of the following characteristics: höflich ‘polite’, formell
‘formal’, gebildet ‘educated’, wortgewandt ‘articulate’, freundlich ‘friendly’,
pingelig ‘pedantic’, arrogant ‘arrogant’, locker ‘relaxed’. The choice of these
characteristics is based on those used in the matched-guise experiment in
Beltrama (2018) and on results of prior qualitative interviews with a small
group of native speakers addressing attitudes towards topic drop. The
experiment was conducted online on the platform Ibex farm.6

(9) A: Hast
have

du
2sg.nom

letzte
last

Woche
week

den
def.sg.acc

Brief
letter

geschrieben?
written

‘Did you write the letter last week?’
B: a. Ich

1sg.nom
kann
can

ihn
3sg.acc

morgen
tomorrow

schreiben.
write

[FF×S]

b. Kann
can

ihn
3sg.acc

morgen
tomorrow

schreiben.
write

[TD×S]

c. Den
dem.3sg.acc

kann
can

ich
1sg.nom

morgen
tomorrow

schreiben.
write

[FF×O]

d. Kann
can

ich
1sg.nom

morgen
tomorrow

schreiben.
write

[TD×O]

‘I can write (it) tomorrow.’
5As a reviewer points out, the use of written instead of spoken stimuli may have

an influence on participants’ perception of topic drop, as it is arguably a phenomenon
associated with conceptually spoken language. As a first step, the dialogue form adopted
here aims to simulate a spoken conversation as far as possible. Further studies using
spoken stimuli are definitely worth carrying out. However, as several corpus studies show,
topic drop is also widely used in the medium of informal written communication, e.g.
text messages, chats, mails (Frick 2017, Schäfer 2021, a.o.). The stimuli we used are also
compatible with such kinds of contexts.

6https://korpling.german.hu-berlin.de/ibex/
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23 self-reported German native speakers (17 female, 3 male, 1 diverse, 2
not specified) participated in the experiment. 21 are between the age 18 and
25, one is between 36 and 45 and another between 56 and 65.

3.3 Data analysis and results

The data is analyzed in R (R Core Team 2023) with cumulative link mixed
models (CLMMs) for ordinal data (Christensen 2022). The model includes
topic drop and argument as main effects, the effect of their interaction,
and participants and items as random effects, including both by-participant
and by-item random intercepts and slops, based on the maximal random
effects approach recommended by Barr et al. (2013).7 The ratings on each
scale are analyzed in a separate univariate analysis. The results show a main
effect of topic drop for the scales polite (χ2 = 15.30, p < 0.01), formal (χ2

= 20.51, p < 0.01), educated (χ2 = 18.99, p < 0.01), articulate (χ2 = 22.12,
p < 0.01), friendly (χ2 = 246.38, p < 0.01) and pedantic (χ2 = 4.71, p =
0.03), but not for the scales arrogant and relaxed. Specifically, participants
find speakers who use topic drop less polite, less formal, less educated, less
articulate, less friendly and less pedantic compared to their counterparts
who use the full form. Furthermore, we only find an interaction between
topic drop and argument for the scales polite (χ2 = 7.66, p < 0.01) and
formal (χ2 = 4.89, p = 0.03). Participants rate speakers who use subject
topic drop as even less polite and less formal than those who use object topic
drop. Figure 4–11 illustrate the data of each scale. The (a) figures show the
percentage of each rating by condition. The (b) figures present the predicted
probability for each rating.
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Figure 4: Data of the polite scale.

7clmm(ratings ˜ conddrop * condarg + (1 + conddrop * condarg | participant) + (1 +
conddrop * condarg | item), data = data_polite)
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Figure 5: Data of the formal scale.
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Figure 6: Data of the educated scale.
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Figure 7: Data of the articulate scale.
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Figure 8: Data of the friendly scale.
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Figure 9: Data of the pedantic scale.
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Figure 10: Data of the arrogant scale.
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Figure 11: Data of the relaxed scale.

4 A model of register competence

These results make it clear that German speakers know more about topic
drop than what the structural licensing conditions proposed in Sec. 2 suggest.
In addition to being able to form grammatical topic drop sentences with a
corresponding at-issue meaning, speakers also know how and by whom topic
drop is typically used. In this section, we propose a model that allows us to
unify these two kinds of knowledge – structural and use-conditional register
knowledge – under a single competence theory using HPSG.

4.1 Grammar and use conditions

In order to attach register information to linguistic structures we assume
that, along with constraints like (8) above, grammars of natural languages
include use-conditional constraints (UCCs), with the overall form in (10).

(10) description of linguistic structure S ⇒ description of a context for S

The descriptions in the antecedent of a UCC specify a class of indepen-
dently licensed structures on which the consequent imposes a contextual
appropriateness condition. The antecedents need not always be primitive
types, but can be complex descriptions, since use-conditional content can
be indexed by structures that are larger than the minimal pieces needed for
basic grammatical rules (cf. Bender 2001: 281–282; Bender 2007: 368–370).

The contextual descriptions in the consequent of UCCs can be modeled
as restrictions on the values of the context attribute, in line with previous
formalizations of register in HPSG (Wilcock 1999, Paolillo 2000, Bender 2001,
2007, Asadpour et al. 2022). Crucially, we assume that register-sensitive
forms like topic drop constrain their contexts through the expression of
conventionalized social meanings (SMs) (Bender 2001, 2007, Burnett 2019,
Taniguchi 2019, Beltrama 2020, Asadpour et al. 2022, Salmon 2022).
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We use the term SM in a broad sense to denote any kind of non-at-
issue content that indexes some socially relevant property of (at least) one
of the context coordinates, i.e. the values for c-index features (speaker,
addressee, etc). According to the results of our experiment, an utterance
like B’s in (11), conveys both the at-issue meaning (11a) and a SM that can
be paraphrased as (11b). Since we take SMs to be conventionalized, it is
not necessary for B to have a conscious intention to convey (11b) – all that
matters is that (11b) is consistently associated with topic drop by speakers.

(11) B: Muss
must

sie
1sg.f.nom

morgen
tomorrow

verkaufen.
sell

a. ‘She must sell (it) tomorrow.’
b. ‘I am not formal, not friendly, or not articulate. . . ’

The appropriateness of SMs in a situation depends on interlocutors’ beliefs,
goals and intentions. We can think of a register as a cluster of linguistic
constraints whose associated models carry SMs that are appropriate in the
same types of situations. For example, the constraints responsible for topic
drop and other constructions/lexical items compatible with SMs like those in
(11b) could be thought of as belonging to a common ‘informal’ register.8

With respect to their projective and compositional properties, SMs pat-
tern with expressive meanings and other types of conventional implicatures
(McCready 2019, Taniguchi 2019, Asadpour et al. 2022, Salmon 2022). The
following are some of the formal properties of SMs that we want to capture.

(12) a. Independence: SMs contribute to a dimension of meaning that
is separate from the at-issue content of the utterance. This means
that the basic content of an utterance can remain the same
regardless of which SM is expressed and that SMs are not affected
by truth-conditional operators (e.g. modals, negation).

b. Indexicality: SMs predicate something of the present utterance
situation or its participants. That is, SMs always describe an
individual/situation that is contiguous with the utterance.

c. Gradability: Contexts can be distinguished in terms of SMs at a
fine-grained level. The applicability of a SM is not a matter of
all-or-nothing; rather, SMs hold of individuals to different degrees,
which may change gradually as the dialogue progresses.

8Most constraints are underspecified for register because UCCs only associate SMs
to a small subset of linguistic objects. So, for example, the combination of the definite
determiner das and Buch ‘book’ as a head-specifier-structure is arguably register neutral.
This view of registers is more flexible and multidimensional than the one in Machicao y
Priemer et al. (2022), because the grammar signature does not need to commit to a finite
set of registers. Registers are epiphenomenal to SMs and any combination of SMs can
potentially be used to define a register, provided the SMs are appropriate in similar contexts.
Furthermore, in contrast to Wilcock (1999), there is no grammar-internal requirement that
different parts of a sentence need to share exactly the same SM or register.
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d. Underspecification: Forms subject to register variation are not
associated with a unique and specific SM, but with a set of
inferentially related SMs – i.e. an indexical field (Eckert 2008)

Property (12a) is modeled by representing SMs as values of the c(onven-
tional)i(mplicature) attribute inside context, following Asadpour et
al. (2022).9 We assume that operators over at-issue content (e.g. negation,
modals, interrogatives) only pick out their scopal arguments from the set
of relations under content|rels. Property (12b), which is related to the
nondisplaceability property in Potts (2007: 169–173), is captured by requiring
all SM relations to have a c-index value as one of their arguments. We can
have SMs that predicate something of the speaker, the addressee, and
possibly also of the time and situation where the utterance took place; e.g.
forms like thou in English, which (for present speakers) arguably encode a
SM to the effect that the utterance has taken place in the distant past.10

In order to model property (12c), we require SMs to take a degr(ee)
argument (an interval from 0 to 1), similar to the approach in Potts & Kawa-
hara (2004: 261) and McCready (2019: 29). This non-discrete continuous
encoding captures the fact that we can make comparative judgments about
SMs (e.g. speaker S1 is more formal than speaker S2) and even have an
intuition that an expression has a particular SM to a higher extent than
another expression. Finally, we address property (12d) by representing the
indexical field conventionally associated to each linguistic variant as multiple
inheritance hierarchy of SMs, like the one in Fig. 12.11 To enforce (12d), all
we need to do is state our grammar so that UCCs always associate struc-
tural descriptions with abstract SM types. These types are only resolved to
maximal SM sorts in concrete communicative situations, in accordance with
probabilistic principles (see Burnett 2017, 2019 for a proposal).

9Asadpour et al. (2022) also propose that the ascription of a SM is embedded under
attitude predicates expressing that such ascription is relative to the speakers’ beliefs about
what the communicative norms in a linguistic community are (Green 1994). For reasons of
space, we do not explore this possibility here and assume simpler SM structures.

10This does not imply that thou can only be used in the distant past. Rather, we can
exploit the association between thou and pastness to convey a stylistic effect, which can be
interpreted as ironic given the incongruence between this SM and the present context.

11We opted for a simple formulation of the hierarchy where each of the adjectives we
tested reflects a property of the speaker (given the nature of the matched-guise task) and is
also a maximal sort. This is intended as a crude approximation only – there are arguably
more realistic alternatives. It is likely that polite is underspecified, in that it can be
interpreted either as property of the speaker (e.g. as equivalent to formal) or as a relational
property indicating (social or psychological) distance (McCready 2019: 28–29). Similarly,
friendly can plausibly be reduced to something like psych-prox. Manfred Sailer (p.c.) also
suggested to us the idea that some of the cognitive traits are contextual inferences drawn
from a single general SM – e.g. something like explicit-expression. The fact that many
of the maximal SM sorts in Figure 12 tend to occur together could also follow from a
theory of communicative stereotypes, which should be part of the story about how speakers
resolve underspecified SM sorts in concrete communicative situations.
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Figure 12: Social meaning hierarchy

The major distinction in Fig. 12 is between SMs that concern the way the
speaker presents themselves (speaker-sm) and those that say something about
the relation between speaker and some other individual, typically the hearer
(relational-sm). The SM of topic drop is of the former kind, while the latter
is arguably what is grammaticalized by honorific pronouns. This explains, for
instance, why we do not see a SM clash when topic drop structures are used
in conjunction with honorific forms like the 2p pronoun Sie; see (18) below.
Kaur & Yamada (2022) make a similar proposal to explain the interaction
between allocutive markers and 2p honorifics in Japanese.

4.2 The social meanings of topic drop

With this basic toolkit in place, we can begin to state our account of the usage
preferences and SMs of topic drop. Since our analysis of topic drop appeals
to a new phrasal type (as opposed to a phonologically empty pronoun), we
cannot attach the SM of topic drop to a lexical item. Rather, we have to
associate the SM to the phrasal type itself. In the case of topic drop with
subjects, we need not introduce an ad hoc phrasal type, but can simply
identify the range of structures that grammaticalize the relevant SMs as
structures of the type topic-drop-phrase with NPnom in their slash list.

In order to represent SMs introduced at a phrasal level, we introduce a
c(onstructional)-ci feature taking a list of SMs as value. This feature
plays an analogous role to c(onstructional)-cont in the composition
of at-issue content (Copestake et al. 2005: 319–321). We propose to model
the results of the experiment in Sec. 3.1 by means of the UCCs in (13)–(14).
These constraints act solely on the situational level, requiring a n(on-)e(mpty)
list of SMs to be present inside the context attribute of signs.12

(13) topic-drop-phrase⇒



ctxt




c-inds|speaker 1

c-ci nelist






cognitive
arg 1
degr (0, .5]













12Different maximal sorts of the relevant SM types may be chosen for each utterance
(but always at least one such sort), depending on the particulars of the situation. For
instance, if a speaker is talking to close friends, it is likely that an utterance of topic drop
would merely convey low levels of pedantic or formal – as opposed to low education.
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(14)

topic-drop-phrase
hd-dtr|slash

〈
NPnom

〉

 ⇒



ctxt




c-inds|speaker 1

c-ci nelist






proper
arg 1
degr (0, .3]













The UCC in (13) captures one half of the main effect we observed for
the topic drop variable in our experiment: namely, the association of topic
drop structures with contexts where the speaker is presenting as having a low
degree for at least one of the cognitive traits in Figure 12. The UCC in (14)
captures the overall interaction effect between our two experimental variables
(topic drop and argument).

Regarding association between V2 structures and a high degree of cognitive
traits (the other half of the main effect we observed in our experiment), there
are two alternatives. The most straightforward one would be to posit a UCC
parallel to (13) but where the antecedent identifies declarative V2 and the
consequent requires CIs with cognitive predications whose degr values are
on the opposite of those required by topic drop. One of the reviewers of
this paper has convinced us that this is probably not the best approach.
First of all, the fact that the two variants of the variable (V2 and topic
drop) are associated with complementary intervals on the same scale ends up
being entirely accidental. This fails explain why SMs are generally tied to
variability, with each variant of a variable expressing a different partition of
the scalar property corresponding to the SM (Eckert 2008, Oushiro 2019).

Following the reviewer’s suggestion, we model this effect in pragmatic
terms. We propose that declarative V2 is neutral with respect to SMs as far
as the grammar is concerned. The perception that V2 structures index higher
degrees for cognitive traits than topic drop is an implicature that emerges
from an interaction between the SMs of its salient alternative (topic drop)
and an extension of Maximize Presupposition! (Heim 1991, Singh 2011) to
all non-at-issue meanings – as proposed in McCready (2019: 53) and Oshima
(2021: 179). We can state the principle informally as follows:

(15) Maximize Non-At-Issue Content!
If an expression E1 has the same at-issue content as E2 and the
conventional non-at-issue content of E2 is stronger than that of E1 and
appropriate in a context c, then E1 should not be used in c.

Topic drop and filler-gap constructions are equivalent in terms of de-
scriptive at-issue content because neither of the schemas licensing these
structures introduce constraints on this level. Therefore, they are alternatives
subject to (15). Since topic drop has a stronger CI content than V2 (i.e.
it expresses a low degree for cognitive SMs, while the CI content of V2 is
vacuous), topic drop must be used when appropriate. If it is not used, the
hearer can infer that it is not appropriate – i.e. that the context is not such
that the speaker is presenting as having a low degree for cognitive SMs.

207



Now that we know what SMs look like and which SMs are expressed by
topic drop, we turn to the question of how SM projection works – i.e. how
the SMs words and constructions interact to form the SM of a full utterance.

4.3 Social meaning composition

Taking this into account, we propose the principle in (16) to account for the
projection of SMs at the level of a single utterance. Following Potts’ (2007,
185) theory of expressive meanings, our principle distinguishes two basic cases
of SM composition: one where the SMs to be composed are independent and
another when they involve repeated predications. By repeated predications
we mean SM predications of the same type (as per Figure 12) and with the
same arg values, but possibly different degr values.

(16) Local CI Projection Principle

a. For each phrase, if its c-ci value and the ci values of its daughters
do not have repeated predications, then the ci value of the
phrase is the concatenation of the ci values of its daughters and
its own c-ci value.

b. For each phrase, if its c-ci value and the ci values of its daughters
have repeated predications SM1, . . . SMn then the ci value of
the phrase is the concatenation of the ci values of its daughters
and its c-ci value minus ⟨SM1⟩, . . . ⟨SMn⟩ plus a list of
predications of the same type and with the same arg values as
SM1, . . . SMn, but with a degr value consisting in the
intersection between the degr values of SM1, . . . SMn.

Figure 13 illustrates a case where (16a) is relevant. Figure 14 shows a case
where (16b) applies, giving rise to a structure where the degree of formality
of the mother is an intersection of that of its daughters. The intersection of
degree values δ1, δ2 is the set of points that are in both δ1 and δ2. Clause
(16b) also imposes consistency requirement on SMs: repeated SMs in the
c-ci of a phrase or in the ci values of its daughters must intersect, otherwise
no ci value is defined for the mother, cf. Figure 15.13

13Since our UCCs (13)–(14) only require non-empty lists of SMs predications of the
relevant types, it is in principle possible to circumvent clashes by simply resolving the
underspecification to a different maximal sort. For instance, if one structure is required
to have a formal SM with a degre value [.7, .9], it is in principle still possible to use
it in combination with topic drop as long as the underspecified SMs of topic drop are
resolved to other maximal sorts (e.g. low degrees for polite or friendly). The result might
still be pragmatically odd due to our stereotypes about communicative situations – i.e. it
is not common for a person to be at the same time very formal and very impolite. But
this outcome is not blocked by the grammar itself. We think this flexibility is desirable,
especially when we compare the SMs of topic drop with more ‘grammaticalized’ SMs like
those of Thai honorifics (McCready 2019). In the latter case, conflicting forms are much
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ci 2 ⊕ 3 ⊕ 4

c-ci 4

〈

articulate
arg 1
degr [.5, .6]


,



polite
arg 1
degr [.5, .6]



〉





ci 2

〈

formal
arg 1
degr [.3, .6]



〉



ci 3

〈

friendly
arg 1
degr [.4, .7]


,



educated
arg 1
degr [.5, .8]



〉


Figure 13: Simple SM composition
ci 2 ⊕ 3 ⊖

〈
5 , 6

〉
⊕

〈

formal
arg 1
degr [.4, .5]



〉



ci 2

〈
5



formal
arg 1
degr (0, .5]


,



friendly
arg 1
degr [.4, .7]



〉



ci 3

〈
6



formal
arg 1
degr [.4, 1)


,



educated
arg 1
degr [.5, .8]



〉


Figure 14: Complex SM composition

According to both clauses in (16), the amount of information in ci values
increases monotonically as one moves upwards in the tree. The constraint
in (16a) preserves the SMs of the daughters and adds them to the mothers.
(16b) either preserves or narrows the degree interval in the (repeated) SMs
of the daughters, imposing further constraints on the contexts where the
mother can be admissibly uttered. This captures another property of SMs,
namely, the fact that repetition of SMs does not give rise to redundancy, but
to reaffirmation or specification, unlike what we see when at-issue meanings
are repeated (Potts 2007, Smith et al. 2010). This property can be tested
with a context like (17), adapted from Taniguchi (2019: 19–20). A’s impatient
response only makes sense if A perceives B as being redundant. This is not
the case when topic drop is used twice, as in B’s reply.

(17) B: Muss
must

sie
3sg.f.nom

verkaufen.
sell

Kann
can

ihr
3sg.f.dat

vielleicht
maybe

helfen.
help

‘She must sell (it). Maybe I can help her (with it).’
A: # Ja ja,

inter
ich
1sg.nom

verstehe.
understand

Du
2sg.nom

sprichst
speak

informell!
informally

‘Ugh. I get it already! You are speaking informally.’

As an illustration of how SM composition works in a specific structure,
consider the example of object topic drop in (18).

more prone to give rise to ungrammatical clashes. We can model this by stating UCCs
that assign to alternative honorific forms fully specified SMs pertaining to complementary
intervals in a single dimension (e.g. low and high degrees of polite). In that case, it would
not be possible to avoid a clash by resolving the SMs to a different maximal sort.
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*
[
ci ???

]


ci 2

〈

formal
arg 1
degr [.1, .3]


,



friendly
arg 1
degr [.4, .7]



〉



ci 3

〈

formal
arg 1
degr [.8, 1)


,



educated
arg 1
degr [.5, .8]



〉


Figure 15: Undefined social meaning composition

(18) B: Muss
must

sie
3sg.f.nom

Ihnen
2sg.dat

morgen
tomorrow

geben.
give

‘She must give (it) to you tomorrow.’

For the sake of simplicity, we omit most of the syntactic details, and focus
on the core parts of the ci composition in Figure 16. In the middle field,
there is an honorific 2p pronoun (Ihnen), which we assume encodes as a SM
a moderate-to-high degree of social distance. In the ci value of the mother,
this ci is appended to the ci enforced by the topic drop construction itself
(13) – i.e. a non-empty list of cognitive-typed predications.




topic-drop-phrase

c-indices

[
speaker 1
addressee 2

]

ci 4 ⊕ 3

c-ci 3

〈

formal
arg 1
degr (0, .5]


,



friendly
arg 1
degr (0, .5]


,



articulate
arg 1
degr (0, .5]



〉




[
ci ⟨⟩

]

mussi


ci 4

〈



soc-dist
arg1 1
arg2 2
degr [.6, 1)




〉



sie Ihnen morgen tk geben _i

Figure 16: SM composition with Object Topic Drop

Subject topic drop (19) functions in a similar way. Figure 17 illustrates
how the SMs project. We assume a context where two formal SMs are chosen
as part of the c-ci value, corresponding to (13) and (14).

(19) B: Muss
must

es
3sg.neut.acc

heute
today

verkaufen.
sell

‘(She) must sell it today.’

As Paolillo (2000) notes, there is only one type of context where SMs
do not project from daughters to their mothers: direct speech reports or
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topic-drop-phrase
c-indices

[
speaker 1

]

ci
〈

2
〉
⊕

〈

formal
arg 1
degr (0, .3]



〉

c-ci

〈

formal
arg 1
degr (0, .5]


,



formal
arg 1
degr (0, .3]


, 2



friendly
arg 1
degr (0, .5]



〉




[
ci ⟨⟩

]

mussi

[
ci ⟨⟩

]

tk es heute verkaufen _i

Figure 17: SM composition with Subject Topic Drop

quotation. This exceptional behavior follows from (16) if we assume that
such contexts involve some kind of unary rule that shifts the c-index of a
clause to some individual other than the speaker of the full utterance (e.g.
the agent of a quotative verb like say). Since SMs get their arg value from
c-index|speaker, the SM under the ci of a quote will not get attributed to
the speaker of the full utterance, but to the speaker of the quotation itself.

The felicity of SMs is constrained by the prior global context, which we
can think of as containing a list of SMs. The ‘register appropriateness’ of
utterances carrying SMs is constrained by the context in the following way:

(20) Felicity constraint (based on McCready 2019: 31)
For every utterance U expressing a SM α, if the prior context of U
is contains a SM α′, where α and α′ are repeated predications, then
the degree values of α and α′ have to intersect.

All things being equal, the more the SMs in the prior global context and
those in U ’s context|ci value match (the more SM predications they have
in common and, for each of these, the more their degree intervals overlap
relative to their total size), the more appropriate U is with respect to the
context. On this view, topic drop is more frequent in ‘less formal’ contexts
because it is grammatically constrained to have SMs that largely match with
the SMs that define these contexts (e.g. low values for educated or formal).
We assume that if the output of Local CI Composition for an utterance U
is felicitous, it updates the global context, dynamically pushing it in the
direction of the SM contribution of U (McCready 2019).14

14We called the SM composition principle in (16) “local” because we assume that the way
SM composition works locally (i.e. in the context of a single utterance) is fundamentally
different from the way it works in the context of a larger discourse. The latter needs to be
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This view entails that registers are not theoretical primitives. The only
primitives are SMs, which are features of situational contexts and are also
contributed by linguistic signs (and constrained by UCCs). However, registers
can be reconstructed as clusters of linguistic constraints whose associated
models are required (by virtue of UCCs) to carry SMs that are appropriate
in the same global contexts. Since SMs are gradable, whether or not a form
‘belongs’ to a register R, is also essentially a matter of degree: it depends on
how much its SMs match the contextual parameters associated with R.15

5 Concluding remarks

In this paper, we proposed an HPSG model that integrates structural and
usage knowledge into a single theory of linguistic competence, building on
previous efforts (Paolillo 2000, Bender 2007, Asadpour et al. 2022). We
explored these issues in connection to a specific instance of variation: the
realization of declarative clauses in German with and without topic drop.

On a grammatical level, the analysis we proposed here entails that a
single grammar licenses both attested variants of a variable (topic drop, V2)
as different phrasal constructions. To account for the usage preferences we
proposed a mapping between linguistic features and situational parameters
that uses the same descriptive vocabulary used for grammatical constraints.
These UCCs relate independently licensed structures to underspecified SMs,
which function as abstractions over the details of particular situations.

Note that the schemas that constrain SMs are kept separate from those
responsible for the basic aspects of the form and meaning of utterances – i.e.
the ‘core grammar’ of a language. For instance, we do not build in the SMs of
topic drop directly into the schema (8); rather, we posit the separate UCCs in
(13)–(14). Though the two options are often extensionally equivalent, there
are good reasons for keeping things separate in this way.

First, as we mentioned above, the pieces of structures SMs get attached to
are not always ones that are described by independently required constraints

handled by a separate principle that takes the yield of (16) as its input, and outputs a
modified global context. This immediate context-shifting effect is what makes SM-bearing
elements similar to performatives (Potts 2007: 179–181). A distinction between sentence-
level and discourse-level composition of SMs is also proposed in Paolillo (2000: 243) and
McCready (2019: 31–33). For instance, SM clashes (e.g. mixing formality and informality
markers) are much more prone to give rise to reduced acceptability at the utterance level
than across longer stretches of discourse (Wilcock 1999). For discourse, something like the
averaging approach that McCready (2019: 32) proposes for local composition could turn
out to be better than the intersective approach we formulate in (16).

15This is an idealization. Other factors are arguably relevant to define which SMs are
appropriate in which situations in addition to overlap with the prior context in the sense
of the Felicity Condition in (20). One important additional set of such factors are speakers’
goals and beliefs, which are estimated on probabilistic grounds, as described in Burnett
(2017, 2019). If we take these into account, registers have to be inferred on the basis of the
cues provided by SMs and their probabilistic interplay with such situational parameters.
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on lexical or phrasal types. For example, as far as we can see, there is no
constraint in the core grammar of German that specifically needs to refer to
subject topic drop structures. Nonetheless, such structures are still targeted
for the expressions of particular SMs, as (14) makes clear.

Second, keeping constraints on SMs in a separate ‘corner’ of the grammar
is more in line with what is known about how register is processed in real
time. The perception of register incongruence tends to come about later (and
with less intensity) than that of grammatical errors (Münster & Knoeferle
2018, Almeida 2023, Plesca et al. 2024, i.a.). One way of capturing this is
by formulating a model of processing where speakers first parse utterances
according to their core grammar and only then evaluate them according to
UCCs, checking for contextual felicity – an inherently graded notion.

In spite of this separation, UCCs use the same descriptive vocabulary and
implicational format as standard HPSG rules. In this sense, use-conditional
‘register’ knowledge and core grammar are subsumed under one and the
same competence theory. Insofar as SMs are modeled as part of individuals’
linguistic competence, we predict speakers to be capable of manipulating
variants in order to actively construct new registers and personal linguistic
styles. Furthermore, the division of labour between the grammar (which
deals with SMs) and probabilistic usage preferences (which relate SMs to
concrete situations) simplifies the task of defining the register potential of
complex expressions from that of their parts – one of the main challenges for
register modeling in HPSG noted by Machicao y Priemer et al. (2022).

The analysis we propose here also has consequences for the standard
view about which linguistic variables are visible to sociolinguistic evaluation.
Since topic drop is licensed by a phrasal construction, our results imply that
speakers’ evaluations are sensitive to abstract syntactic variables (see also
Bender 2007, Robinson 2022). This is a departure from some sociolinguistic
literature (Labov 2001, Meyerhoff & Walker 2013, Eckert & Labov 2017,
i.a.), which claims that only phonological or lexical variables can be socially
monitored. Our analysis is also incompatible with a model of grammar that
only attaches SMs and other ci-meanings to vocabulary items or surface
realizational patterns in PF (Adger 2006, Saab 2021). Rather, we require a
more flexible architecture that can represent the social information speakers
indexically associate with any linguistic structure.

HPSG is especially well-suited for this, given the fact that all types of
linguistic information are modeled with a single unified formalism. Therefore,
it can naturally express the fact that any linguistic unit (words, unary lexical
projections, phrases and even phon strings) can be associated with a SM.
Furthermore, HPSG allows SMs to be arranged in a sortal hierarchy, which
makes it possible to capture the fact that variants are often underspecified
with respect to the conditions they can be felicitously used in.
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